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Abstract

Rectifiers and voltage regulators that have characteristics of constant power loads may form a

significant percentage of a microgrid’s total loads. The real part of the input impedance of a

constant power load is negative and it may have control loop dynamics in a similar frequency

range to the inverters that are supplying the microgrid. This thesis examines the interactions

between an active constant power load and a microgrid for the impact on stability. Participation

analysis of the eigenvalues that result from the model of the combined microgrid and active

load identified that the low-frequency modes are associated with the voltage controller of the

active rectifier and the droop-controllers of the inverters. The analysis also revealed that when

the active load dc-voltage controller is designed with large gains, the voltage controller of the

inverter becomes unstable but the low frequency modes associated with the droop controller of

the inverter remain stable.

The transient stability of a microgrid may require that the inverter-interfaced generation

remain connected during a fault and return to normal power export once a fault is cleared. For

an inverter to supply fault current, the controller of the inverter must current-limit the output

and the fault strategy chosen must ensure that the current and voltage limiter do not latch-up

and that the controller integrators do not wind-up. This thesis analyses different limiting and

reset strategies and concluded that that it is not possible to successfully reset a limiter when

using a reset signal from a closed-loop controller within the inverter. In a system where there are

cascaded limiters, successful operation is obtained when the inner limit is a saturation limiter

and the output limiter is a set-reset limiter.

It was found that the transient stability of an inverter interfaced microgrid using a droop

control algorithm is dependent on the current limiter and inductance of the network.
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Chapter 1

Introduction

Reducing CO2 emissions is a target for many countries and the UK in particular is committed

to reducing greenhouse gas emissions by 80 % by 2050 [1]. To achieve this, the UK aims to move

to a low-carbon economy [2]. This means less reliance on fossil fuels, more renewable generation

and reducing demand for energy from industry, business and the public sector [3].

Renewable energy as defined by the Energy Saving Trust [4] is energy from any source

that is naturally replenished in a short period of time. This includes energy from wind, solar,

hydro, tidal, geothermal or biomass and does not include energy or waste products from fossil

fuels.

Electricity from fossil fuels is traditionally generated in large power plants by burning

coal, gas or oil in a boiler to generate steam. Steam is then used to rotate large turbines which

in turn is used to rotate large synchronous machines. These machines are typically capable

of exporting 500 Megawatt (MW) of power. In a synchronous machine, the rotor operates

at the same frequency as the stator and the frequency of the generator is controlled using a

governor. In Great Britain (as in all of Europe) the nominal frequency is 50 Hz. Generation by

synchronous machines is connected to the electrical network without the requirement for any

frequency conversion.

Generation by renewable sources may not be 50 Hz and if it is not 50 Hz then the

use of a converter is required. Frequency conversion allows the renewable source to interface
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with electrical network which is operating at 50 Hz. Wind turbines generate at a frequency

which is dependent on the speed of the wind [5]. These sources are either connected by the

use of a partial converter topology such as the Doubly Fed Induction Machine (DFIG) or a

full converter topology [6]. A full converter converts the rotation of the wind turbine to Direct

Current (DC) and then the DC is converted back to the frequency of the electricity network.

Solar Photovoltaic (PV) only generates at DC and requires a full-converter to export power [7].

An inverter is typically used as the full-converter to convert DC to Alternating Current (AC)

[8].

Renewable sources have a much lower unit energy extraction capacity and a lower energy

density than conventional fossil fuel power stations. Renewable sources are often connected to

the electricity network at a lower voltage than fossil fuel power stations. Often a large number

of renewable sources are required to generate a significant amount of energy. The large number

of sources may have their own network which collects the electricity and supplies the power

to the electricity network at a bulk supply point [9]. This is typically used for a wind farm.

Alternatively, each source is connected individually to the electricity network and the sources

are distributed over a large geographic area. This is typically how roof-top solar PV panels are

connected and this method of connection has been defined as Distributed Generation (DG).

The amount of renewable generation connected to the electrical network is continually

increasing and Figure 1.1 shows the increase from 2010 to the beginning of 2013. Wind and

solar PV are increasingly playing an important part of the UK generation mix. The effect of

the inverter technology that connects wind and solar PV to the electricity network requires an

understand of its operation in both normal operating conditions and abnormal operating condi-

tions. This thesis aims to continue the understanding of inverter-based generation technologies

in order to facilitate the continual increase of inverter generation.

1.1 Distributed Generation

Throughout this thesis the term DG will be used. However, in the literature a multitude of terms

are used to describe the same concept. DG is also referred to as ‘embedded generation’ (Anglo-

American), ‘dispersed generation’ (North American) and ‘decentralised generation’ (Europe &
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Figure 1.1: The installed renewable generation in the UK electrical network. Data is from the
Department of Energy and Climate Change, UK Government. Title of publication is “Energy
trends section 6: renewables” and was published on 20 December 2012

Asia). It must be stated that DG is not necessarily from a renewable source and equally

renewable generation is not always DG. This section will define distributed generation and

discuss the advantages and disadvantages of integrating DG. The next section applies to both

renewable and non-renewable DG.

1.1.1 Definition of DG

The exact definition of DG is not clear in the literature and many definitions exist both from a

legal and technical point of view. This thesis will use the definition presented in [10] where DG

is defined in terms of the point of connection rather than the generation technology, primary

energy source, power rating, voltage level, purpose, mode of operation, dispatch, environmental

impact or ownership. The definition in [10] is:

“Distributed generation is an electric power source connected directly to the distri-

bution network or on the customer side of the meter”

Distributed generators are typically not centrally dispatched or centrally planned, and

they do not participate in voltage or frequency regulation. The voltage level which a DG will
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Category Power Rating UK Voltage Level

Micro 1 W – 5 Kilowatt (kW) 400 V
Small 5 kW – 5 MW 400 V – 11 Kilovolts (kV)
Medium 5 MW – 50 MW 11 kV – 33 kV
Large 50 MW – 300 MW 33 kV – 132 kV

Table 1.1: Distributed generation power rating categories

connect to often depends on the maximum power export of the DG. Typical connection voltages

are shown in Table 1.1.

1.1.2 DG technologies

Technologies used for DG include internal combustion engines, gas turbines, micro-turbines, PV

cells, fuel cells, and wind turbines. The thermal based DG tend to connect to the distribution

network using synchronous machines, the same technology as conventional generation. Renew-

able technologies, namely PV cells and wind turbines, tend not to be natural 50 Hz sources,

hence these are commonly interfaced using an inverter [11] [12]. It is well known that inverters

have different characteristics to synchronous machines, they have a low tolerance of over-current

[13] and a reliance on fast acting control. When inverters are a small percentage of the power

export on the network, knowledge of their detailed characteristic is not vital but will become so

as penetration increases and security partially rests on that generation. Much is known about

synchronous machines connecting to networks, however there is a lack of analysis of inverters

from the point of view of power system operation and protection. In particular, there are in-

sufficient tools to allow those calculations that are standard for conventional generation to be

extended to inverters. Thus, this work will concentrate on inverter based distributed generation.

1.1.3 Typical DG control algorithms

There are three main control algorithms available for power export. The first method is Voltage

and Frequency (Vf) control, the second is Real and Reactive Power (PQ) control, and the third

is droop control.
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Voltage and frequency control

Voltage and frequency control regulates the output voltage, phase angle and frequency of the

inverter [14]. If multiple inverters use voltage and frequency control, a fast communication

system is required to ensure all sources stay in-phase with each other. Controlling the voltage

magnitude and angle between all sources will control the share of real and reactive power export

[15]. If a communication system is not in place then only one source is able to use voltage

and frequency control and others would require PQ or droop control to ensure the absence of

out-of-phase generation.

Real and reactive power (PQ) control

PQ control is common for small DG; export normally depends on maximum available power.

Such a control scheme is described in [16] and [17]. For example, on a windy day an inverter

connected to a small turbine would export more than on a calm day. An island with many PQ

inverters will require a communication system to curtail generation if demand is low, and curtail

load if generation is low. Alternatively a storage system could be used to balance the system.

PQ controllers generally use a PLL as in [18] to lock to the system frequency.

Droop control

A droop controller will change the power export based on the system frequency or change the

local frequency of the inverter as the power export of the inverter changes. Droop controllers

enable autonomous operation of an island [19] [20]. The droop controllers in an inverter based

network have the least damping and present small-signal stability issues [20]. When using droop

controllers, it is critical that their stability is studied.

1.1.4 Benefits of DG

There is much in the literature about the benefits that DG offers over traditional large power

plants that supply power through the transmission and distribution system. The following five
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sub-sections will briefly summarise the key advantages that DG offers. The list is not exhaustive

and is included to demonstrate that research in DG is important because of the possibility to

utilise the benefits that DG presents.

Integrating renewable technologies

Renewable sources have a low energy density and in order to generate a modest amount of power,

a large area is required. One solution for integrating more renewable technology is to use DG

[21] and connect a large area of small-scale renewable generation to the distribution network.

By using renewable sources, the UK is able to provide clean energy, decrease the dependence

on oil and natural gas stocks and meet the greenhouse gas emission targets that were set out in

the beginning of this chapter [22].

Utilising generation by-products

As stated in the definition of DG, distributed generation is connected close to load centres. Some

load centres, namely residential and industrial, will have a heat demand as well as an electricity

demand. Technology like micro turbines and biomass engines produce heat as a by-product.

This waste heat can be used to supply all or part of the residential and industrial customers

heat demand [23] [24].

Generation reliability

A conventional generator may be generating 500 MW of power whereas a DG unit may only be

generating 1 MW of power. If the 500 MW generator were to fail, the system would be required

to either produce an extra 500 MW of power or shed 500 MW of load in order to maintain the

system balance. A loss of a 1 MW is more manageable. Also, if the 500 MW of generation is

spread over 500 different small generation units the probability of all 500 small generation units

failing is less than the probability of one 500 MW unit failing. To summarise, many generation

units present less risk for failure compared to one large generation unit.
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Transportation losses

Connecting generation at the lower voltage levels, where the demand is, will reduce the trans-

portation losses. Electricity from a large power station may be transported over long trans-

mission lines and through a number of transformers. Each kilometre of transmission line and

each transformer between the generation and the load reduces the efficiency because of resistive

and inductive losses. By reducing the amount of generation required to be transported over

long transmission networks, the amount of loss is lowered and the efficiency of the network is

increased. A study in [25] analyses the reduction of losses from integrating DG.

Reducing feeder capacity

Each feeder of a distribution network has a demand profile that ranges between an average

minimum and an average maximum. During peak demand, there is a possibility that DG will

reduce the feeder peak [26]. Having the ability to reduce the peak may allow for more generation

to be connected to that feeder without having to re-enforce the feeder with a larger transformer

or larger cable. To connect more load to a feeder, it may be more economical to introduce DG

than to upgrade the section of network that the load is connected to.

1.1.5 Difficulties of DG

Before the benefits of DG are utilised, the issues that DG present to the network must be

solved. Work in [27] identifies and reviews the issues that DG will present to the UK grid, these

are stability, protection discrimination, islands, Loss of Mains (LoM), power quality impact in

protection and generator ride-through.

Stability

The addition of DG into the distribution network presents a number of stability issues. These

are small-signal instability, voltage instability and transient instability. Small-signal instability

may be caused by the dynamic characteristics of DG, the improper tuning of the controllers [28],
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the dynamic characteristics of the loads interacting with the DG units [29] and the parameters of

droop controllers [20], if used within the DG design. Voltage instability may be more prevalent

when power is exported into a network which has a high resistance to inductance ratio [30].

Voltage limits may be breached in the distribution network when there are a lot of DG on

a feeder that are all exporting power. Transient instability may be caused by the inverter

loosing synchronism after a fault has occurred. This may happen if a PLL fails to follow the

frequency after a frequency disturbance or if a standalone network fails to reach a new steady-

state operating point after a fault has been cleared.

Protection discrimination

Protection discrimination is the ability for the protection in a network to detect, and then isolate

the faulted section without disconnecting any loads that have a healthy supply. Only the breaker

closest to the fault should trip in a correctly discriminated network. If a fault at the end of a

feeder causes a breaker which is two breakers away from the fault to trip then the network is

not correctly discriminated.

Adding DG to a feeder may cause standard time graded over-current protection to lose

protection discrimination and the setting of such a device will require adjustment. The presence

of DG on a feeder causes the clearing time of protection devices on the network to increase [31].

If DG causes a protection device to operation that is not the protection device closest to the

fault, then protection discrimination is lost. If there is a difference in fault current then there is

a margin available for the coordination to remain valid [32].

Fault level contribution from DG

Fault current availability is dependent on the technology of the generator. Synchronous machine

generation typically contributes a high fault current whereas inverter-based generation is fault

constrained and typically is only able to export twice its nominal current for faults [33] [34].

This causes complications when planing new generator connections and maintaining existing

network protection.
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The distribution network is often fault constraint and the fault contribution from genera-

tion may increase the fault current to beyond safe operating levels. Therefore in some networks,

the fault contribution from DG may be required to be very small. To achieve this, DG may be

required to trip or export a low current when a fault has been detected.

Generator ride-through

Large generators are required by the grid code to ride through faults. This allows the protection

to operate correctly and isolate the fault. Once the fault has been cleared the network may

return to normal. Small generators, namely DG, are required to disconnect from a faulted

network. In an area with a significant amount of DG, cascaded tripping of DG units may result

in local voltage collapse [35]. Therefore, controllers need to be developed to improve the fault

ride-though capability of DG that allows them to maintain connection during faults.

Loss of mains

LoM protection will trip the DG when the logic in the protection device has calculated that a

LoM event has occurred. The sensitivity of LoM is compromised when the generation closely

matches the load and LoM may also cause nuisance trips.

It is acknowledged that LoM is one of the most challenging aspects of integrating DG

into the distribution network [36]. As such there has been much research in this topic with many

published papers investigating solutions to detect LoM and minimise nuisance trips. Solutions

include using rate of change of power [37], using the variation of the voltage magnitude [38],

using an elliptical trajectory technique [39], using rate of change of voltage and power factor [40],

using rate of change of frequency [41] [42], using a small disturbance in the voltage controller

and AC-filter [43], using a measurement of system impedance [44], using frequency oscillations

and the damping of these oscillations [45], using communications by power line carrier [46], using

active frequency drift [47] and using active and reactive power controllers [48].
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Unintentional Islands

Islanding is where a section of grid disconnects from the main network. This can either be

intentional, as in the microgrid case, or unintentional. Unintentional islands may be the size of a

country, for example, where a major event happens in the transmission network that disconnects

England from Scotland. At the distribution network level, one rural feeder can disconnect and

leave several houses connected to a DG source that continues to supply power. Islands at the

distribution network level have both advantages and disadvantages.

Islands may go unnoticed because a typical DNOs network status knowledge stops at

the 11 kV substation, this leaves the 400 V network unmonitored. If an island forms and goes

unnoticed to the distribution controller or maintenance engineer, problems may arise:

• The island may exceed the acceptable limits, of voltage tolerance for example, which are

specified in the regulations [49].

• The network may have large uncontrollable voltage swings due to the source dynamics,

or have poor power quality where the voltage waveform is no longer a pure sinusoidal

waveform.

• Islands may be running with un-cleared earth and phase faults present. This may go

unnoticed due to low short-circuit capacity or unearthed operation and is potentially very

dangerous.

• An attempt may be made to reconnect an unknown island to the distribution network,

either by an operator or an auto re-closer, when the two networks are out-of-phase. The

existing equipment may not be able to cope with an out-of-phase connection and breakers

should only be closed when the phase, frequency and voltage are aligned. Closing two

unaligned networks will cause high transient inrush currents. These high currents are an

effect of the two parts of the networks attempting to re-synchronise.

Usually, these hazards are restricted by the tripping limits of protective relays (voltage

and frequency) implemented at generator sites. Allowing unintentional islands to form may

lead to equipment damage or present a danger to human life. These risks are against the
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safety obligations set by the distribution contract and hence, in most cases DNOs do not allow

islanding. Not allowing islanding requires all DG to disconnect on the detection of loss-of-mains.

Assuming the risks can be mitigated, islanding has advantages. By forming an island

after a network event, supplies within the island are maintained which may be critical for some

customers. Also, islanding could be allowed in areas where supply reliability is an issue or

when maintenance is required. To improve the reliability of supply, planned islanding is being

investigated on some rural feeders in Canada [50].

Unintentional islanding presents several difficulties for the Distribution Network Operator

(DNO). The DNO must know if an island will occur after a network event and which section of

the network will island. If an island occurs and is permitted to run it needs to maintain a stable

voltage and frequency, and be able to clear faults.

1.2 Inverter based generation

Inverter based generation is used to connect non 50 Hz sources to the electricity network. Re-

newable generation typically does not generate electricity at 50 Hz and the use of an inverter

is required to export the generated power. As the amount of renewable generation that is inte-

grated into the electricity network increases, the amount of inverters connected to the electricity

network is also increasing.

Some examples of inverter-interfaced generation in the distribution network to demon-

strate the flexibility of the technology are sources such as PV [51], wind turbines [52], battery

storage [53], variable frequency micro-turbines [54] and high frequency flywheels [55]. Sources

that generate in DC may be connected directly to the inverter and sources that generate a non

50 Hz AC voltage will use a rectifier to convert the non 50 Hz AC to DC and then the DC is

converted to 50 Hz AC.

1.3 Microgrids

A microgrid is a small collection of loads and sources that together act as a single controllable

network [56], shown in Figure 1.2. These networks are designed to provide power for small areas,
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Figure 1.2: An example microgrid

such as an industrial site or small cluster of residential dwellings [57]. The microgrid would

connect to the grid at the of common coupling (Point of Common Coupling (PCC)). The PCC

would decide on the import / export power and whether the microgrid should remain connected

to the grid or be operated in stand-alone (island). A feeder with a number of distributed energy

resources (DER) is not a microgrid if the DER are connected to only export power and not

exercise control over the network.

The concept of the microgrid may increase the reliability of supply to high priority loads

by being able to disconnect from the grid. Disconnection would be made in the event of a grid

fault or disturbance and would reconnected once the grid fault or disturbance is cleared.

Microgrids are thought to have many advantages over grid power in terms of security,

power autonomy and the ability to incorporate distributed generation, including renewable en-

ergy [58]. Having many microgrids connected together could form an active distribution network

and combine different forms of generation and loads within the distribution voltage level [59].
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1.3.1 Inverter Microgrids

There are two methods used to control an inverter-based microgrid. The first is by using

communication links between the inverters as demonstrated in [60] and the second is by using

controllers that allow the inverters to operate autonomously [20].

If microgrids are to be established, they must be shown to be able to remain within

safe operating limits for normal load perturbations and during abnormal fault operation. The

operation of a microgrid for load perturbations is investigated using small-signal stability analysis

and the operation during faults is investigated using large-signal stability analysis.

1.3.2 Microgrids and Load Models

There has been much work on the small-signal stability of droop-controlled microgrids and this

is presented in Chapter 2. In general, the published literature either considers the modelling of

such networks or the interactions between the inverters when connected to resistance-inductance

loads. However, it has not considered the interactions between the droop controlled inverters

and other types of load connected to the microgrid.

It is known that load dynamics interact with generation and influence the stability of the

network [61]. Loads affect the system damping; constant impedance loads generally increase

damping, whereas constant power loads tend to decrease damping [62]. To understand how

a network responds to different generation technologies, in this case DG, the different load

dynamics must also be studied. Using only static load models may produce misleading results

[63].

There are two types of load model: load models using demand profiles [64] and load

models that consider the load dynamics [65]. Both types of modelling are relevant and should

be considered when determining network operation. Any change in demand should be matched

by a change in generation output. The corresponding generation change could cause a voltage

perturbation, which in turn might cause the load current to change. This interdependent re-

lationship will either cause the network to enter a new steady state, enter an oscillatory mode

or possibly collapse. Also, the load dynamics could interact with the generation dynamics and
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two stable systems may be unstable when connected together. For the two reasons outlined, it

is important that the effects of loads within the distribution network are studied.

1.3.3 Microgrids and Faults

The fault response of an inverter is well documented and is discussed in Chapter 2. However,

there is a gap in the literature about the transition from exporting current into a fault and then

returning to normal operation. This consideration may be extended to the case of a complete

microgrid in which there are multiple inverter sources and all are required to ride-through the

fault. After the fault has been removed from the network, the droop controllers of the various

inverters may exhibit instabilities and prevent the network from recovering and returning to a

new steady-state operating point.

1.4 Problem Statement and Thesis Outline

Inverters are a key component in the integration of renewable technologies in the distribution

network. One possible mode of operation for inverters integrated into the distribution network

is in the form of a microgrid. If the benefits of a microgrid are going to be realised then they

must be fully understood under all network operation. Any microgrid operation must maintain

stability for both small changes due to normal operation (small-signal) and large changes due

to abnormal operation conditions (large-signal). There has been much work on the small-signal

stability of inverters with passive loads, however, in a real microgrid there may be a significant

amount of active loads.

The focus of this research is split into two sections. The first section investigates the

small-signal stability of inverter based microgrids with active-loads. This work builds on existing

literature and uses well documented modelling techniques that are discussed in Chapter 2. The

key focus of the first section is not the modelling of the microgrid; instead the focus is on the

modelling of the active load and the interactions between the microgrid and the active load. The

second section investigates the large-signal stability of inverter based microgrids and focuses on

the ability of a microgrid to ride-though a fault and for the droop controllers to return to a
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post-fault steady-state operating point. Before investigating the large-signal stability, a study

is needed of how inverters current-limit and, more importantly, to reset their current limit to

ensure correct operation once the fault has been cleared.

Work to be described in this thesis is divided into the following chapters:

• Chapter 2 will discuss the background topics on power systems stability, inverter control

and the current limiting of inverters when supplying fault current to faulted networks.

Traditional power systems stability will be discussed and then related to inverter based

microgrid applications. Existing small-signal and large-signal stability analysis for inverter

based microgrids will be presented and discussed. A discussion on inverter control strate-

gies is given to serve as a background for the development of strategies to reset an inverter

from current limit.

• Chapter 3 discusses the modelling of active loads and presents a small signal model of an

active load for use within a microgrid application. The standalone operation of the active

load is discussed and the small-signal stability of the active load is analysed using tech-

niques there are presented in Chapter 2. Conclusions from the small-signal analysis are

verified using an experimental system. The model of the active load is connected to a mi-

crogrid at two different nodes alternately. The same small-signal techniques that are used

for the standalone operation are used for the active load connected to a microgrid. Again,

conclusions from the small-signal analysis are verified using an experimental microgrid.

All experimental results presented are compared with the results from the small-signal

models presented within Chapter 3. The chapter will consolidate the conclusions from

each of the small-signal models and compare the active load in standalone with the active

load connected to different parts of the microgrid.

• Chapter 4 investigates the resetting of current limiters within inverters. Different strategies

for resetting the current limiters are presented and experimentally tested for three-phase

and signal-phase faults applied to the output of the inverter. For each strategy, the inverter

is operated in a standalone mode and connected to a passive load. Conclusions are drawn

to the best method to ensure that the current limit resets once a network disturbance has

been cleared and to ensure the fault ride-through of an inverter.
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• Chapter 5 uses the knowledge obtained from Chapter 4 and investigates the large-signal

stability of inverter-based microgrid networks. A two droop inverter network is analysed

in order to understand the operation of the droop-controllers during the transition from

supplying fault current to post-fault operation. The interactions between the droop con-

trollers and the current limiters are investigated for different fault durations and different

line impedances. Factors that affect the large-signal stability of the microgrid when subject

to a fault are discussed and shown through the use of simulations.

• Chapter 6 draws the conclusions from the research presented in this thesis and discusses

the contribution of this work to the research community. The chapter finishes with ideas

for future work that will build on the results from this research.
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Chapter 2

Background

This chapter discusses background information relevant to the research laid out in the subsequent

chapters. To introduce the discussion, the classification of power systems stability which is

commonly used for traditional generation and transmission systems is explained. Small-signal

and large-signal analysis techniques of traditional generation systems are presented for general

reference.

The background is narrowed to only consider inverters and inverter networks which is

the focus of the thesis. Prior art of the application of small-signal and large-signal analyses to

inverters and microgrid networks is discussed. An inverter would not function without a con-

troller and the control algorithms for inverters that are used within this research are presented.

If an inverter is to remain connected during a fault event, it must be able to limit the output.

Techniques for the limiting of inverters for fault and over load operation is presented and the

discussion also includes the limitations of such algorithms.

At the end of the chapter, there is a discussion on the modelling of loads. This is a side

topic to background material but is important for Chapter 3 where the small-signal model an

active load is analysed within an inverter-interfaced microgrid.
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Figure 2.1: Classification of power system stability

2.1 Power system stability

Power system stability as defined in [66] and shown in Figure 2.1 is the ability of an electric

power system, for a particular initial operating condition, to regain a state of operating equi-

librium after being subjected to a physical disturbance, with most system variables bounded so

that practically the entire system remains intact. Many books have been published and a few

examples are referenced in [67, 68, 69]. Each category in Figure 2.1 is briefly explained below.

2.1.1 Rotor Angle stability

Rotor angle stability refers to the ability of synchronous machines within an interconnected

power system to remain in synchronism after the power system is subject to a disturbance

[66]. The system will return to a steady state if the equilibrium between the electromagnetic

torque and the mechanical torque is maintained or restored. Instability may occur if the rotor

oscillations after an event are not damped and continue to increase. This increase may lead to

synchronous machines losing synchronism with other machines.

The power output of synchronous machines vary as their rotor angle changes. In steady

state, the input mechanical torque and the output electromagnetic torque is in equilibrium.
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Figure 2.2: Voltage drop across an inductor

During a perturbation, the equilibrium is broken and this results in an acceleration or deceler-

ation of the rotors. If a rotor accelerates, the angular position of that rotor with respect to the

other rotors will advance. The increase in angle will cause this synchronous machine to supply

more of the load. The increase in load will reduce the acceleration and hence reduce the angle

separation. A measure of the effectiveness of the machine to return to steady-state is given by

the synchronising power coefficient.

An increase in angle will only cause the machine loading to increase if the angle is within

a pre-determined limit. Beyond this limit, an increase in angle will cause a decrease in power

transfer. In this case there is no deceleration and the angle difference may continue to increase.

The relationship between the synchronous machine loading and angle is governed by the power-

angle relationship. Power systems tend to be largely reactive and a simplified power-angle

relationship can be derived by considering an inductor with two voltages, as shown in Figure

2.2.

By considering the voltage drop across the inductor, the current through the inductor

can be calculated.

IS =
VS∠δ − VR

jX
=
VS cos δ − VR + jVS sin δ

jX
(2.1)

Where X = ωL

The sending-end real and reactive powers are given by Equation (2.2).

PS + jQS = VSIS = VS (cos δ + j sin δ)
VS cos δ − VR − jVS sin δ

−jX (2.2)
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Equation (2.2) is simplified to Equation (2.3).

PS + jQS =
VSVR sin δ + j

(
V 2
S − VSVR cos δ

)

X
(2.3)

The real power at the sending-end is the real part of Equation (2.3).

PS =
VSVR
X

sin δ (2.4)

From Equation (2.4), the maximum power is when δ is 90 degrees. If δ is increased

above 90 degrees, the power transmitted will decrease. This will lead to instability in the power

system. To maintain angle stability, the angle must be lower than 90 degrees.

Instability results if the system cannot absorb the kinetic energy corresponding to these

rotor speed differences. For any given situation, the stability of the system depends on whether

or not the deviations in angular positions of the rotors result in sufficient restoring torques [68].

Loss of synchronism can occur between one machine and the rest of the system, or between

groups of machines, with synchronism maintained within each group after separating from each

other.

The change in electromagnetic torque of a synchronous machine following a perturbation

can be resolved into two components, synchronising torque and damping torque. The synchro-

nising torque component is in phase with the rotor angle deviation and is the torque that acts

on the shaft of a synchronous machine with the rotational speed of the rotor deviates from the

synchronous speed. Synchronising torque can be defined as the rate of change of electrical power

per radian of electrical angle. The damping torque component is in phase with the speed devi-

ation and prevents the synchronous machine from sustained oscillations. For the synchronous

machine to remain stable both the synchronous torque and the damping torque must be positive.

Small-signal angle stability

Small-signal angle stability is the study of the power system when subject to a small disturbance.

Small disturbances are usually from random small changes in loads and generation levels. These
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small changes can cause large oscillations or gradual increases in angle in the power system

which can cause system collapse.

The disturbances are considered to be sufficiently small that the system is assumed to be

linear and analysis is undertaken around a particular operating point. Around this operating

point, the system is represented as a state-space equation and non-linear components are usually

linearised around the system operating point.

Transient stability

Transient stability is the study of the power system when subjected to large disturbances. Large

disturbances are usually from faults, line trips or large load changes. When such disturbances

occur large current and torques are produced which can cause violations of rotor angles. The

purpose of transient stability is to determine whether the power system returns to steady-state

after a large disturbance.

Steady-state angle stability

Steady-state stability is the study of the power system in equilibrium. Typically load-flow

methods are used to calculate the voltages of nodes and the current flows between loads. The

results of the load-flow allow for angle limits of the system to be checked. This ensures that

there is no over loading of the equipment and transmission lines.

2.1.2 Frequency stability

Frequency stability is the ability of the power system to remain within the frequency limits

during steady-state or following a disturbance. The frequency of a power system may increase

when generation is greater than the load and may decrease when the generation is less than the

load.
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2.1.3 Voltage stability

Voltage stability is the ability of the voltage at every node in the system to remain stable and

within voltage limits. The term voltage collapse is often used when a sequence of events leads to

a blackout of abnormally low voltages. Voltage instability may be caused by loss of synchronism

of generators, faults, sudden draw of power from loads or as a result of angle instability.

Large-signal voltage stability

Large-signal voltage stability refers to the systems ability to maintain steady voltages following

large disturbances such as system faults or changes in reactive power flows. This is determined

by the system and load characteristics, and the interactions of system control and protection.

Determination of large-disturbance voltage stability requires the examination of the non-linear

response of the power system over a period of time sufficient to capture the performance and

interactions of such devices as reactive loads, motors, transformer tap changers, and generator

field-current limiters. The study period of interest may extend from a few seconds to tens of

minutes.

Small-signal voltage stability

Small-signal voltage stability refers to the system’s ability to maintain steady voltages when sub-

jected to small perturbations such as incremental changes in system load. This concept is useful

in determining how the system voltages will respond to small system changes. With appropriate

assumptions, system equations can be linearised for analysis thereby allowing computation of

variable sensitivity information useful in identifying factors influencing stability. This linearisa-

tion, however, cannot account for non-linear effects such as tap changer controls (dead-bands,

discrete tap steps, and time delays). Therefore, a combination of linear and non-linear analyses

is used in a complementary manner.
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2.2 Power system modelling techniques

2.2.1 Swing Equation

The swing equation describes the behaviour of the rotor dynamics of synchronous machines.

It is used as a tool to access the transient stability of a synchronous machine after a large

disturbance. If the system is found to be stable during the first swing, the system is assumed

to be subsequently stable. In order to determine if a system is stable, the swing equation needs

to be derived.

The swing equation is derived by first considering the shaft of a generator rotating freely

and by considering Newton’s second law where the inertia of the turbine and generator plus

the losses due to windage and friction is equal to the difference between the mechanical torque

and the electrical torque. Once the derivation is complete, the swing equation is presented as a

function of angular momentum and power.

Mm
d2δm
dt2

= Pm − Pe −Dm
dδm
dt

(2.5)

Where Mm is the angular momentum of the rotor at synchronous speed, Dm is the damping

coefficient, Pm is the mechanical power going to the generator, Pe is the electrical power and δm

is the rotor angle.

It is common to express the angular momentum of the rotor in terms of a normalized

inertia constant. This allows for an easy comparison between generators regardless of their

rating. The inertia constant is given the symbol H and defined as the stored kinetic energy in

megajoules at synchronous speed divided by the machine rating Sn in megavolt-amperes.

H =
0.5Jωsm

2

Sn
(2.6)

and that,

Mm =
2HSn
ωsm

(2.7)

In effect, H quantifies the kinetic energy of the rotor at synchronous speed in terms of the

number of seconds it would take the generator to provide an equivalent amount of electrical
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energy when operating at a power output equal to its MVA rating.

2.2.2 Equal Area Criterion

The equal area criterion is a method for transient stability that analyses the angle of the rotor

of a generator before, during and after a disturbance has occurred. The method uses the power

angle curve to determine if angle stability will be breached.

When a fault occurs at t = 0, the electrical power output may decrease while the me-

chanical input power of the machine is unaltered. The difference in power must be accounted for

by a rate of change of stored kinetic energy in the mass of the rotor. If the electrical output of

the machine is less than the mechanical input, then the rotor will accelerate until the electrical

power output is equal to the mechanical power input.

The time constant of the electrical system is in the order of milliseconds, whereas the

time constant of the mechanical system is in the order of seconds. When analysing the equal

area criterion, the mechanical power is assumed to not change over the period of interest and

instead remain constant. The equal area criterion analyses the ability of the power system to

recover from the fault and deliver the constant power from the turbine Pm at a new load angle

δ.

A generator is delivering a power of Pm at a load angle of δ1. After a network event, a

circuit breaker opens and releases the load from the generator. This prevents the generator from

exporting power and the electrical power delivered is reduced to zero. As already explained, the

mechanical power remains constant. This causes the rotor mass to accelerate as governed by

the swing Equation (2.5). The acceleration of the rotor causes the load angle to increase to δc

and the power export will follow the fault impedance power curve. At this time the fault has

cleared and the circuit breaker re-closes and the generator load is reconnected. If the electrical

power drawn from the generator is greater than the mechanical power, the rotor will decelerate.

During the deceleration, the inertia of the rotor will cause the angle to increase to δr where the

power output follows the post-fault impedance power curve. For the generator to remain stable,

the area due to the acceleration, A1, must equal to the area due to the deceleration A2. The

graph in Figure 2.3 shows the points of interest.
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Figure 2.3: Equal Area Criterion

2.2.3 Linearisation

It is common practice that when analysing a non-linear system for small-signal stability studies,

the system is modelled as a linear system at an equilibrium point (steady-state condition) of

interest. The modelled linear-system is an approximation of the non-linear system model and

is only valid for the equilibrium point which the non-linear system was linearised around. It

is known from Lyapnuov’s first method that if the linear system is stable then the non-linear

system is also stable at the equilibrium point.

Linear systems represented by a set of first order differential equations may be shown

as a state-space model with a constant A matrix. The state of the system, dynamics of the

system and input to the system are represented by the variables x, A and u respectively. With

knowledge of these variables the future state and output, y, of the system may be calculated.

This model of the system is known as a state-space model and has two forms, homogeneous

Equation (2.8) and non-homogeneous Equation (2.9).

ẋ−Ax = 0 (2.8)

ẋ−Ax = Bu (2.9)



62 Chapter 2. Background

Where,

ẋ =
dx

dt
, y = Cx+Du (2.10)

Non-linear systems, as described in Equation (2.11) and Equation (2.12), may be lin-

earised around an equilibrium point by using the Taylor series to form Equation (2.13) and

Equation (2.14). The matrices A = ∂F1

∂x
, B = ∂F2

∂u
, C = ∂F3

∂x
, D = ∂F4

∂u
are known as the Jacobi

matrices calculated at the points X,U ,Y [70].

ẋ = F1(x) + F2(u) (2.11)

Where,

y = F3(x) + F4(u) (2.12)

∆ẋ = A∆x+B∆u (2.13)

y = C∆x+∆u (2.14)

Where,

∆x = x−X,∆u = u− U,∆y = y − Y (2.15)

2.2.4 Eigenvalues

Eigenvalues are the solution of the characteristic equation of a linear system’s state matrix,

which is matrix A [68]. An eigenvalue of a matrix is a scalar parameter λ for which there exists

a non-zero solution to the Equation (2.16), where A is an n×n matrix and φ is an n× 1 vector.
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Aφ = λφ (2.16)

The eigenvalues in Equation (2.16) are calculated by introducing an identity matrix I

and writing Equation (2.16) as shown in Equation (2.17).

(A− λI)φ = 0 (2.17)

For a non-zero solution, Equation (2.17) is written as Equation (2.18).

det (A− λI) = 0 (2.18)

The Equation (2.18) is known as the characteristic equation of A. The n solutions of

λ = λ1, λ2, . . . , λn are the eigenvalues of the matrix A

Eigenvalues are either real or occur in complex conjugate pairs. A real eigenvalue where

λ = α corresponds to a non-oscillatory mode and is known as an aperiodic mode. A negative real

eigenvalue represents a decaying mode and a positive real eigenvalue represents an expanding

mode. The larger the magnitude, the faster the decay or expansion. Due to the continual

expanding mode of a positive real eigenvalue, these eigenvalues represent an instability within

the system that the eigenvalues define.

Conjugate eigenvalue pairs correspond to oscillatory modes. The real component of a

complex conjugate eigenvalue gives the damping and the imaginary component gives the fre-

quency of oscillation and is defined in Equation (2.19). Synonymous to real eigenvalues, a

negative real part represents a damped oscillation and a positive real part represents an oscil-

lation of increasing amplitude. The frequency of the oscillation and the damping ratio of the

oscillation are defined in Equation (2.20) and Equation (2.21) respectively.

λ = σ ± jω (2.19)
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f =
ω

2π
(2.20)

ς =
−σ√
σ2 + ω2

(2.21)

2.2.5 Eigenvectors

The term ‘eigen’ is defined from the Oxford dictionary as, ‘proper; characteristic’ and originates

from the German word ‘eigen’ which means ‘own’ [71]. The term ‘vector’ is defined as a ‘quantity

having direction as well as magnitude, especially as determining the position of one point in space

relative to another’ [71]. An eigenvector is a characteristic vector of the state-space matrix A.

When a vector is multiplied by the state matrix A, the vector usually changes direction.

Eigenvectors are a special sub-set of vectors. When eigenvalues are multiplied by the state

matrix A, only the magnitude of the eigenvector changes. The quantity the eigenvector is scaled

by is the eigenvalue, λ

The eigenvalue provides information as to whether the eigenvector is stretched, shrunk,

reversed or not changed when the eigenvector is multiplied by the state matrix A. If the matrix

A is the identity matrix I, all vectors are eigenvectors and all eigenvalues λ are 1. This is a

special case and most n by n matrices have n eigenvector directions and n eigenvalue scaling.

Mathematically there are two types of eigenvector, left eigenvectors and right eigenvec-

tors. For many problems, it is sufficient to only consider the right eigenvectors. When the

term eigenvector is used without any prefix of left or right, it is understood that these are right

eigenvectors [72].

Right Eigenvectors

A right eigenvector is a non-zero vector that satisfies Equation (2.22) where A is an n by n

matrix. Each right eigenvector φR of A has an associated eigenvalue λ

AφR = λφR (2.22)
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Left Eigenvectors

A left eigenvector, similar to a right eigenvector, is a non-zero vector that satisfies Equation

(2.23) where A is an n by n matrix. Each left eigenvector φL of A has an associated eigenvalue

λ

φLA = φLλ (2.23)

In some texts, the left eigenvalue is denoted as ψ, in this thesis the left eigenvalue will

be denoted as φL.

Left and Right Eigenvectors

The left eigenvectors of A are the right eigenvectors of the transpose of A, this is shown in

Equation (2.24)

φLA = ATφL = φLλ (2.24)

Left and right eigenvectors are orthogonal when they correspond to a different eigenvalue.

This is shown in Equation (2.25) where the eigenvector φLj corresponds to the eigenvalue λj and

the eigenvector φRi corresponds to the eigenvalue λi. The multiplication of the left and right

eigenvector equals a non-zero constant when the eigenvector corresponds to the same eigenvalue.

This is shown in Equation (2.26) where the eigenvector φLi and φRi corresponds to the eigenvalue

λj . In many applications, the left and right eigenvectors are normalised as shown in Equation

(2.27).

φLjφRi = 0 (2.25)

φLiφRi = Ci (2.26)
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φLiφRi = 1 (2.27)

2.2.6 Modal Matrices

To represent the left eigenvectors, right eigenvectors and eigenvalues some matrices are defined.

The left eigenvectors, right eigenvectors and eigenvalues are defined in the matrices φL, φR and

Λ and shown in Equation (2.28), Equation (2.29) and Equation (2.30) respectively.

φL =

[

φL1 φL2 · · · φLn

]

=























φL11

φL21
...

φLn1























φL12

φL22
...

φLn2












· · ·

· · ·
. . .

· · ·












φL1n

φL2n
...

φLnn























(2.28)

φR =












φR1

φR2

...

φRn












=














[

φR11 φR12 · · · φR1n

]

[

φR21 φR22 · · · φR2n

]

...
...

. . .
...

[

φRn1 φRn2 · · · φRnn

]














(2.29)

Λ =












λ1 0 · · · 0

0 λ2 · · · 0

...
...

. . .
...

0 0 · · · λn












(2.30)

The matrices in Equations (2.28) – (2.30) have n by n elements. It is possible to expand

Equation (2.22) and Equation (2.33).

AφR1 = φRΛ (2.31)

φLφR = I (2.32)
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φL = φ−1R (2.33)

From Equation (2.22) and Equation (2.33), the modal matrix can be defined as Equation

(2.34). The model matrix is the n by n matrix Λ which is calculated when the eigenvectors of

A are formed in the matrix M and surround the matric M as shown in Equation (2.34).

φRAφ
−1
R = Λ (2.34)

2.2.7 Using eigenvalues and eigenvectors to solve differential equations

An application of eigenvalues and eigenvectors is to solve matrix differential equations. Taking

a homogeneous differential equation in the form of Equation (2.35) where x is a vector of the

states. The states are derived from the physical system that the matrix differential equation

represents.

ẋ = Ax (2.35)

Equation (2.35) does not allow for much analysis of the physical system. This is because

each state variable in Equation (2.35) is a linear combination of all of the state variables. The

cross coupling between the states in Equation (2.35) does not allow the states to be identified

that are most significant in influencing the physical system.

To solve the homogeneous differential equation in Equation (2.35) and to identify that

states the are most significant in influencing the physical system, a new state vector z is defined.

The state vector z is related to the state vector x by the transformation in Equation (2.36).

x = φRz (2.36)

Substituting Equation (2.35) into Equation (2.36), Equation (2.37) is formed. Rearrang-

ing Equation (2.37) into Equation (2.38) forms the new state space equation that uses the vector
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z as the state vector. Equation (2.38) can be simplified into Equation (2.39) by the model matrix

Equation (2.34)

φRż = AφRz (2.37)

ż = φ−1R AφRz (2.38)

ż = Λz (2.39)

The difference between Equation (2.35) and Equation (2.39) is that the state vector z

has a linear mapping and there is no cross-coupling between the states because Λ is a diagonal

matrix.

zi (t) = zi (0) e
λit (2.40)

The solution with respect to time to the differential equation in Equation (2.39) is shown

in Equation (2.40) where zi (0) is the initial value of zi. The variable zi (t) can be transformed

back to xi (t) with the use of the transform in Equation (2.36) and this transform can be used

to produce Equation (2.41) and then Equation (2.42).

x (t) = φRzi (t) (2.41)

x (t) =

[

φR1 φR2 · · · φRn

]












z1 (t)

z2 (t)

...

zn (t)












(2.42)
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Manipulating Equation (2.42) by using the sequence shown in Equations (2.43) – (2.46),

derives Equation (2.47). Substituting Equation (2.47) into Equation (2.41) removes the require-

ment to calculate the z state variable when providing a solution to the differential equation in

Equation (2.35) from the initial conditions x (0), the left eigenvectors φL and the eigenvalues λ.

The substitution of Equation (2.47) into Equation (2.41) is shown in Equation (2.48)

x (t) =

n∑

i=1

φRizi (0) e
λit (2.43)

z (t) = φ−1R x (t) (2.44)

z (t) = φLx (t) (2.45)

zi (t) = φLix (t) (2.46)

zi (0) = φLix (0) (2.47)

x (t) =

n∑

i=1

φRiφLix (0) e
λit (2.48)

Equation (2.47) is a constant and to denote the scalar product φLix (0) can be defined as

ci. This simplifies Equation (2.48) to Equation (2.49). From Equation (2.49), the time response

of the ith state variable is given by Equation (2.50).

x (t) =
n∑

i=1

φRicie
λit (2.49)

xi (t) = φRi1c1e
λ1t + φRi2c2e

λ2t + ·+ φRincne
λnt (2.50)
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2.2.8 Sensitivity of modes to states

Section 2.2.7 introduced the state variables x and z and derived how they are related. The vari-

ables in the matrix x are chosen to represent the dynamics of the physical system being modelled.

The variables in the matrix z are the transformed state variables and are only associated with

one mode.












x1 (t)

x2 (t)

...

xn (t)












=

[

φR1 φR2 · · · φRn

]












z1 (t)

z2 (t)

...

zn (t)












(2.51)
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...
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x1 (t)

x2 (t)

...

xn (t)












(2.52)

Equation 2.51 provides information about the influence of the state variable when a

particular mode is excited. The influence of the state variable xk in the ith mode is given by

the element φRki of the right eigenvector φR. Equation 2.52 provides information about the

combination of the state variables in the ith mode.

2.2.9 Eigenvalue sensitivity

In a system where there are i eigenvalues and k states and where i = k, it is possible to quantify

the sensitivity of the ith eigenvalue to the kth state. Through sensitivity analysis, if there are any

unacceptable modes, the state variables that have the greatest participation can be determined.

By knowing this information, gains within the system can be changed with the aim of changing

the eigenvalues of the system to obtain a desirable response.

The sensitivity of eigenvalues to the elements of the state matrix is derived in Equations

(2.53) – (2.55). The derivation starts with Equation (2.22) and differentiates this with respect

to aki which is the element in the kth row and jth column of the matrix A.
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∂A

∂aki
φRi +A

∂φRi

∂aki
=

∂λi
∂aki

φRi + λi
∂φRi

∂aki
(2.53)

Premultiplying by φL and using the properties that φLiφRi and φLi (A− λiI) = 0, Equa-

tion (2.53) is simplified to Equation (2.54).

φLi
∂A

∂aki
φRi =

∂λi
∂aki

(2.54)

All elements of ∂A
∂aki

are zero except for the element in the kth row and jth coloumn which

equals one. The Equation (2.54) simplifies to Equation (2.55).

∂λi
∂aki

= φLikφRji (2.55)

This shows that the sensitivity of the eigenvalue λi to the element aki is the product of

the left eigenvector element φLik and right eigenvector element φRji.

2.2.10 Participation of eigenvalues with respect to the system states

The participation matrix combines the right eigenvectors and left eigenvectors to measure the

association between the state variables and the modes. The participation matrix is defined in

Equation (2.56) – (2.57). The element φLik is the element on the ith row and kth column of

the modal matrix φL and the kth element of the left eigenvector φLi. The element φRki is the

element on the kth row and ith column of the modal matrix φR and the kth element of the right

eigenvector φRi.

P =

[

p1 p2 · · · pn

]

(2.56)

pi =












p1i

p2i

...

pni












=












φLi1φRi1

φLi2φRi2

...

φLinφRin












(2.57)
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The element pki = φLikφRki is known as the participation factor. It a measure of the

relative participation of the kth state in the ith mode and a relative measure of the ith mode in

the kth state. If the eigenvectors are correctly normalised such that φLiφRi = 1, then the sum

of the participation factors associated with any mode or with any state variable is equal to one.

This is shown in Equation (2.58) and Equation (2.59) respectively.

n∑

i=1

pki = 1 (2.58)

n∑

k=1

pki = 1 (2.59)

It can be seen from Equation (2.56) and Equation (2.55) that the participation factor pki

is equal to the sensitivity of the eigenvalue λi to the diagonal element akk of the state matrix

A. This is shown in Equation (2.60).

pki = φLφR =
δλi
δAkk

(2.60)

Participation factors and eigenvalues are extensively used in conventional power system

stability analysis. Their applications have also been reported in DC-DC converter analysis [73].

2.3 Application of small and large signal stability for inverters

The application of stability for microgrid applications is discussed in [74] and the stability of

an inverter based system can be linked to the categories presented in Figure 2.1. By taking

each category in Figure 2.1 it is possible to discuss the equivalent for an inverter system. Rotor

angle stability of a synchronous machine is comparable to the angle stability of a PLL used to

connect the inverter to a distribution network or a droop function used to connect the inverter

in a microgrid application. Frequency stability is comparable to the inverter maintaining the

supply frequency when using a droop function. Although the frequency output of the inverter

is determinable by the droop function used and there is no spinning rotor that may spin faster
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or slower than the upper or lower frequency limits respectively. Voltage stability is comparable

and more important in both grid-connected and standalone microgrid mode. In grid connected

mode the presence of generation is likely to cause over-voltage when there is a lot of generation

but a low level of load. In a microgrid application, the voltage output will decrease during a

fault or overload when a current limit on an inverter is activated.

2.3.1 Small-signal stability

To analyse the small-signal stability of an inverter network, a linear model is developed and the

eigenvalues are investigated. The technique for modelling non-linear systems as linear systems is

discussed in Section 2.2.3 and the eigenvalue analysis is discussed in Section 2.2.4. By changing

the controller gains and the system parameters, it is possible to determine how these affect the

small-signal stability by observing the eigenvalues [75, 20].

The small-signal stability of a two inverter microgrid where a master inverter controls

the AC voltage and a slave inverter is connected using a PQ controller is modelled in [76].

An example of a droop controlled microgrid is in [75, 20]. The advantage of using droop over a

master-slave system is that communication links are not required and complicated power sharing

algorithms are also not required as the droop algorithm will autonomously distribute the power

between the available generation.

In a microgrid, the work on small-signal stability has shown that the low-frequency modes

are highly sensitive to the network configuration and the parameters of the power sharing con-

troller in the inverter sources [75, 20].

Droop controller developments

Previously discussed, the droop algorithm is the limiting factor for the small-signal stability

of a microgrid. Therefore a method of improving the stability of a microgrid is to change the

droop function. In [77] an arc-tan droop gradient is used instead of a linear droop gradient

and this achieves a stability improvement and in [78] an additional derivative term is placed

within the droop controller. To improve the voltage regulation a virtual impedance may be



74 Chapter 2. Background

added to the voltage reference which is the output of the droop controllers and input to the

voltage controller [79]. The purpose of this extra loop is to correct the voltage reference so

that there is an improvement of load sharing across the inverters. The controllers also induce

a virtual impedance upon connection so that the current transients are minimised. Each of

the enhancements show a stability improvement, however these are all computationally more

intensive.

Microgrid modelling developments

Small-signal models of microgrids first considered two and three node microgrids. However, these

microgrids may not be representative of a real microgrid that may have many more inverters, line

and loads connected. The model presented in [75, 20] is detailed and uses many state variables.

Although it is possible to scale this model to a larger microgrid, the process of modelling will

require a very large matrix and be computationally intensive.

A small-signal model for a large microgrid which consists of a 69 bus radial system

supplied by 20 generation units is presented in [80]. This model simplifies each element to

only 4 states and hence reduces the computational intensity of large microgrids without a large

decrease in modelling accuracy. This work only considers PQ and Vf controllers. In [81] a model

reduction is presented where only the droop controller of each inverter source is modelled. The

models assume that the internal controllers have a bandwidth of at least an order of magnitude

greater than the bandwidth of the droop controllers and are therefore assumed to be ideal.

These methods are effective at reducing the computational intensity of a large microgrid.

However, if there are any interactions between the inner controllers of the inverter then these

interactions would not be modelled and would not be spotted during any analysis.

If the parameters of the microgrid are not known, then [82] presents a method in which an

estimation of the parameters can be obtained from perturbing the microgrid. This is particularity

useful if connecting a new load or generator to an existing microgrid. However, if the parameters

are known, as is the case for a laboratory microgrid, a more accurate model can be formed by

following the technique in [75, 20].
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Microgrid system control

The use of an Energy Management System (EMS) has also been proposed to improve the

stability or adjust the parameters to optimise the output of the microgrid while ensuring that

the small-signal stability is maintained. An example of such work is in [83, 84] where an EMS is

used to perform droop stability analysis, droop selection and generator dispatch. It was shown

that the line and inverter coupling inductances had the largest effect on the range of droop-gain

that could be selected by the EMS before the microgrid experienced stability constraints.

Microgrids with non-impedance loads

It is important to consider loads which may be connected to the microgrid that are not constant

impedance loads. The effect of the impedance load angle was explored in [85]. It was observed

that an increase in angle of the load decreases the stability, however an increase in magnitude

does not affect the stability. When a constant power load was modelled in [86], it was concluded

that the constant power load caused the microgrid to be unstable. However, the dynamic

interactions between the load and the inverter sources were not investigated. The testing of a

dynamic model of a constant power load is required before it can be concluded that constant

power load cause microgrids to become unstable.

Small signal summary

Small-signal analysis is an important tool for assessing the stability of a microgrid or grid

connected network. The literature discussed in Section 2.3.1 demonstrates a wide-range of

applications. The papers all follow a similar procedure. The system is modelled as a linear

system. The eigenvalues of the system matrix are calculated. Parameters are changed and the

changes in eigenvalues are observed to understand the stability of the system. There is a lot of

work published on microgrid networks which supply passive loads. However, this is not complete

and the literature should be expanded to include other load types, for example active loads.
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2.3.2 Large-signal stability

Transient stability of the microgrid is investigated in [87] through the use of PSCAD/EMTDC

software simulations. The work demonstrates that the microgrid could become unstable due to a

fault but did not investigate the specific cause within the inverter controllers that resulted in the

microgrid becoming unstable. It was concluded that the transient stability could be improved

by the use of a flywheel and by load-shedding measures on the motor loads. The flywheel was

there to provide energy storage and inertia in the event of a fault and that by shedding the

motor loads, the risk of voltage collapse can be minimised.

The size of the microgrid is increased in [88] to a 37 node distribution system. This

work used simulation results to show that there was a critical clearing time of 0.274 seconds

to guarantee the transient stability of the microgrid under study. It also showed that a droop

controlled inverter exhibits better transient characteristics than a synchronous generator when

supplying a three-phase-to-ground short-circuit fault in a distribution system.

A non-linear model is applied to the microgrid in [89] and this model is used to calculate

if the microgrid will remain stable after a large disturbance. It was shown that the microgrid

remained stable after a short disturbance of 0.2 seconds but the microgrid did not remain stable

after a disturbance of 4 seconds.

From the work in [88] and [89] it can be concluded that the length of the disturbance

affects the transient stability of the microgrid. However, these two papers have not considered

the effect of a current-limiting circuit which may be required to operate if the currents required

are larger than the physical operating limits of the inverters.

2.4 Control of inverters

2.4.1 Reference frames

Inverter sources can be controlled in the synchronous reference frame (DQ-frame), stationary

reference frame (αβ-frame), or in the natural reference frame (ABC-frame).
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Control in DQ

The DQ reference frame is known as the synchronous reference frame. The two perpendicular

axes in this reference frame rotate at the fundamental frequency. The fundamental frequency is

represented in the DQ reference frame as DC signals. There are many transformations used to

convert between the ABC reference frame and the DQ reference frame. They are either power

invariant or voltage invariant and either represent the D axis on the horizontal or vertical axis of

an x-y plot. The transformation used in this thesis is a variant of the Park-Clark transformation

as first proposed in 1929 by R. H. Park [90]. It is power invariant and the D axis is plotted on

the horizontal axis of a two axis plot.

[Tdq] =

√

2

3









cos (ωt+ θ) cos
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3
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. (2.61)

The advantage of control in the synchronous reference frame is that it allows the use

of a simple PI controller, shown and modelled in [91]. However, these controllers experience a

degradation in performance when the load becomes unbalanced. DQ controllers are typically

designed to be used with only positive sequence voltage and current measurements. When there

is an unbalance in the load, the voltage and current measurements have positive and negative

sequence components. The DQ measured currents and voltages become oscillatory unless a

filter is used to separate the positive and negative components of the unbalanced voltage and

current measurements. For control of unbalanced loads with DQ controllers, one solution is to

implement a positive sequence DQ loop and a negative DQ loop. Other designs that enable DQ

controllers to supply unbalanced loads are discussed in [92]. When DQ controllers experience

an unbalanced fault, the inverter output experiences an over-voltage in the un-faulted phase or

phases [93]. One solution to compensate the over-voltage is to emulate an output-impedance in

parallel with the filter capacitor [94].
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Figure 2.4: PI Control in the DQ reference-frame

Control in Alpha Beta

The Alpha-Beta (αβ) is known as the stationary reference frame. The axes in this reference

frame do not rotate and are stationary. A three-phase signal is represented by a vector in the

αβ that completes a revolution at the same frequency as the fundamental frequency. A Clark

transform is required to convert between the ABC reference frame and the αβ reference frame.

Using the αβ reference frame allows for the use of a less complex transform than that

used for control in the DQ reference frame as only a Clarke transform is required instead of

a Park-Clarke transform. The reference signals in αβ retain the rotation of the fundamental

frequency and require a more complex controller. A PR controller, as shown in [95], can be

tuned to the nominal system frequency and is effective. Unlike DQ controllers, (αβ) control is

able to compensate both positive and negative sequence components with only two phases and

without loss of performance. However, if the zero sequence component is present (which may

happen in 4-wire systems) then a third control signal is required which is known as the (λ) signal.

Supplying a balanced fault current in αβ requires a fault-current vector that is circular. For an
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unbalanced fault current a more complex fault-current vector, that is elliptical, is required to

prevent any over-voltages in the healthy phase or phases.

Control in ABC

The ABC reference frame is known as the natural reference frame. No transform is required

and the signals are the same as if they were measured by voltage and current sensors. Control

in the natural (ABC) reference frame also requires the use of PR controllers. The advantage is

that ABC has independent control of each phase and is effectively three single phase controllers.

The control of each phase allows for both positive and negative sequence components (and zero

sequence in 4-wire systems) to be compensated simultaneously [96]. ABC control does not

require the use of transformations that αβ and DQ controllers require. Since ABC is effectively

three single phase controllers, the same current limiting strategy can be used for single-phase and

three-phase faults without causing over voltages in the un-faulted phase or phases, or without the

requirement for different fault-current reference signals for three-phase and single-phase faults.

For these reasons control in the (ABC) reference frame is chosen over control in the αβ or DQ

reference frames.

There are two types of PR controller, an ideal PR controller and a non-ideal PR controller.

An ideal PR controller has an infinite gain at the resonance frequency however the bandwidth

at the resonate frequency is very small. If the frequency of the control signals were to deviate

from the resonance frequency, the resonator would have poor performance and the controller

would be as effective as only a proportional controller. The non-ideal PR controller has a

bandwidth that can be changed at the resonance frequency. Therefore this controller has good

performance when the control signals deviate from the resonate frequency. However, the gain at

the resonate frequency is finite. A finite gain at the resonance frequency is a good trade-off for

a greater bandwidth as the resonance frequency. When the inverter is connected to a network,

the frequency of the current and voltage may deviate from the fundamental frequency. For this

reason a non-ideal PR controller is chosen over an ideal PR controller.
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2.4.2 Droop Control

Power sharing of generators can be achieved through the use of droop characteristics. For

synchronous generators, droop control is undertaken within the governor that controls the steam

to the turbine or the fuel to the engine. For inverters, droop controller is mathematically

emulated through the used of a droop function.

Droop control allows for the load connected to a network to be shared among the network

generators without the requirement of a communications system or a centralised controller. In

the presence of a droop characteristic for a synchronous machine, when there is an increase in

load, the governor of a synchronous machine provides more steam to the turbine or more fuel to

the engine. This causes the speed of the rotor and hence the frequency of the rotor to increase.

The error between the electrical power load and the mechanical power from the turbine or the

generator’s engine is reduced. When the load is reduced, the droop characteristic causes less

steam to the turbine or less fuel to the engine and the reverse happens.

During the process, the droop characteristic introduces a negative feedback error to regu-

late the speed of the rotor and this error is defined by the droop gain used. The error introduced

causes a frequency error that depends on the total load connected to the generators. In this

way, each generator varies its frequency until all the generators converge to a common frequency
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which is less than the nominal frequency. Figure 2.7 shows the solution of a three droop generator

network when the total load on the system is equal to P1 + P2 + P3.

2.5 Limiting of inverters

It is well known that the output current of an inverter should be limited to avoid damage to

the semiconductors. As a protective measure, practical inverter applications may disconnect

the inverter when a short-circuit current is detected in the inverter. One protection scheme for

semiconductors is to use desaturation (desat) protection as explained in [97]. Desat protection
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ref sat

Figure 2.8: Instantaneous limits

measures the voltage across the semiconductor and if the voltage rises above a threshold when

the gate signal is high, the gate drive circuit switches off the device. A second protection strategy

is to use an i2t limit which is calculated using the integral of the square of the current. This

allows the inverter to supply a lower over-load current for time duration that is longer than if

the inverter where supplying a higher fault-current. However, the i2t trip does not limit the

inverter output current. If the i2t limit is exceeded, the inverter will trip and be disconnected

from the network.

In the literature [98] – [103], inverters have used a software current limiting method to

supply a fault-current and to ensure that the output current does not exceed the rating of the

inverter. The software limit allows the inverter to remain connected for the duration of the fault.

When using a software current limiting method, the fault-current of an inverter is determined

by its controller [104].

2.5.1 Instantaneous limiting

Instantaneous saturation limits prevent a signal or output value increasing beyond a pre-

determined value. They are simple to implement and provide an easy method to control signals

within a controller. However, if the signal is sinusoidal, they clip the crest and the resulting

magnitude is not pre-determinable.

2.5.2 Latch limiting

A latched limit measures the signal and when the signal is above a pre-determined threshold,

the latch changes the signal flow to a limit that is determined. However, these limits require

consideration on how the reset is operated.
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2.5.3 Limiting of an inverter by changing the reference inputs

A proposal for current limiting in a static synchronous compensator is to calculate the controller

set point with respect to the maximum current that the inverter can safely deliver [105] [106].

This strategy allows the device to naturally limit the current without exceeding the compen-

sator’s safe operating region and without producing a distorted current. In cases where it is

desirable to provide a current limit that is different to the normal export current, a latched-limit

design may be chosen. For this reason, it is important to study how these limits should be reset

in order to ensure correct operation during fault ride-through.

2.6 Modelling loads

There are three basic methods to model the dynamics of loads as presented in the literature. The

three methods are a component based model, a measurement based method and a composite

load method. Much work on load modelling was done by Institute of Electrical and Electronic

Engineers (IEEE) Task Force on Load Representation for Dynamic Performance [107] [108].

2.6.1 Component based models

Component based approach modelling requires detailed circuit and control algorithm informa-

tion. The circuit design and parameters are used to construct an accurate representation. If

many loads are aggregated, this approach often results in large models that are slow and cum-

bersome requiring large amounts of computing time.
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When a more accurate model is required or the load circuit components to be modelled

are known, it may be more appropriate to use a component-based method. Common loads in a

distribution network will either be impedance loads, rotating machine loads, or rectifier loads.

Impedance Loads

An impedance load model is the simplest and mainly used for representing incandescent light

bulbs and heating elements. For example, a domestic heater may be modelled as a resistor and

an inductor in series [109].

Machine Loads

Much industrial and commercial equipment requires mechanical torque, for example pumps and

fans. The mechanical torque is normally produced by an induction machine. Induction machine

characteristics have been extensively researched and modelled. Literature published includes

faults and transient behaviour for both standalone and network applications [110] [111]. Unlike

impedance loads, induction machine characteristics depend on the mechanical system and may

behave as a constant power load. Constant power loads are known to destabilise networks [62].

Rectifier Loads

Over the last three decades, the number of rectifiers in the distribution network has increased as

more loads require a DC supply. Such loads are: high frequency switched fluorescent lighting,

electronic loads, Uninterruptible Power Supply (UPS) loads, computers, DC motor loads and

induction furnaces [112]. Most rectifier loads will have a DC voltage regulator keeping a constant

voltage. This will cause the load to have constant power characteristics during a network

transient, only if the equipment requiring the DC voltage has a steady current draw over the

network transient.

2.6.2 Measurement Based

The measurement based technique involves installing a data logger at a substation to record

measurements of load behaviour after a network disturbance. Measurements of the load provide



2.6 Modelling loads 85

accurate parameter values for use in power stability simulations [107]. These parameters are

easily obtained for any load or aggregation of loads. The complexity of the model will depend

on the mathematical representation of the measured data and not the design of the circuit [113]

[114].

Many estimation algorithms for parameter estimation exist, some proposed methods are,

Ant Colony Search [115], Monte-Carlo Method [116], Probabilistic Collocation Method [116],

Least Square Method [117] and Newton-Raphson Iterative Technique [118].

2.6.3 Composite Load Models

The composite based technique is a hybrid of the component based and measurement based

load models. The idea is to match parameters from a standard component based model to a

measured set of results. This processes enables transient-stability software libraries to have the

same model for many different sets of measured load data. There are many different composite

load models and parameter matching algorithms to use. Composite load models usually comprise

an equivalent induction machine paralleled with a static impedance load and do not account for

rectifier loads. [115].
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Chapter 3

Modelling of Active Loads in

Microgrids

This chapter is the start of the original work to be presented in this thesis and has been published

in two conference proceedings and one journal proceeding. Specifically, Section 3.1 is published

in [119], Section 3.2 is published partly in both [119] and [120], Section 3.4 is published in [120]

and Section 3.6 is published in [121]. The work presented in Section 3.5 has not been published.

Historically, loads in electrical networks were predominantly resistive and inductive loads.

Examples of these loads are incandescent lighting, heating loads and direct online motors. With

the introduction of power electronics, more loads have an active rectifier. Examples of these

loads are three-phase UPS and three-phase inverter controlled motor drives which examples

include industrial air-conditioning, industrial refrigeration and building lift or crane motors.

A microgrid may be required to supply three-phase active loads. The dynamics of the

active load may be similar to the dynamics of the inverter-based generation as the design and

controllers used are similar. Typically, microgrid studies have focused on resistive loads. However

it is important to consider active loads in microgrid applications and this is the focus of this

chapter.

Section 3.1 presents a model of an active load which is analysed using eigenvalue and

participation analysis in Section 3.2 and verified experimentally in Section 3.3. The active load
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Figure 3.1: Active load circuit and control

is then connected to a microgrid model by the use of matrices in Section 3.4; this is intended

to be general and does not attempt to present a set of equations for only one configuration of

the microgrid. Two different microgrid circuits are modelled using the equations developed in

Section 3.4 and subsequently analysed in sections 3.5 and 3.6. Both microgrids consist of three

inverter sources, two lines, one active load and one passive load. The difference between the two

circuits is the location of the active load and passive load. Eigenvalue and participation analysis

is used to analyse and compare both circuits. The circuit in Section 3.6 is also experimentally

verified in Section 3.7.

3.1 Active Load Small Signal Model

Figure 3.1 shows the circuit and control of the active load. Modelling of this system involves

the formation of state-space models of the circuit and controllers. The control system of the

active load can be divided into two sub sections. The first subsection is the outer dc-voltage

controller which controls the dc-voltage across the dc-voltage capacitor labelled Cdc in Figure

3.1. The second subsection is the inner ac-current controller which controls the current through

the inductor labelled Lf in Figure 3.1.

The active load is controlled in the DQ reference frame and not the ABC reference

frame. The DQ reference frame was chosen instead of the ABC reference frame because the

active load is a balanced three-phase load that only draws positive sequence current. Control in
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the ABC reference frame is more complex because resonant controllers are required to operate

at the fundamental frequency, however it is a better solution when injecting unbalanced current.

Inverters that draw balanced current are balanced loads and using the DQ reference frame

is an effective controller. Inverters that supply current to a microgrid may be required to

support unbalanced loads and the ABC reference frame is required. Since there is no envisaged

unbalanced current being drawn by the active load, the DQ reference frame was used.

3.1.1 Small-signal model of the dc-voltage controller

The dc-voltage is controlled by using a standard PI controller which determines the reference

input to the ac-current PI controller. When the dc-voltage decreases, the ac-current controller

reference is increased, and when the DC-voltage increases the AC-current controller reference is

decreased. This is because when a DC-load change occurs, the new load will either draw more

or less current from the DC capacitor. The capacitor charge will then decrease or increase and

this change in charge will cause the capacitor voltage to fall or rise. To restore the DC-voltage

to the correct level, the DC-voltage controller must send a higher or lower set-point to the AC-

current controller. If the control gains are tuned correctly, the DC-voltage will quickly return

to steady-state after a disturbance.

The dc-voltage controller is shown in Figure 3.2. Equation (3.1) and Equation (3.2)

represent the small-signal linearised state-space form of the dc-voltage controller. The integral

term is denoted as φ and the subscript ‘V ’ is used for the coefficients of the state-space equations

of the dc-voltage controller.
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˙[

∆φdc

]

=

[

0

] [

∆φdc

]

+BV 1






∆v∗dc

∆i∗lq




+BV 2

[

∆vdc

]

, (3.1)

[

∆i∗ldq

]

= CV

[

∆φdc

]

+DV 1






∆v∗dc

∆i∗lq




+DV 2

[

∆vdc

]

. (3.2)

The variables of Equation (3.1) and Equation (3.2) are defined in Equations (3.3) – (3.5).

∫

(v∗dc − vdc) dt = ∆φdc (3.3)

BV 1 =

[

1 0

]

, BV 2 =

[

−1
]

, (3.4)

CV =






Kiv

0




 , DV 1 =






Kpv 0

0 1




 , DV 2 =






−Kpv

0




 . (3.5)

3.1.2 Small-signal model of the ac-current controller

The ac-current controller, shown in Figure 3.3, controls the current through the inductor Lf

(Inductor Lf couples the H-bridge to the filter capacitor Cf ). The controller makes the use of

feed-forward terms to decouple the measured inductor current d and q axis. The d and q axis

are decoupled by multiplying the measured current with the nominal system frequency ωn and

inductance Lf .

To design the current controller of the active load, the direction of the nominal current

flow is considered. As shown in Figure 3.1, positive current in the active load is defined as flowing

from the grid connection to the switching bridge. This means that the controller equations are

as stated in Equation (3.6) and Equation (3.7).

v∗id = ωnLf ilq −Kpc (i
∗
ld − ild)−Kic

∫

(i∗ld − ild) dt (3.6)
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Figure 3.3: Active load ac-current controller

v∗iq = −ωnLf ild −Kpc

(
i∗lq − ilq

)
−Kic

∫
(
i∗lq − ilq

)
dt (3.7)

To define the ac-current controller in state-space representation, the same procedure that

was applied to the dc-voltage controller is applied to the current controller. The ac-current

controller equations are presented in Equations (3.8) – (3.9) and the components of the matrices

are presented in Equations (3.10) – (3.12). The integral term is denoted as γ and the coefficients

of the state-space equations for the ac-current controller use the subscript ‘C’.

˙[

∆γdq

]
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0

] [

∆γdq

]

+BC1

[

∆i∗ldq

]

+BC2









∆ildq

∆vvdq

∆igdq









, (3.8)

[

∆γdq

]

= CC

[

∆γdq

]

+DC1

[

∆i∗ldq

]

+DC2









∆ildq

∆vcdq

∆igdq









. (3.9)
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BC1 =






1 0

0 1




 , BC2 =






−1 0 0 0 0 0

0 −1 0 0 0 0




 , (3.10)

CC =






−Kic 0

0 −Kic




 , (3.11)

DC1 =






−Kpc 0

0 −Kpc




 , DC2 =






Kpc ωnLf 0 0 0 0

−ωnLf Kpc 0 0 0 0




 . (3.12)

3.1.3 Small-signal model of the switching bridge

Figure 3.1 includes the dc-capacitor circuit which is connected to the switching bridge. The

corresponding equation for the dc-capacitor is written in Equation (3.13).

dvdc
dt

=
1

Cdc

iconv −
1

Cdcidc
(3.13)

The approach taken to model the switching bridge is to assume that the switching bridge

is an ideal power converter where the internal power losses are negligible. An ideal power

converter is a valid assumption providing the semi-conductor technology has low losses. The

corresponding equation of the switching bridge where the input power equals the output power

is written in Equation (3.14)

vidild + viqilq = iconvvdc. (3.14)

By substituting Equation (3.14) into the equation of the dc-bus capacitor, a relationship

that relates the ac-side to the dc-side of the switching bridge is formed in Equation (3.15)

dvdc
dt

=
1

Cdc

vidild + viqilq
vdc

− 1

Cdcidc
(3.15)

Equation (3.16) is the small-signal representation of Equation (3.15) written in a state-

space notation. Subscript ‘SW ’ is used for the coefficients of the state-space equations of the

switching bridge.
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˙[

∆vdc

]

= ASW

[

∆vdc

]

+BSW









∆ildq

∆vcdq

∆igdq









+BSWu

[

∆vidq

]

+BSWdc

[

∆idc

]

. (3.16)

The variables of Equation (3.16) are defined in Equations (3.17) – (3.19).

ASW =

[

−VidIld+ViqIlq
CdcV

2

dc

]

, (3.17)

BSW =

[

Vid

CdcVdc

Viq

CdcVdc
0 0 0 0

]

, (3.18)

BSWu =

[

Ild
CdcVdc

Ilq
CdcVdc

]

, BSWdc =

[

− 1
Cdc

]

. (3.19)

3.1.4 Small-signal model of the dc-load

The dc-load for the active load is a resistor. If a more complex load were to be used, the

equations presented in this sub-section would need to be changed accordingly. For a resistive

load with a current disturbance, the linearised state-space equations are presented in Equation

(3.20) and Equation (3.21).

˙[

∆idc

]

=

ADC
︷︸︸︷[

0

] [

∆idc

]

+

BDC
︷︸︸︷[

0

] [

∆vdc

]

+

BDCdist
︷︸︸︷[

0

] [

∆idcdist

]

, (3.20)

[

∆idc

]

=

CDC
︷︸︸︷[

0

] [

∆idc

]

+

DDC
︷ ︸︸ ︷[

1
Rload

] [

∆vdc

]

+

DDCdist
︷︸︸︷[

1

] [

∆idcdist

]

. (3.21)

Subscript ‘DC’ is used for the coefficients of the state-space equations of the DC load.
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3.1.5 Small-signal model of the ac-side LCL filter

To simplify the model, ideal switching is assumed where the output ac-voltage of the switching

block is the same as the voltage reference from the current controller (vidq = v∗idq). From

this assumption, the Inductor-Capacitor-Inductor (LCL) filter is modelled as having two known

voltages at either end.

In a standard LCL inverter DQ model, the coupling terms are −ωilq for the D axis, and

ωild for the Q axis. This is not the case for the active load. In an inverter, the current is defined

as flowing from the converter-side to the grid-side as it is normally exporting power to the grid.

However, since the active load normally sinks power, the positive current is defined as travelling

from the grid-side to the converter-side (current direction of the active load is shown in Figure

3.1). The change in definition of current direction changes the sign of the coupling terms from

−ω0ilq to ω0ilq for the D axis, and from ω0ild to −ω0ild for the Q axis.

The state-space equation of the LCL filter is presented in Equation (3.22) and the vari-

ables of Equation (3.22) are defined in Equations (3.23) – (3.24). The subscript ‘LCL’ is used

for the coefficients of the state-space equations of the LCL filter.
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3.1.6 Reference frame used to connect the active load to a larger network

To connect multiple models together, all reference frames must be referred to a common reference

frame. In this model the output variables of the active load are the grid currents represented

as a vector ∆igDQ and the input variable is the input voltage represented as a vector ∆vgDQ.

The subscript ‘DQ’ is used for the common reference frame and the subscript ‘dq’ is used for

the local reference frame.

By using the transformation technique mathematically described in Equation (3.25), the

small-signal input voltage and output current are obtained. This is shown in Equation (3.27)

and Equation (3.28) respectively.

[

fDQ

]

=

[

TR

] [

fdq

]

(3.25)

Where TR is the transform between the common reference frame and the local reference

frame of the device and δi is the angle between these two reference frames of the ith device.

TR =






cos (δi) − sin (δi)

sin (δi) cos (δi)




 (3.26)

[

δvgdq

]

=

[

TR

]−1 [

δvgDQ

]

(3.27)

[

δigDQ

]

=

[

TR

] [

δigdq

]

(3.28)
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3.1.7 Complete small-signal model of the active load

By combining the state-space models of the dc-voltage controller (Equation (3.1)), the ac-

voltage controller (Equaiton (3.8)), the switching bridge (Equation (3.16)), the dc-load (Equation

(3.20)), ac-side LCL filter (Equation (3.22)), and the reference frame coupling (Equation (3.25))

the complete rectifier model is formed. The complete model is shown in Equation (3.29), and

has 10 states, 6 inputs and 3 outputs. All equations are shown with an i subscript to allow for

Ni multiple rectifiers to be coupled to a larger circuit model. The subscript ‘AL’ is used for the

coefficients of the state-space equations of the active load.

˙[

∆xALi

]

= AALi

[

∆xALi

]

+BALui






∆v∗dc

∆i∗lq




+BALvi

[

∆vgDQ

]

+BALωi

[

∆ωcom

]

+BALdci

[

∆ idc

]

,

(3.29)

[

∆igDQi

]

= CALci

[

∆xALi

]

,

[

∆vdci

]

= CALdci

[

∆xALi

]

. (3.30)

The states of the active load ∆xALi are shown in Equation (3.31), the inputs of the active load

are shown in Equation (3.32) and the coefficients AALi, BALui, BALvi, BALωi, BALdci, CALci,

CALdci are shown in Equations (3.33) – (3.37).

∆xALi =

[

∆φdci | ∆γdqi | ∆ildqi ∆vcdqi ∆igdqi | ∆vdci

]T

. (3.31)

∆uALi =

[

∆v∗dc | ∆ilq | ∆idcdist

]T

. (3.32)

The matrices AALi, BALui, BALvi, BALωi, BALdci, CALci, CALdci form Equation (3.29)

and Equation (3.30) are defined in Equations (3.33) – (3.37).
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AALi =


















0 0 0 BV 2

BC1CV 0 BC2 BC1DV 2

BLCLuDC1CV BLCLuCC ALCL +BLCLuDC2 BLCLuDC1DV 2

BSWuDC1CV BSWuCC BSW +BLCLuDC2









ASW

+BSWuDC1DV 2

+BSWdcDDCu



























10×10

,
(3.33)

BALui =












BV 1

BC1DV 1

BLCLuDC1DV 1

BSWuDC1DV 1












10×2

, BALvi =












0

0

BLCLvT
−1
R

0












10×2

, (3.34)

BALωi =












0

0

BLCLω

0












10×1

, BALdci =












0

0

0

BSWdc












10×1

, (3.35)

CALci =

[

0 0

[

0 0 TR

]

0

]

, (3.36)

CALdci =

[

0 0 0 CSW

]

. (3.37)

3.2 Analysis of the Active Load

The properties of the active load are detailed in Table 3.1. There are two parameters detailed

in Table 3.1, circuit parameters and controller parameters. The physical circuit parameters of

the active load were based on the laboratory equipment such that the model could be verified.
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Table 3.1: Properties of the active load

Active Load Circuit

Parameter Value Parameter Value

Lf 2.3 mH rf 0.1 Ω

Lc 0.93 mH rc 0.03 Ω

Cf 8.8 µH Cdc 2040 µF

Rload 70 Ω

Controller

Parameter Value Parameter Value

Kpv 0.5 Kpc 15

Kiv 150 Kic 30,000

Table 3.2: Steady-state values of the active load

Steady State Voltages

Parameter Value Parameter Value

Vgd 381.05 V Vgq 0 V

Vcd 381.03 V Vcq -5.5350 V

Vid 378.31 V Viq -3.9930 V

Vdc 700 Vdc

Steady State Current

Parameter Value Parameter Value

Igd 18.833 A Igq 0.0229 A

Ild 18.831 A Ilq -1.000 A

Idc 10.000 A

Steady State Power and Frequency

Parameter Value Parameter Value

P 7176.0 W Q 113.00 V Ar

f 50 Hz

Gains in the controllers and subsequently the controller damping and bandwidth were chosen

to provide the active load with good performance and be similar to the controller damping

and bandwidth of the inverter sources. This was chosen to excite any interactions between

the inverter controllers and active load controller. The properties of the inverter interfaced

generation are described in [20].

Steady state values for the active load are shown in Table 3.2. These values were obtained

from a time-series simulation in Matlab Simulink but could have been obtained from a load-flow

calculation.
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3.2.1 Participation analysis of the active load

Figure 3.4 shows the eigenvalue plot of the active load model, the values for which these were

calculated from the A-matrix of the active load in Equation (3.33). A Matlab script was used

to generate the eigenvalues and the eigenvalue plot. This Matlab code for Figure 3.4 is shown

in Appendix A. Three groups of eigenvalues labelled ‘A1’, ‘A2’ and ‘A3’ were identified from

Figure 3.4 and participation analysis was used to identify which states the three eigenvalue

groups were associated with.

The active load used for this study had a power rating of 10kW . Other active loads may

be larger or may be smaller. If the active load were larger, then the resistance of the active

load would decrease and the inductance of the active load would increase. This would cause

the magnitude of the eigenvalues of the active load to decrease and the eigenvalues would move

towards the positive-real axis. Moving the eigenvalues to the right would cause the dynamics of

the active load to be slower. As increasing the size of the active load would cause the eigenvalues

to move towards the right, decreasing the size of the active load would cause the eigenvalues to

move towards the left. This is because the resistance of the active load would be larger and the

inductance of the active load would be smaller. Moving the eigenvalues to the left would cause

the dynamics of the active load to increase.

Figure 3.5 shows the participation analysis of the eigenvalues of the active load model in

Figure 3.4. The active load model has 10 states and each state is listed on the x-axis of Figure

3.5 and described in Table 3.3. Each state will have a participation value for each eigenvalue

in Figure 3.5. Therefore, each of the 10 states will have 10 participation factors that associate

each of the states to each of the eigenvalues.

In Figure 3.5 the 10 states have been grouped into three groups labelled ‘A1’, ‘A2’, ‘A3’.

Group ‘A1’ contains two eigenvalues and groups ‘A2’ and ‘A3’ each contain four eigenvalues.

Participation factors for each eigenvalue in each group is found for each state and then summed

to create the resultant participation factor. For example, the participation factor that relates

group ‘A1’ (which contains two eigenvalues) with state 1 is the participation factor of the first

eigenvalue for state 1 summed with the participation value for the second eigenvalue for state 1.
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Figure 3.4: Eigenvalues of the active load indicating the three eigenvalue groups

The participation factors for each group of eigenvalues (‘A1’, ‘A2’ and ‘A3’) are shown

in Figure 3.5. If none of the eigenvalues in a particular group do not participate in a particular

state, there is no ‘bar’ for state in Figure 3.5. For example, none of the eigenvalues in group

‘A1’ participate in states 5, 6 and 7. However eigenvalues in groups ‘A2’ and ‘A3’ do participate

in states 5, 6 and 7. The higher the participation from one of the three groups to a state, the

more coupling there is between the eigenvalues in that group and the state. For example the

eigenvalues in group ‘A1’ participate most with states 1 and 10.

From Figure 3.5, it may be seen that the group of eigenvalues ‘A1’ have high participation

factors for states 1 and 10 which are the integrator of the dc-voltage controller and the states of

the dc-capacitor. The group labelled ‘A2’ have high participation factors for states 6 to 9 which

are the filter capacitor (Cf ) and the coupling inductor (Lc) in the LCL filter of the active load.

The group labelled ‘A3’ have high participation factors for states 2 to 5 which are the ac-current
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Figure 3.5: Participation values of states for the three eigenvalue groups

controller and the filter inductor (Lf ) and there is also a small participation in states 8 and 9

which are the ac-current ig within the coupling inductor Lc.

The eigenvalues in groups ‘A1’, ‘A2’ and ‘A3’ are the low-frequency, mid-frequency and

high-frequency modes of the active load. From the participation analysis, the low-frequency

modes are most sensitive to the DC-side of the active load. The mid-frequency modes are most

sensitive to the filter capacitor and coupling inductor within the LCL filter. Finally, the high-

frequency modes are most sensitive to the ac-current controller. Therefore changing the gains in

the DC controller and ac-controller will most likely impact the low-frequency modes and high-

frequency modes respectively. In terms of stability, the low frequency modes are most likely to

cause the active-load to become unstable.
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Table 3.3: List of the active load states

State Number State Name State Symbol

1 Integrator of the dc-voltage
controller

∆φdc

2 Integrator of the d-axes of the
ac-current controller

∆γd

3 Integrator of the q-axes of the
ac-current controller

∆γq

4 Current of the d-axes of the
filter inductor

∆ild

5 Current of the q-axes of the
filter inductor

∆ilq

6 Voltage of the d-axes of the fil-
ter capacitor

∆vcd

7 Voltage of the q-axes of the fil-
ter capacitor

∆vcq

8 Current of the d-axes of the
coupling inductor

∆igd

9 Current of the q-axes of the
coupling inductor

∆igq

10 Voltage of the dc-capacitor ∆vdc

3.2.2 Effect of the integrator gain of the dc-voltage controller on the low-

frequency modes

Figure 3.6 plots the the low-frequency eigenvalues when the integrator gain of the dc-voltage

controller is increased. The figure shows that when the integrator gain in increased, the eigen-

values move towards the unstable region making the active-load more oscillatory and eventually

unstable. The eigenvalues are in the right-half plane and hence unstable when the integrator

gain is above 2037. The low-frequency eigenvalues of the active load are very sensitive to the

integrator gain of the DC voltage controller. From Figure 3.5 the low-frequency eigenvalues are

highly sensitive to the states of the dc-voltage controller and dc-capacitor. Hence, in this system

the dc-voltage controller and dc-capacitor is most critical for system stability.

3.2.3 Effect of the integrator gain and proportional gain of the dc-voltage

controller on the modes

Figure 3.7 plots the eigenvalues when the integrator gain and proportional gain of the dc-voltage

controller is increased. The ratio of the integrator gain and proportional gain is maintained at
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Figure 3.6: Trace of low-frequency modes as a function of dc-voltage controller integrator gain:
300 ≤ Kiv ≤ 4000

the design value of 1
300 . The figure shows that when the integrator gain and proportional

gain are increased, the mid-frequency eigenvalues and not the low frequency eigenvalues, move

towards the unstable region making the active-load more oscillatory and eventually unstable.

The eigenvalues are in the right-half plane and hence unstable when the integrator gain is 3070

and the proportional gain is 10.23. In Figure 3.5 the mid-frequency eigenvalues are sensitive

to the ac-current controller of the active load. However changing the gains of the dc-voltage

controller has caused an instability in the eigenvalues originally associated with the ac-current

controller. This further shows that the dc-voltage controller is most critical for system stability

and care must be used when choosing the gain values of the dc-voltage controller.
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3.2.4 Effect of the integrator gain of the ac-current controller on the high-

frequency modes

Figure 3.8 plots the eigenvalues when the integrator gain of the ac-current controller is increased.

The figure shows that when the integrator gain is increased the mid-frequency eigenvalues move

towards the unstable region and become more oscillatory. However the movement of the eigen-

values is small compared to the size of the gain change and the eigenvalues would require a

significantly large gain before the active load became unstable. From this it is possible to con-

clude that the system is not very sensitive to changes in the integrator gain of the ac-current

controller and it is not most critical for system stability. It is also noted that the increase in

integrator gain does not have much influence in the low-frequency modes of the active load.
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Figure 3.8: Trace of high-frequency modes as a function of ac-current controller integrator gain:
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3.2.5 Effect of the coupling inductor on the high-frequency modes

Figure 3.9 plots the eigenvalues when the value of inductance of the coupling inductor is in-

creased. The figure shows that the increase in inductance causes the eigenvalues at the top to

become better damped and the ac-current controller eigenvalues to become more oscillatory.

This suggests that the increase of inductance causes the current to become more difficult for

the current controller to regulate, however the LCL filter becomes less oscillatory. A larger

inductance increases the stability margin of the filter but reduces the stability margin of the

ac-current controller.
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3.2.6 Effect of the dc-load on the low-frequency modes

Figure 3.10 plots the low-frequency eigenvalues when the dc-load is increased (resistance of the

dc-load is decreased). It can be seen that the decrease in resistance has a very slight effect and

causes the active-load to become a little more damped.
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Figure 3.11: Experimental setup of the active load

3.3 Verification of the Active Load

The active load, as described in Section 3.1 and analysed in Section 3.2, was programmed on one

converter that consisted of two back-to-back inverters. More information about the experimental

inverter is in Appendix B. The first inverter in the back-to-back configuration was configured

as the active load and the second inverter was programmed to emulate a DC resistor and used

to export the power drawn from the active load back to the public supply.

There were two aims of the experiment. The first was to verify the small-signal model

against an experimental set-up and show that the small-signal model is a valid representation of

the active load. The second aim was to experimental identify the low frequency modes and high-

frequency modes by perturbing the active load and observing the resulting output oscillations.

3.3.1 Experimental set-up

Experimental validation of the active load model was tested using an experimental inverter as

shown in Figure 3.11. The ac-side of the inverter used as the active load was connected to a

90 Kilovolt Ampere (kVA) inverter that regulated the ac supply voltage. The dc-side of the

inverter used as the active load was connected to an other inverter via a dc-bus. This second

inverter was programmed to emulate a DC resistor and used to export the power drawn from

the active load back to the public supply.

The DC resistor was emulated by programming the inverter to control the AC-grid current

where the reference to the AC-grid current controller uses Equation (3.46). A PI controller



3.3 Verification of the Active Load 109

was used to control the required AC-gird current and this was the same design as the AC-

current controller in the active load. Ideally, a DC resistance would have been used and no

emulation would have been required, however this would have required modification to the

TriPhase inverter.

To emulate Rdc, the inverter needs to be controlled to have an ohmic characteristic where

the dc-current must be proportional to the dc-current as shown in Equation (3.38). Therefore

vdc or idc needs to be controlled to satisfy Equation (3.39) which links Rdc, vdc and idc. For the

active load experiment vdc is being controlled by the active load. Therefore the DC emulator is

only able to control idc. However, the experimental set-up does not contain an idc measurement

sensor and this variable is calculated by assuming the inverter switching bridge is ideal and the

power on the dc-side is equal to the power on the ac-side as in Equation (3.40).

di

dv
=

1

R
(3.38)

idc =
vdc
Rdc

(3.39)

Pdc ≈ Pac (3.40)

Assuming the ac-side power (Equation (3.41)) is equal to the dc-side power (Equation

(3.42)), then vdc and idc may be linked to vd, vq, id and iq. The variables vq and iq are assumed

to be zero. The PPL in the DC emulator aligns the phase angle of the inverter to the mains

frequency by controlling vq to zero. Using the ac-current controller, the variable iq can be

controlled to zero. This reduces the power identity of the switching bridge to Equation (3.43).

Pac = vdid + vqiq (3.41)

Pdc = vdcidc (3.42)
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Figure 3.12: Control of the inverter that emulates the dc resistor

vdcidc ≈ vdid (3.43)

Rearranging Equation (3.43), such that it can be used at the input to the ac-current

controller, the equation becomes Equation (3.45). Substituting Equation (3.39) into Equation

(3.44), yields Equation (3.45) which can be simplified to Equation (3.46). Equation (3.46) is the

equation used in the Rdc emulator block in Figure 3.12 as it measures vdc and sets id such that

the impedance of the inverter on the dc-side is approximately Rdc

id ≈ idc
vdc
vd

(3.44)

id ≈
vdc
Rdc

vdc
vd

(3.45)

id ≈
1

Rdc

v2dc
vd

(3.46)

3.3.2 Experimental tests

Two experimental tests were conducted. The first test perturbed the reference to Rdc, the dc

emulator, and the second test perturbed the ac-voltage to the active load. The aim of perturbing
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the reference to Rdc was to observe the low-frequency oscillations from the dc-controller. The

aim of perturbing the reference to the ac-supply voltage was to observe the high-frequency

oscillations from the ac-current controller. Both the low-frequency and high-frequency modes

were analysed in Section 3.2.

Both experimental test were simulated using the small-signal model developed in Section

3.1. The aim of this was to verify the small-signal model and show that it provides a good

approximation to the experimental active load.

All experimental components have tolerances and so are expected to differ from the values

assumed in the model. Approximation errors may also be caused by the state-space model being

a linear model of a non-linear system. The linear model is an accurate representation at the

steady-state operation point. However once the model is displaced from this operating point

by a large deviation, the linear model of the non-linear system is no longer a valid model. All

perturbations were reasonably small such that the linear model remained a good approximation

of the non-linear model.

3.3.3 Experimental results

Figure 3.13 shows the dc-bus voltage and the ac-current of the active load in response to a

DC load step. The experimental results are the internal variables of the converter that were

captured by using the on-board Digital-to-Analogue (D/A) converter. The experimental data

shows the low-frequency modes of the active load which are in good agreement with the state-

space model. Both the ac-current controller and the dc-voltage controller show the low-frequency

modes but the participation analysis showed that the low-frequency modes were associated

with only the dc-voltage controller. This is because the output of the dc-voltage controller is

connected to the input of the ac-current controller as shown in Figure 3.1. When there is a

low-frequency oscillation on the dc-bus voltage, the dc-voltage controller may only change the

ac-current reference in order to damp the oscillations. The change in ac-current reference is then

seen on the ac-current measurement as the ac-current controller follows the ac-current reference.

From the participation analysis in Section 3.2.1, the low-frequency modes are associated

with the dc-voltage controller as indicated by circle ‘A1’ in Figure 3.4. In group ‘A1’ shown in
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Figure 3.13: Comparison of experimental data and small signal model data for the dc-voltage
and ac-current of the active load when subject to a dc-load perturbation. The small-signal model
data is shown by the black dotted line and the experimental data is shown by the solid red line.

Figure 3.4, the low-frequency modes are at a frequency of 28 Hz. To measure the frequency from

the experimental results of the low-frequency mode, two peaks within the oscillation (indicated

by the dotted lines) are measured in Figure 3.14. These peaks have a time period of 0.037 s

which corresponds to a frequency of 26.5 Hz. From this it is concluded that the low-frequency

mode, as predicted by the participation analysis, of 28 Hz is a good match.

In Figure 3.14, the response of the active load to a three phase voltage perturbation of

381 V to 340 V is also shown. It is seen that when the ideal voltage is decreased, the current

demand of the active load increases. This demonstrates the negative impedance characteristic of

the active load. Also, from the voltage perturbation, the high-frequency response of the active

load is observed within the ac-grid current which is indicated by ‘1’ in Figure 3.14 but is not seen

in the dc-bus voltage. This is because the high-frequency modes are strongly associated with the

AC-current controller. The grid voltage perturbation has also excited the low-frequency modes

in both the AC-current controller and the dc-voltage controller. From Figures 3.13 – 3.14, the

state-space model is in good agreement with the experimental data.
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3.4 Modelling the Active Load in the Microgrid

When connecting the active load or any sub-system model to the microgrid model, that active

load or subsystem model must follow the same rules and be in an appropriate format. Sections

3.4.1 – 3.4.6 describe the procedure and Section 3.4.7 follows this procedure described and

mathematically connects the active load to the microgrid.

3.4.1 General Model Procedure

Each system, whether it be an inverter, line, load, or active load, will be referred to as a device

or abbreviated to ‘dev’. All devices of a similar type (inverter, line, load, active load) will be

grouped into the same set of state-space equations and will be denoted with the abbreviation

‘DEV ’. This set will be referred to as a group of devices of the same type. Every device will

connect to a node where the nodal voltage is calculated. Each group must be written in the

format of Equation (3.47). All devices in the state-space model have current as the output and

voltage as the input.

d

dt
[∆xDEV ] = ADEV [∆xDEV ] +BDEV u[∆uDEV ]

+BDEV v[∆vDEV ] +BDEV ω[∆ωCOM ].

(3.47)

Each matrix in Equation (3.47) is listed in Equations (3.48) – (3.53). The equations

describe a group of Ni devices that are of the same type in a system of Nj nodes. Each device

in the group has Ns states, Nu inputs and No outputs. It is noted that not all groups will have

a BDEV u; if this is the case, this matrix must be ignored or set to zero.

∆xDEV =












∆xdev1

∆xdev2
...

∆xdevNi












NiNs×1

, ∆uDEV =












∆udev1

∆udev2
...

∆udevNi












NiNu×1

, (3.48)
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∆vDEV =












∆vdev1

∆vdev2
...

∆vdevNi












2Nj×1

, (3.49)

ADEV =












Adev1 0 · · · 0

0 Adev2 · · · 0

...
...

. . .
...

0 0 · · · AdevNi












NiNs×NiNs

, (3.50)

BDEV u =












Bdevu1 0 · · · 0

0 Bdevu2 · · · 0

...
...

. . .
...

0 0 · · · BdevuNi












NiNs×NiNu

, (3.51)

BDEV ω =












∆Bdevω1

∆Bdevω2

...

∆BdevωNi












NiNs×1

. (3.52)

3.4.2 Input Voltage Mapping

Matrix BDEV v is a special case since it maps the device input voltage to the correct node. For

example, if an ith source or ith load is connected to the jth node, the element BDEV v (i, j) will

be BDEV vi and all other elements in that row will be zero. Equation (3.53) shows the case when

three devices (Ni = 3) are connected to nodes 1, 2 and 3 respectively of a three node system

(Nj = 3).

BDEV v =









Bdevv1 0 0

0 Bdevv2 0

0 0 Bdevv3









3Ns×(2×3)

. (3.53)



116 Chapter 3. Modelling of Active Loads in Microgrids

If a device connects to two nodes, for example the ith line is connected to jath and jbth

node, the matrix will have the following elements within the matrix. Element BDEV v (i, ja) will

be BDEV vai, element BDEV v (i, jb) will be BDEV vbi, and all other elements in that row will be

zero. Equation (3.54) shows the case when two lines (Ni = 2) are connected to nodes 1,2 and

2,3 respectively of a three node system (Nj = 3).

BDEV v =






Bdevv11 Bdevv21 0

0 Bdevv12 Bdevv22






2Ns×(2×3)

. (3.54)

3.4.3 Output Variables to Outside the Microgrid

Not all groups will need to output their variables outside the microgrid. For the groups that

this is relevant to, they must follow Equation (3.55).

[∆yDEV ] = CDEV [∆xDEV ] +DDEV u[∆uDEV ]. (3.55)

Where CDEV and DDEV are stated in Equation (3.56)

CDEV =












Cdev1 0 · · · 0

0 Cdev2 · · · 0

...
...

. . .
...

0 0 · · · Cdevi












NiNo×NiNs

, (3.56)

DDEV =












Ddev 0 · · · 0

0 Ddev · · · 0

...
...

. . .
...

0 0 · · · Ddev












NiNo×NiNu

. (3.57)

3.4.4 Output Current Mapping

Each group must output its current as in Equation (3.58).
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[∆iDEV ] = ∆CDEV c[∆xDEV ]. (3.58)

Where CDEV is stated in Equation (3.59)

CDEV c =












Cdevc1 0 · · · 0

0 Cdevc2 · · · 0

...
...

. . .
...

0 0 · · · CdevcNi












2Ni×NiNs

. (3.59)

Each group must have an output current mapping matrix, MDEV , that connects the

output current to a node and includes a large virtual resistance RN , to define the voltage at

the node. All devices in the microgrid will either export or import current to or from the node

the device is connect to. Export current from the node is represented with a minus and import

current to the node is represented with a plus. For this mode, the voltage at the ith node is

defined by:

vgDi = RN (iinvDi − iloadDi − irecDi + idistDi + ilineDi) (3.60)

vgQi = RN (iinvQi − iloadQi − irecQi + idistQi + ilineQi) (3.61)

Using the matrix M , the node voltage is defined as,

[vgDQ] =MINV [iinvDi] +MLOAD [iloadDi] +MREC [irecDi]

+MDIST [idistDi] +MNET [ilineDi]

(3.62)

To follow the current definitions stated, the elements in the M matrix are either 0, RN

or −RN . If an element is 0 there is no connection, if an element is RN the current is defined to

be flowing into the node, and if an element is -RN the current is defined to be flowing out of the

node. For example, if an ith source providing current or ith load drawing current is connected

to the jth node, the element MDEV (j, i) will be RN or -RN respectively. All other elements

in that row will be zero. Equation (3.63) shows the case when two devices (Ni = 2) with two
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states (Ns = 2) each are connected to nodes 1 and 3 respectively of a three node system. Each

device is defined to be drawing current from the node.

MDEV =





















−RN 0

0 −RN




 0

0 0

0






−RN 0

0 −RN





















(2×3)×3s

. (3.63)

If a device connects two nodes, that device will have two MDEV matrices. For example

an ith line is connected to jath and jbth node, where the current is defined as flowing from the

jath node to the jbth node. The element MDEV (ja, i) and MDEV (jb, i) will be RN and -RN

respectively, and all other elements in that row will be zero. Equation (3.64) shows the case

when two lines (Ni = 2) that have two states (Ns = 2) each, are connected to nodes 1,2 and 2,3

respectively of a three node system. The current is defined to flow from node 1 to node 2, and

from node 2 to node 3.

MDEV =

























−RN 0

0 −RN




 0






RN 0

0 RN











−RN 0

0 −RN






0






RN 0

0 RN

























(2×3)×(2×2)

. (3.64)

3.4.5 Microgrid Reference Frequency

Only one device, in one group defines the system reference frequency. This equation is defined

in Equation (3.65)

[∆ωCOM ] = ∆CDEV ω[∆xDEV ]. (3.65)
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Equation (3.66) shows the case when the reference frequency is defined by the first source, in a

network of three sources. Each source in this network is a device of the same type.

CDEV ω =

[

CDEV ω1 0 0

]

1×3s

. (3.66)

3.4.6 Combined Model of All the Devices

Consider an arbitrary microgrid with Nd group of devices, where DEV 1 contains a source that

the common reference frame is aligned to. By considering the procedure in sub-Section 3.4.1 –

3.4.5, the consolidated microgrid state-space equation is given in Equations (3.67) – (3.73).

d

dt
[∆xMG] = AMG[∆xMG] +BMG[∆uMG]. (3.67)

[∆yMG] = CMG[∆xMG] +DMG[∆uMG]. (3.68)

Where,

∆xMG =












∆xDEV 1

∆xDEV 2

...

∆xDEV Nd












NdNiNs×1

,∆uMG =















∆uDIST

∆uDEV 1

∆uDEV 2

...

∆uDEV Ni















2+NdNiNu×1

(3.69)
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CMG =












CDEV 1 0 · · · 0

0 CDEV 2 · · · 0

...
...

. . .
...

0 0 · · · CDEV Nd












NdNiNs×NdNiNs

, (3.72)

DMG =












DDEV 1 0 · · · 0

0 DDEV 2 · · · 0

...
...

. . .
...

0 0 · · · DDEV Nd












NdNiNs×NdNiNu

, (3.73)

3.4.7 Complete Microgrid Model

Using the procedure outlined in Sections 3.4.1 – 3.4.6, the complete microgrid small-signal model

including the active load is given in Equations (3.74) – (3.79). The microgrid consists of inverters

‘INV ’, lines ‘LINE’, loads ‘LOADS’, and active loads ‘AL’. Any group of devices that do not

have an input from outside the microgrid, or output to outside the microgrid have been omitted.

d

dt












∆xINV

∆iLINE

∆iLOAD

∆xAL












= AMG












∆xINV

∆iLINE

∆iLOAD

∆xAL












+BMG






∆iDIST

∆uAL




 (3.74)






∆yINV

∆yAL




 = CMG












∆xINV

∆iLINE

∆iLOAD

∆xAL












(3.75)

The complete system state-space matrices AMG, BMG, and CMG is given in Equations

(3.76) – (3.79).
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CMG =












CINV 0 0 0

0 0 CLOAD 0

0 0 0 CREC

MINV CINV c MNETCNETc MLOADCLOADc MRECCRECc












, (3.78)

DMG =












0 0

0 0

0 0

MDISTCDISTc 0












(3.79)

3.5 Analysis of the Active Load Connected to Node 1 in the

Microgrid

The active load (AL) that was modelled in Section 3.1 and analysed in Section 3.2 was connected

to the microgrid at node 1. The circuit diagram of the microgrid is shown in Figure 3.15 where

the three inverters and their controllers are bounded by the bottom box and the active load

and its controllers are bounded by the top box. Each inverter controller is identical. Other

components in the microgrid are two lines that are modelled by an inductance and a resistance

and a resistive load which is connected to node 3.

The microgrid was modelled in accordance to the procedure outlined in Section 3.4. Par-

ticipation analysis is performed to identify the connection between the states of the microgrid

and the eigenvalues that result from the A matrix of the small signal model. Eigenvalue trajec-

tories are presented in order to identify the effect that the active load has on the microgrid.

3.5.1 Participation analysis of the active load in the microgrid

Figure 3.16 shows the eigenvalue plot of the active load model connected to the microgrid model.

The active load is connected to node 1 of the microgrid and there is an additional resistive load
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Table 3.4: Properties of the microgrid with an active load connected to node 1

Inverter Source Circuit

Parameter Value Parameter Value

Lf 1.35 mH rf 0.1 Ω

Lc 0.93 mH rc 0.03 Ω

Cf 50 µH Cdc 680 µF

Inverter Source Controller

Parameter Value Parameter Value

Pmax 10,000 W Qmax 6,000 VAr

Fdroop 0.003 Vdroop 0.02

mp 9.4×10−5 nq 0.0013

ωc 31.4159 rad/s ωn 314.15 rad/s

Vn [381 0] Fv 0.75

Kpv 0.5 Kpc 10.5

Kiv 390 Kic 16,000

Active Load Circuit

Parameter Value Parameter Value

Lf 2.3 mH rf 0.1 Ω

Lc 0.93 mH rc 0.03 Ω

Cf 8.8 µH Cdc 2040 µF

Rload 67.1233 Ω

Active Load Controller

Parameter Value Parameter Value

Kpv 0.5 Kpc 15

Kiv 150 Kic 30,000

Line and Load Circuit

Parameter Value Parameter Value

Lline [0.35, 1.85] mH rline [0.23, 0.35] Ω

Lload 10 nH rload 21 Ω

which is connected to node 3 of the eigenvalue model. Five groups of eigenvalues labelled ‘A1’,

‘A2’, ‘A3’, ‘A4’, ‘A5’, were identified for analysis using participation analysis.

Figure 3.17 shows the participation analysis of the eigenvalues of the active load model

connected to the microgrid model. The active load has 10 states as described in Table 3.3 and

the microgrid has 45 states which is a total of 55 states for the complete model. The 55 states

are listed in Table 3.6 and Table 3.7. Using the same principle that was used for the active

load in Section 3.2.1 the eigenvalues have been grouped and the participation values of each

eigenvalue in each group has been summed. An explanation of the algorithm is in Section 3.2.1.

This created five participation values for each state that represents how each state participates
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in the five groups of eigenvalues.
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Figure 3.15: Circuit diagram of the active load connected to node 1 of the microgrid
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Table 3.5: Steady-state values of the microgrid with an active load connected to node 1

Inverter Source Steady State Voltages

Parameter Value Parameter Value

Vgd [380.39, 381.69, 380.25] V Vgq [-1.3215, -1.3823, -1.3196] V

Vcd [380.71, 381.82, 380.39] V Vcq [0, 0, 0] V

Vid [378.67, 378.79, 378.64] V Viq [28.157, 28.379, 28.092] V

Inverter Source Steady State Current

Parameter Value Parameter Value

Igd [12.156, 12.121, 12.166] A Igq [-0.5985, 1.6808, -1.2637] A

Ild [12.161, 12.126, 12.170] A Ilq [5.258, 7.555, 4.588] A

Inverter Source Steady State Power and Frequency

Parameter Value Parameter Value

P [4627.9, 4628.0, 4627.9] W Q [227.86, -641.79, 480.71] V Ar

f [49.931, 49.931, 49.931] Hz

Inverter Source Reference Frame Transformation

Parameter Value Parameter Value

VgD [380.39, 381.69, 380.25] V VgQ [-1.3215, -1.3855, -1.3194] V

IgD [12.156, 12.117, 12.166] A IgQ [-0.5985, 1.6847, -1.2636] A

δ0 [0, 0.0023, -1.358×10−4] rad

Active Load Steady State Voltages

Parameter Value Parameter Value

Vgd 380.39 V Vgq -0.0053 V

Vcd 380.30 V Vcq -5.3542 V

Vid 377.59 V Viq -3.4996 V

Vdc 700 Vdc

Active Load Steady State Current

Parameter Value Parameter Value

Igd 18.323 A Igq 0.0192 A

Ild 18.319 A Ilq -1.000 A

Idc 9.7143 A

Active Load Steady State Power and Frequency

Parameter Value Parameter Value

P 6967.8 W Q 105.32 V Ar

f 49.931 Hz

Active Load Reference Frame Transformation

Parameter Value Parameter Value

VgD 379.92 V VgQ -0.0056 V

IgD 18.299 A IgQ 0.0202 A

δ0 0.0496 rad

Line and Load Steady State Current

Parameter Value Parameter Value

IlineD [-6.1669, 5.9501] A IlineQ [-0.5550, 1.1534] A

IloadD 18.1060 A IloadQ -0.2073 A
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Table 3.6: List of Inverter 1 and Inverter 2 states in the microgrid

State Number Device Name State Name State Symbol

1 Inverter 1 Angle difference between the
common reference frame and
the inverter’s local reference
frame

∆δ1

2 Inverter 1 Real Power of the inverter
used for the droop function

∆P1

3 Inverter 1 Reactive Power of the inverter
used for the droop function

∆Q1

4 Inverter 1 Integrator of the d-axes of the
ac-voltage controller

∆φd1

5 Inverter 1 Integrator of the q-axes of the
ac-voltage controller

∆φq1

6 Inverter 1 Integrator of the d-axes of the
ac-current controller

∆γd1

7 Inverter 1 Integrator of the q-axes of the
ac-current controller

∆γq1

8 Inverter 1 Current of the d-axes of the
filter inductor

∆ild1

9 Inverter 1 Current of the q-axes of the
filter inductor

∆ilq1

10 Inverter 1 Voltage of the d-axes of the fil-
ter capacitor

∆vcd1

11 Inverter 1 Voltage of the q-axes of the fil-
ter capacitor

∆vcq1

12 Inverter 1 Current of the d-axes of the
coupling inductor

∆igd1

13 Inverter 1 Current of the q-axes of the
coupling inductor

∆igq1

14 Inverter 2 Angle difference between the
common reference frame and
the inverter’s local reference
frame

∆δ2

...
...

...
...

26 Inverter 2 Current of the q-axes of the
coupling inductor

∆igq2
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Table 3.7: List of Inverter 3, line and load states in the microgrid

State Number Device Name State Name State Symbol

27 Inverter 3 Angle difference between the
common reference frame and
the inverter’s local reference
frame

∆δ3

...
...

...
...

39 Inverter 3 Current of the q-axes of the
coupling inductor

∆igq3

40 Line 1 Current of the d-axes of the
line inductor

∆id

41 Line 1 Current of the q-axes of the
line inductor

∆iq

42 Line 2 Current of the d-axes of the
line inductor

∆id

43 Line 2 Current of the q-axes of the
line inductor

∆iq

44 Passive Load Current of the d-axes of the
load inductor

∆id

45 Passive Load Current of the q-axes of the
load inductor

∆iq

46 Active Load Integrator of the dc-voltage
controller

∆φdc

47 Active Load Integrator of the d-axes of the
ac-current controller

∆γd

48 Active Load Integrator of the q-axes of the
ac-current controller

∆γq

49 Active Load Current of the d-axes of the
filter inductor

∆ild

50 Active Load Current of the q-axes of the
filter inductor

∆ilq

51 Active Load Voltage of the d-axes of the fil-
ter capacitor

∆vcd

52 Active Load Voltage of the q-axes of the fil-
ter capacitor

∆vcq

53 Active Load Current of the d-axes of the
coupling inductor

∆igd

54 Active Load Current of the q-axes of the
coupling inductor

∆igq

55 Active Load Voltage of the dc-capacitor ∆vdc
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Figure 3.16: Eigenvalues of the active load in the microgrid indicating the five eigenvalue groups
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Figure 3.17: Participation values of the states for the five eigenvalue groups
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From Figure 3.17, it can be seen that the group of eigenvalues labelled ‘A1’ have high

participation factors for the three droop controller states in each of the three inverters (states

1–3, 14–16 and 27–29) and for the dc-capacitor and dc-voltage controller in the active load

(states 46 and 55).

The group labelled ‘A2’ have high participation factors for the states of the filter capacitor

and the coupling inductor in the LCL filter of the active load (states 51–54). A small participa-

tion factor can also be seen for the states of the filter capacitor and the coupling inductor in the

LCL filter of Inverter 1 (states 10–13). This is expected since the two LCL filters are connected

to the same node. The group ‘A2’ does not appear in the states of Inverter 1 and Inverter 2

(states 14–39).

The group labelled ‘A3’ have high participation factors for the states of the ac-current

controller and filter inductor of the active load (states 47–50). The group ‘A3’ also have small

participation factors for the ac-voltage, ac-current, filter inductor and filter capacitor in each

of the three inverters (states 4–11, 17–24 and 30–37). Although the link is weak in each of the

three inverters, the link is the strongest in Inverter 1 (states 4–11) and the weakest in Inverter

3 (states 30–37). A stronger link in Inverter 1 is because the active load is connected to node 1

of which Inverter 1 is also connected to.

The group ‘A4’ have high participation factors in the ac-voltage and ac-current controllers

of the three inverters (states 4–7, 17–20 and 30–33) and a smaller participation in the LCL filter

states of the inverters (states 8–13, 18–26 and 34–39). There is also a small participation in the

active load ac-current controller and LCL states (states 47–54).

The group ‘A5’ have high participation in the filter inductor and filter capacitor of the

LCL filter states of the inverters (states 8–11, 18–24 and 34–37) and a lower participation in

the coupling inductor, ac-voltage and ac-current controllers of the inverters (states 4–7, 12–13,

17–20, 25–26, 30–33 and 38–39) and the ac-current controller and LCL filter of the active load

(states 47–54).

As seen in Figure 3.17, the active load states show coupling to all the groups associated

with the inverters. The states that have the highest participation for a particular group will

be deemed to have the most influence on the eigenvalues that belong to that particular group.
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The summarised relationships between the eigenvalue groups and the states are as follows. The

eigenvalues in the group labelled ‘A1’ are the low-frequency modes and are most associated

with the droop controllers of the inverters and the dc-voltage controller and the dc-capacitor

of the active load. The eigenvalues in the group labelled ‘A2’ are the mid-frequency modes

and are most associated with with the LCL filter of the active load. The group ‘A3’ are the

high-frequency modes of the active load but are really mid-frequency modes in the microgrid

with active load. This group is associated with the ac-current controller and the filter inductor

of the active load. The group labelled ‘A4’ are the mid-frequency modes of the inverters in the

microgrid and are most associated with the inverter ac-current and ac-voltage controllers. The

group labelled ‘A5’ are the high-frequency modes of the inverters and microgrid and are most

associated with the filter inductor and filter capacitor of the inverters.

By comparing Figure 3.4 and Figure 3.16, it is possible to see the effect that the microgrid

has on the active load. All three groups that are associated with the active load appear in similar

locations on Figure 3.4 and Figure 3.16, but groups ‘A2’ and ‘A3’ have changed slightly. As

already discussed, groups ‘A2’ and ‘A3’ in Figure 3.16 are those associated with the LCL filter

and the ac-current controllers of the active load. Group 3 has become better damped (with the

real part of the eigenvalue changing from approximately (−2, 300 to −1, 750) and group 2 has

become slightly less well damped (−1, 000 to −1, 200).

3.5.2 Effect of the integrator gain of the dc-voltage controller on the low-

frequency modes

Figure 3.18 plots the the low-frequency eigenvalues when the integrator gain of the dc-voltage

controller is increased. Comparing the plot with 3.6, it can be seen that there is no change with

the low-frequency modes when the gain is increased. It is noticed that there is no displacement

of the low-frequency modes that are associated with the droop controller of the inverters. From

this plot, it can be seen that the low-frequency modes of the active load and the low-frequency

modes of the inverters are two distinct groups.
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Figure 3.18: Trace of low-frequency modes as a function of dc-voltage controller integrator gain:
300 ≤ Kiv ≤ 4000

3.5.3 Effect of the integrator gain and proportional gain of the dc-voltage

controller on the modes

Figure 3.19 plots the eigenvalues when the integrator gain and proportional gain of the dc-voltage

controller is increased. The ratio of the integrator gain and proportional gain is maintained at

1
300 . Comparing the plot with 3.7, it can be seen that the dc-controller gains of the active load still

cause the eigenvalues associated with the ac-current controller of the active load to become more

oscillatory. However, this change has the greatest effect on the eigenvalues that are associated

with the ac-current and ac-voltage controllers of the inverters. It is these eigenvalues that have

become more oscillatory and caused the microgrid to become unstable. This plot demonstrates

a link between the dc-controller of the active load and the ac-current and ac-voltage controllers

of the inverters.
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3.5.4 Effect of the integrator gain of the ac-current controller on the high-

frequency modes

Figure 3.20 plots the eigenvalues when the integrator gain of the ac-current controller of the

active load is increased. It can be seen that there is a large interaction between the gain and

the eigenvalues that are associated with the inverters. In some cases this interaction causes the

eigenvalues to become less oscillatory and in other cases this interaction causes the eigenvalues

to become more oscillatory. In all cases the stability of the microgrid is not compromised.
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Figure 3.20: Trace of high-frequency modes as a function of ac-current controller integrator gain:
30, 000 ≤ Kic ≤ 100, 000

3.5.5 Effect of the coupling inductor on the high-frequency modes

Figure 3.21 plots the eigenvalues when the coupling inductor of the active load is increased. It

can be seen that the increase in coupling inductor has a little effect on the eigenvalues associated

with the active load. The increase in coupling inductor has a smaller effect on the eigenvalues

associated with the inverters. It is concluded that the stability of the microgrid with an active

load is not sensitive to an increase in the coupling inductance Lc.

3.5.6 Effect of the dc-load on the low-frequency modes

Figure 3.22 plots the low-frequency eigenvalues when the dc-load of the active load is increased

(the resistance of the load is decreased). It can be seen that the change of load has no noticeable
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Figure 3.21: Trace of high-frequency modes as a function of the coupling inductor: 0.93mH ≤
Lc ≤ 2.35mH

effect on the low-frequency eigenvalues. In this case, changing the load that the active load

presents to the microgrid does not affect the stability of the microgrid. Therefore, in the exper-

imental set-up the choice of active load resistance is not an important parameter to consider.

3.5.7 Effect of the droop gain on the low-frequency modes

Figure 3.23 plots the low-frequency eigenvalues when the droop gain of the inverters is increased.

It can be seen from this plot that increasing the droop gains causes the microgrid to become

unstable. However, only the eigenvalues that are associated with the inverters have become more

oscillatory. The eigenvalues that are associated with the dc-voltage controller and dc-capacitor

of the active load have not changed. This confirms that the microgrid is most sensitive to the

gains of the droop controllers, however the stability of the active load is not sensitive to the
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Figure 3.22: Trace of low-frequency modes as a function of the dc-load: 67Ω ≥ Rload ≥ 10Ω

gains of the droop controller. It can also be seen that there is no link between the low-frequency

modes of the active load and the low-frequency modes of the microgrid. These two low frequency

modes can be designed independently.

3.6 Analysis of the Active Load Connected to Node 3 in the

Microgrid

In Section 3.5, the active load was connected to node 1 and the resistive load was connected to

node 3 of the microgrid. In this section, the loads have been swapped such that the active load

is connected to node 3 and the resistive load is connected to node 1. The circuit diagram used

for this section is presented in Figure 3.24.
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Figure 3.23: Trace of low-frequency modes as a function of the inverter droop gain: 9.4×10−3 ≤
mp ≤ 3.14× 10−4

The same modeling procedure that was used in Section 3.5 is used in this section which

is defined in Section 3.4. This section is included with the aim of comparing if placing the active

load in a different position within the microgrid has an effect on the small-signal stability of the

microgrid.

3.6.1 Participation analysis of the active load in the microgrid

The same analysis as in Section 3.5 is applied and the eigenvalue plots and participation analysis

are shown in Figure 3.25 and Figure 3.26 respectively.

Comparing the eigenvalue groups in Figure 3.16 and Figure 3.25 will provide information

as to how the stability of the microgrid has changed when the active load was changed from
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Table 3.8: Properties of the microgrid with an active load connected to node 3

Inverter Source Circuit

Parameter Value Parameter Value

Lf 1.35 mH rf 0.1 Ω

Lc 0.93 mH rc 0.03 Ω

Cf 50 µH Cdc 680 µF

Inverter Source Controller

Parameter Value Parameter Value

Pmax 10,000 W Qmax 6,000 VAr

Fdroop 0.003 Vdroop 0.02

mp 9.4×10−5 nq 0.0013

ωc 31.4159 rad/s ωn 314.15 rad/s

Vn [381 0] Fv 0.75

Kpv 0.5 Kpc 10.5

Kiv 390 Kic 16,000

Active Load Circuit

Parameter Value Parameter Value

Lf 2.3 mH rf 0.1 Ω

Lc 0.93 mH rc 0.03 Ω

Cf 8.8 µH Cdc 2040 µF

Rload 72.058 Ω

Active Load Controller

Parameter Value Parameter Value

Kpv 0.5 Kpc 15

Kiv 150 Kic 30,000

Line and Load Circuit

Parameter Value Parameter Value

Lline [0.35, 1.85] mH rline [0.23, 0.35] Ω

Lload 10 nH rload 21 Ω

node 1 to node 3. Both figures have five distinct groups and the five group are in similar

locations. Upon closer inspection groups in Figure 3.25 have moved marginally to the right and

the microgrid is marginally more oscillatory. This has indicated that connecting the active load

to node 3 has caused this slight decrease in stability. In the microgrid, node three is connected

to the end of Line 2 of which Line 2 is slightly longer than Line 1. By placing the active load at

the end of a longer line a slight decrease in stability has been observed.
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Figure 3.24: Circuit diagram of the active load connected to node 3 of the microgrid
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Table 3.9: Steady-state values of the microgrid with an active load connected to node 3

Inverter Source Steady State Voltages

Parameter Value Parameter Value

Vgd [380.32, 381.64, 380.35] V Vgq [-1.3045, -1.3756, -1.3420] V

Vcd [380.74, 381.81, 380.36] V Vcq [0, 0, 0] V

Vid [378.68, 378.79, 378.64] V Viq [28.163, 28.379, 28.086] V

Inverter Source Steady State Current

Parameter Value Parameter Value

Igd [12.158, 12.124, 12.169] A Igq [-0.5362, 1.6748, -1.3234] A

Ild [12.162, 12.128, 12.174] A Ilq [5.321, 7.549, 4.528] A

Inverter Source Steady State Power and Frequency

Parameter Value Parameter Value

P [4629.0, 4629.0, 4628.9] W Q [204.14, -639.45, 503.37] V Ar

f [49.931, 49.931, 49.931] Hz

Inverter Source Reference Frame Transformation

Parameter Value Parameter Value

VgD [380.32, 381.63, 380.34] V VgQ [-1.3045, -1.3678, -1.3411] V

IgD [12.158, 12.133, 12.168] A IgQ [-0.5362, 1.6652, -1.3225] A

δ0 [0, -0.0057, -6.5001×10−4] rad

Active Load Steady State Voltages

Parameter Value Parameter Value

Vgd 380.35 V Vgq -0.0036 V

Vcd 380.23 V Vcq -5.3530 V

Vid 377.51 V Viq -3.5036 V

Vdc 700 Vdc

Active Load Steady State Current

Parameter Value Parameter Value

Igd 18.327 A Igq 0.0197 A

Ild 18.322 A Ilq -1.000 A

Idc 9.7143 A

Active Load Steady State Power and Frequency

Parameter Value Parameter Value

P 6968.1 W Q 105.50 V Ar

f 49.931 Hz

Active Load Reference Frame Transformation

Parameter Value Parameter Value

VgD 379.84 V VgQ -0.0038 V

IgD 18.3017 A IgQ 0.0207 A

δ0 0.0515 rad

Line and Load Steady State Current

Parameter Value Parameter Value

IlineD [-5.9525, 6.1675] A IlineQ [-0.4741, 1.2270] A

IloadD 18.1104 A IloadQ -0.0621 A
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Figure 3.26: Participation values of the states for the five eigenvalue groups
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The participation plot when the active load is connected to node 1 in Figure 3.17 and

when connected to node 3 in Figure 3.26 share similar characteristics. In both Figure 3.17

and Figure 3.26 the group ‘A1’ has high participation for the droop controllers of the inverters

(states 1–3, 14–16 and 27–29), group ‘A2’ has high participation for the filter capacitor and

coupling inductor of the active load (states 51–54), group ‘A3’ has high participation for the

ac-current controller and the filter capacitor of the active load (states 47–50), group ‘A4’ has

high participation for the ac-voltage and ac-current controllers of the inverters (states 4–7, 17–

20 and 30–33) and group ‘A5’ has high participation for the LCL filter of the inverters (states

8–11, 18–24 and 34–37). From these similarities, the dynamics of the microgrid has not greatly

changed when the active load was moved to a different location.

However, there are differences with the small participation factors. Group ‘A2’ has small

participation with the coupling inductor of Inverter 1 (states 12–13) in Figure 3.17 and has

small participation with the coupling inductor of Inverter 3 (states 38–39) in Figure 3.26. This

is expected since the active load for the participation analysis in Figure 3.17 is connect to Inverter

1 (states 12–13) and for the participation analysis in Figure 3.26, the active load is connect to

Inverter 3 (states 38–39). The small participation factors have provided information about the

network configuration.

It is noted that the participation of group ‘A2’ in Inverter 1 in Figure 3.17 is lower

then the participation in Inverter 3 in Figure 3.26. From this, the active load has a greater

coupling when connected to node 3 and the dynamics of the active load may greater influence

the dynamics of the inverter.

3.6.2 Effect of the integrator gain of the dc-voltage controller on the low-

frequency modes

Figure 3.27 plots the the low-frequency eigenvalues when the integrator gain of the dc-voltage

controller is increased. Comparing the plot with Figure 3.18, it can be seen that there is no

change in how the two low-frequency modes behave when the gain is increased. From the two

figures, the dc-voltage controller does not affect the dynamics of the droop controllers of the
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Figure 3.27: Trace of low-frequency modes as a function of dc-voltage controller integrator gain:
300 ≤ Kiv ≤ 4000

inverters. If the active load became unstable, it would be expected that the droop controllers

would remain stable.

3.6.3 Effect of the integrator gain and proportional gain of the dc-voltage

controller on the modes

Figure 3.28 plots the eigenvalues when the integrator gain and proportional gain of the dc-voltage

controller is increased. The ratio of the integrator gain and proportional gain is maintained at

1
300 , the nominal design value. Comparing the plot with Figure 3.19, the shapes are very similar

and a similar dynamic response would be expected. However, because the eigenvalues in Figure

3.25 are closer to the real axis than in Figure 3.16, the microgrid experiences instability with a

lower gain when the active load is connected to node 3.
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3.6.4 Effect of the droop gain on the low-frequency modes

Figure 3.23 plots the low-frequency eigenvalues when the droop gain of the inverters is increased.

Comparing the plot with Figure 3.29, no change can be observed. Both plots show that the

low-frequency dynamics of the droop controller are not coupled with the low-frequency dynamics

of the active-load.

3.7 Verification of the active load connected to the microgrid

Experimental tests were conducted in a laboratory in order to verify the low-frequency modes

and verify the result from Figure 3.28. The low-frequency modes of the microgrid are associated
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Figure 3.29: Trace of low-frequency modes as a function of the inverter droop gain: 9.4×10−3 ≤
mp ≤ 3.14× 10−4

with the droop controllers of the inverters and dc-side of the active load as discussed in sections

3.5.1 and 3.6.1. For every test these modes were verified by perturbing the active load and

measuring the resulting oscillation from the droop controller of the inverters and the dc-bus of

the active load. Figure 3.28 was verified by changing the gain of the dc-voltage controller of the

active load and observing instabilities in the microgrid. The aim of the experiment was to verify

the low-frequency modes and Figure 3.28 and 3.19.

If the experimental set-up successfully verifies the low-frequency modes and Figure 3.28,

then it will be conduced that the model of the microgrid and active load are a good model.

Thus other results obtained form this model or other microgrids modelled using the modelling

technique outlined in sections 3.1 and 3.4 will not require experimental verification.

The experimental setup of the active load is discussed in Section 3.3. The operation of
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Test Name Kiv Kpv τ =
Kpv

Kiv

Low Gain 15 0.05 1/300
Nominal Gain 150 0.5 1/300
High Gain 600 2 1/300
Oscillatory Gain 2700 9 1/300

Table 3.10: Gains of dc- bus voltage regulator of the active load

the inverters is discussed in Appendix B.

3.7.1 Experimental test

In each of the four tests conducted, the power consumption of the active load was stepped from

7, 000 W to 9, 000 W and the transient responses of the load’s dc- bus voltage, the inverters’

output powers and the inverter’s capacitor voltage was observed. The gains used, detailed in

Table 3.10, correspond to the nominal gains used in the initial analysis and the extreme of

the gain range used in Figure 3.18. The purpose of the experimental work is to validate the

relationship between the active load and the damping of the microgrid modes that were found

from the participation analysis.

3.7.2 Transient response with low, nominal and high gain

In these experiments, the low-frequency modes of the microgrid observed in the time domain

are compared to the eigenvalue plot. In Figures 3.30(a), 3.31(a) and 3.32(a) two modes are

identified. The modes with a frequency of 10.0 Hz, 32.1 Hz, 66.2 Hz respectively and a damping

factor of 0.208, 0.351, 0.688 respectively are associated with the dc voltage controller and dc

capacitor of the active load for the different gains used in the three experiments. The mode with

a frequency of 4.13 Hz and a damping factor of 0.533 is associated with the droop controllers

of the inverters. This does not change when the gains of the dc voltage controller for the active

load are changed in the three experiments; low gain, nominal gain and high gain.

Figures 3.30(b), 3.31(b) and 3.32(b) shows that when the load is stepped, the dc voltage

oscillates with a frequency of 7 Hz, 30.3 Hz, 66.2 Hz respectively and have a damping factor

of 0.377, 0.250, 0.224 respectively. The envelope of the damping factor is shown by the black
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long-dashed line. The experimental damping factor in all three experiments differs slightly than

what the model predicts. The frequency observed is in reasonable agreement with the model.

Figures 3.30(c), 3.31(c) and 3.32(c) shows that the three inverters, which have identical

droop settings, share the increased power equally when the new steady state is established.

The initial increase in power is all taken by Inverter 3, which is electrically closest to the

load where the power step occurred. The transient of the power output from Inverter 3 has a

frequency of 7.14 Hz, 3.33 Hz, 3.17 Hz respectively and has a damping factor of 0.377, 0.500,

0.359 respectively. The damping factor envelope is shown by the black long-dashed line. The

observed frequency and damping factor are in reasonable agreement with the model.

It is noted that the power output frequency of Inverter 3 in Figure 3.30(c) is greater

than Figure 3.31(c) and Figure 3.32(c). This is because the inverter electrically closest to the

load change will supply the current at the same rate-of-change that it is being drawn at. All

three inverters will adjust their power output and converge to the new steady-state output at

the nominal frequency of the droop. Within the droop controller there is a low pass filter. Any

fast changing current from the inverter electrically closest to the load change will not propagate

through the filter and not be seen in the power output. However, any current changing at a rate

close to or slower than the power filter bandwidth will be able to propagate through the filter.

Figure 3.30(d), 3.31(d) and 3.32(d) shows the d-axis capacitor voltage of Inverter 3. The

power step of the active load change has not caused a noticeable transient in the voltage trace.

This figure confirms stable operation of the microgrid for the different active load gains when

the active load is perturbed.
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Figure 3.30: Experimental results with low gain
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Figure 3.31: Experimental results with nominal gain
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(d) Capacitor voltage of inverter sources

Figure 3.32: Experimental results with high gain
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3.7.3 Transient response with oscillatory gain

The participation analysis of the microgrid with a high gain in the dc-voltage controller of

the active load, showed a link between the active load dc-voltage controller and the inverters’

voltage controller. The eigenvalue sweep showed that the eigenvalues, originally associated with

the voltage controller of the inverter, becoming unstable and also showed the low frequency

eigenvalues remaining stable.

In Figure 3.33(a) two modes are identified. The mode with a frequency of 55.1 Hz and a

damping factor of 1 is associated with the dc- voltage controller and dc- capacitor of the active

load. The mode with a frequency of 4.13 Hz and a damping factor of 0.688 is associated with

the droop controllers of the inverters.

Figure 3.33(b) shows the dc-voltage of the active load. The dc-voltage is more oscillatory

than at low, nominal or high gains. At the instant of load change, the low frequency transient is

not present. However, no obvious transient in this voltage is present when the load is stepped.

This absence is explained by the change in position of eigenvalue with a frequency of 55.1 Hz in

Figure 3.33(a) which is seen to oscillate with a damping ratio of 1.

Figure 3.33(c) shows the power output of the inverters. The droop controllers have

remained stable with a damped response at a frequency of 3.1 Hz. This is a very slight change

from the output of the droop controllers in the nominal gain case. The eigenvalue plot in Figure

3.28 showed the low frequency modes, associated with the droop controllers, to be unaffected

by the gain change.

Figure 3.33(d) shows the capacitor voltage of the inverters. The gains in the inverter have

not altered, yet the voltage in this figure sub-plot are non-sinusoidal. An example of a sinusoidal

voltage is in Figure 3.32(d). Increasing the gain in the dc- voltage controller of the load has

caused the microgrid voltage to experience instabilities. This experimental test confirms the link

seen in the eigenvalue trace in Figure 3.28, where the mid-frequency modes of the inverters move

towards the right-hand side of the eigenvalue plot and cause the microgrid to become unstable

and yet the low-frequency modes have remained stable.
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Figure 3.33: Experimental results with oscillatory gain



156 Chapter 3. Modelling of Active Loads in Microgrids

3.8 Conclusion

This chapter has presented a dynamic model of an active load which was linearised around

an operating point and modelled using state-space equations. The eigenvalues of the state-

space equations were calculated and participation analysis was performed to understand how

the eigenvalues are linked to the states of the model. Results from the active load model have

shown that the low-frequency modes are linked to the dc-voltage controller and dc-capacitor,

the mid-frequency modes are linked to the coupling inductor and filter capacitor and the high

frequency modes are linked to the ac-current controller and filter inductor. By increasing the

gain of the dc-voltage controller, the active load experiences instabilities. The stability of the

active load is most sensitive to the dc-voltage controller.

The dynamic model of the active load was integrated into the microgrid and the process

was documented in this chapter. Two circuits of the microgrid were investigated where the

active load was connected to node 1 and node 3. In each circuit, the eigenvalues of the linearised

model were calculated and participation analysis was performed. Results showed that the low

frequency modes of the active load and the inverters were in the same frequency range. All other

inverter and active load eigenvalue groups did not share the same frequency and their eigenvalue

groups were separate.

Participation analysis revealed that the low frequency modes of the inverter and active

load did not interact with each other although they were in the same frequency range. However,

the participation analysis did reveal an interaction between the low frequency modes of the active

load and the mid frequency modes of the inverter. When the gain of the dc-voltage controller of

the active load was increased, the modes associated with the voltage controller of the inverters

became unstable. Therefore when assessing the interactions between loads and inverters, it is

important to consider all control dynamics.

The interactions revealed from the participation analysis was tested using an experimen-

tal set-up. The gain of the dc-voltage controller of the active load was increased and the export

power and capacitor voltage were observed. In the experiment when the gain of the dc-voltage

controller of the active load is near the stability limit, the voltage controlled by the inverters
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showed instability and the power oscillations, which are controlled by the inverter droop con-

trollers, remained stable. Therefore this experimental result has supported the analysis from

the participation analysis.
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Chapter 4

Resetting of Inverter Limiting

The work in this chapter has been published in one conference proceeding and one journal

proceeding. Specifically, sections 4.2 – 4.5 are published in [122] and Section 4.6 is published in

[123].

In this chapter, methods of current limiting and current resting are explored for inverters

that employ closed-loop cascaded control loops. All proposed methods are experimentally tested

using a low-impedance to emulate a fault at the terminals of the inverter. The advantages and

disadvantages of each method are discussed. Some proposed methods fail to correctly return

back to normal operation once the fault has cleared. The methods that fail either cause the

inverter to latch-up or the output of the controllers to wind-up. Reasons for this are presented

within the relevant section.

All work was undertaken experimentally and no simulation results are presented. The

inverters in this chapter were all designed to supply four-wire systems where there may be a

requirement to supply unbalance loads. For this reason the controllers used all operation in the

‘ABC’ reference frame using (PR) control.

The chapter concludes with a generalised method for how to design a fault limit controller

within inverters that use cascaded control structures.
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4.1 Calculating RMS

In the subsequent sections, the limit and reset design requires the RMS to be calculated. This

work uses a simple RMS calculation where the time series signal, as shown in Equation (4.1), is

multiplied by itself which squares the signal as shown in Equation (4.2).

f (t) = A sin (ωt+ θ) (4.1)

f (t)× f (t) = A sin (ωt+ θ)×A sin (ωt+ θ) (4.2)

Using the sine product identity, Equation (4.2) is expanded to Equation (4.3) which is

then simplified to Equation (4.6) by using the steps shown in Equation (4.4) and Equation (4.5).

f (t)2 = A×A× cos ((ωt+ θ)− (ωt+ θ))− cos ((ωt+ θ) + (ωt+ θ))

2
(4.3)

f (t)2 = A2 × cos (0)− cos (2ωt+ 2θ)

2
(4.4)

f (t)2 = A2 × 1− cos (2ωt+ 2θ)

2
(4.5)

f (t)2 =
A2

2
− A2 cos (2ωt+ 2θ)

2
(4.6)

Equation (4.6) contains a dc- term and a term which is twice the frequency of the original

frequency. If the dc term is square-rooted, then the equation becomes the RMS of Equation

(4.1).

In the inverter controller, the signal is passed through a low-pass-filter (LPF) to separate

the dc term from the 2ωt term. For the ideal case, the LPF signal will only be equal to the

dc-term as shown in Equation (4.7).
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u2 uLPF RMSf(t)

Figure 4.1: Implementation of Equation (4.8) for the RMS block used in the inverter controllers.

LPF
(

f (t)2
)

= LPF

(
A2

2
− A2 cos (2ωt+ 2θ)

2

)

=
A2

2
(4.7)

By applying a square root function to the output of the LPF, the RMS of the input signal

is calculated. Equation (4.8) shows the RMS output equation.

√

LPF
(

f (t)2
)

=
A2

2
=

A√
2

(4.8)

The implementation of Equation (4.8) inside the RMS block used in the inverter controller

is shown in Figure 4.1.

4.2 Current Limiting During Fault Ride-through

Typically, inverter control designs use a cascaded structure to control current, voltage or power.

The controller used within this study comprises of two control loops, as shown in Figure 4.2.

The inner control loop is designed to control the current through the inductor between the

switching-bridge and the filter capacitor. It has the highest bandwidth and is there to provide

good power quality and to enable explicit limiting of the export current from the inverter. The

outer control loop is designed to control the voltage across the capacitor. The references to the

outer control loop may be fixed set-points or be varied by P/f and Q/V droop functions or a

remote dispatcher. Figures 4.3 and 4.4 detail the inner current and output voltage controller

respectively.

The outputs of the inner and outer control loops need to be constrained to ensure that

the inverter does not operate outside of the circuits physical limits. The output of the inner

controller is the voltage reference for the switching-bridge. This is limited by the modulation
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Figure 4.2: Control of the inverter source used in all studies presented in this paper. The
controller has multiple control loops, of which both are closed-loop. The inverter used is operated
in island and does not require a PLL. One of three phases and neutral is shown.

limit of the switching-bridge and the dc-bus voltage. The output of the outer voltage controller

is the current reference for the inner current controller. The current reference is limited by the

current rating of the semiconductors within the switching-bridge.

It is expected that when a low impedance fault is applied to the network, inverter output

voltage will reduce. The outer voltage controller will increase the current reference to the inner

controller in an attempt to maintain the system voltage. The increase in current reference

will be above the maximum current allowed for the inverter and so a current limit should

activate. When the fault clears, the network impedance seen by the inverter will rise suddenly

and the voltage controllers will start reducing the current reference. There may be a short time-

delay before the current limit of the inverter is removed and a delay in the current controllers

changing the current to its new, lower reference. During this period, the voltage command of

the inverter can become large (because a higher than normal current is being injected into a

normal network impedance). The inverter will voltage limit naturally because of the limited dc

link voltage but it is advisable to apply a limit to the command to the inverter to exercise the

limit in a particular way. Three aspects of control system operation during fault ride through

are of interest: the period immediately after the fault (known to power system engineers as

the sub-transient period) during which the fault current should be brought under control; the

steady-state fault response during which well defined sinusoidal fault currents are desired to

flow that will allow the protection system to operate and the fault recovery period in which

the current should rapidly return to normal levels and the voltage controllers to rapidly regain

normal control over the inverter voltages.
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Figure 4.3: Schematic of the current controller which is indicated by the dotted-box called
‘current controller’ in Figure 4.2. The current controller is a non-ideal PR controller with
tracking integration anti-wind-up. The anti-wind-up is designed to compensate the integrator
when the limiter algorithm limits the output of the controller. The voltage limit design is
dependent on the case being investigated. The reset signal of the voltage limiter is not shown
because it depends on the design of the limiting strategy.

An experimental test system was built around a TriPhase 10 kVA inverter with a control

structure of Figure 4.2 and parameters of Table 4.1. The limiters and anti-wind-up were added

to the controller. The inverter was connected to two resistive loads rated at 3 kW each. A 63

A contactor and a 1.2 Ω impedance were arranged to close across one load to present a low

impedance fault and a second 63 A contactor was arranged in series with the load to clear the

fault. The second load remained connected during and after the fault. A National Instruments

Compact Rio was used to control the fault which was initiated 1 s into the test and cleared at

2 s.

Results of the experiments are discussed in the subsections to follow. In each experimental

plot figure, the left-hand plot shows fault inception with the controller entering current limit

mode and exporting a fault current. The right-hand plot in each figure shows the controller

returning from current limit mode to normal operation once the fault has been cleared.
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Figure 4.4: Schematic of the voltage controller which is indicated by the dotted-box called
‘voltage controller’ in Figure 4.2. The voltage controller is a non-ideal PR controller with
tracking integration anti-wind-up. The anti-wind-up is designed to compensate the integrator
when the limiter algorithm limits the output of the controller. The current limit design is
dependent on the case being investigated. The reset signal of the current limiter is not shown
because it depends on the design of the limiting strategy.

ref sat

Figure 4.5: Schematic of instantaneous limit used in the current and voltage limits. Each phase
is limited independently.

4.3 Instantaneous saturation limits – Case 1

Instantaneous saturation limits, as shown in Figure 4.5, were built using saturation blocks in

Simulink and are only active when the reference signal is above the limit.

Examining the capacitor voltage and grid current in Figure 4.6, it can be seen that

during the fault, the capacitor voltage and grid currents were distorted. The crest of the current

reference was over the saturation block threshold and was subsequently limited. This caused

the crest to became flat and the limited current reference to resemble a square wave.

Once the fault had been cleared, within five cycles the controller is supplying a regulated

voltage to the load. Evidence of this can be seen in all three of the right-hand plots of Figure

4.6. The current-limit signal and voltage-limit signals return to false at 3.045 and 3.066 seconds
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Table 4.1: Properties of the inverter source

Inverter Circuit

Parameter Value Parameter Value

Lf 1.35 mH rf 0.1 Ω

Lc 0.35 mH rc 0.03 Ω

Ln 0.45 mH rn 0.1 Ω

Cf 50 µF

Voltage Controller

Parameter Value Parameter Value

Kpv 0.05 ωcv 2π0.1 rad/s

Kiv 46.8 ωrv 2π50 rad/s

Ktv 1.5

Current Controller

Parameter Value Parameter Value

Kpc 5 ωcc 2π0.1 rad/s

Kic 4,000 ωrc 2π50 rad/s

Ktc 0.1 Fc 0.5

Maximum Operating Conditions

Parameter Value Parameter Value

Phase Current
Limit

30 Arms Phase Voltage
Limit

229 Vrms

Nominal Operating Conditions

Parameter Value Parameter Value

Nominal Phase
Voltage

220 Vrms Nominal Fre-
quency

50 Hz

retrospectively and the error signal in the voltage controller, shown by the blue line in Figure

4.6 returns back to zero at 3.112 seconds. As expected and explained in Section 4.2, there is an

over voltage which causes the voltage limiter to trigger after the fault had been cleared. The

voltage limiter was triggered at 3 seconds until 3.066 seconds.

The advantage of using instantaneous saturation limiting is that it is simple, easy to

implement and not computational intensive. The main disadvantage is that the fault current

is distorted. Another disadvantage is that it is not possible to supply a lower or higher fault

current once the current limiter has been triggered. For example, in a fault constrained network

it may be necessary for the inverters to limit the output at 1 pu current but supply 0.5 pu of
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fault current. Or in a network where the fault level is low, it may be necessary to limit at 1 pu

current but supply 2 pu of fault current.
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Figure 4.6: Experimental results of case 1 (instantaneous) for when the fault is applied at t
= 2s. Plots show the state of the limiting circuits, the error in the controllers, the capacitor
voltage and the grid current.
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Figure 4.7: Experimental results of case 1 (instantaneous) for when the fault clears at t = 3s.
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Figure 4.8: Schematic of Current-Trip Current-Reset limit used in the current limit. Each phase
is limited independently.

4.4 Current-Trip and Current-Reset (CTCR) Current Limiter

– Case 2

The previous section demonstrated that using instantaneous limits allowed the inverter to trip

when the fault current demand was greater than the physical limit of the inverter and for the

inverter to return from fault to normal control when the fault had been cleared. However, during

the fault the current were very distorted. This would not be allowed to operate in a DNO’s

network. To provide a less distorted fault current, a current latch limit will be used.

The current latch-limit will trip when the RMS value of the current reference signal from

the output of the voltage controller increases above the phase current limit defined in Table 4.1.

The limiter will reset when the RMS value of the current reference signal from the output of the

voltage controller decreases below 90% of the phase current limit. The operation of the RMS

block is explained in Section 4.1.

To begin with, the voltage limit will remain the same as the previous test and an instan-

taneous voltage limit will be used.

4.4.1 Instantaneous Voltage limiter – Case 2a

When the system voltage was above the limit threshold, as seen in the voltage limit signal in

Figure 4.9, the output voltage from the inverter became distorted due to the instantaneous limit

clipping of the crest of the PWM reference RMS voltage. The distortion can be seen in the

capacitor-voltage plot of Figure 4.9.



170 Chapter 4. Resetting of Inverter Limiting

It can be seen from the right-hand-plots of Figure 4.9 that the current limiter never

reset after the fault had been cleared. This is because the output of the voltage controller

(input to the current limiter) remained greater than the reset threshold of the current limiter.

An explanation for this is that the feedback from the tracking integration kept the output of

the integrator, within the voltage controller, above the current limit threshold. This feedback

prevents the limiter from resetting and thus the current-limiter has experienced latch-up. For

the inverter to supply the fault current across the non-fault load, the inverter would need to

increase the output voltage to beyond the voltage limit. For this reason the output of the current

controller (input to the voltage limiter) was limited.

Neither the current controller or the voltage controller regain control (error returns to

zero in the right-hand side of Figure 4.9) of the inverter once the fault had been cleared.
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Figure 4.9: Case 2a Trip: Current-trip, current-reset current limit and instantaneous voltage
limit
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Figure 4.10: Case 2a Reset: Current-trip, current-reset current limit and instantaneous voltage
limit
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Figure 4.11: Schematic of Voltage-Trip Current-Reset limit used in the voltage limit. Each
phase is limited independently.

4.4.2 Voltage-trip and current-reset (VTCR) Voltage limiter – Case 2b

In the previous case, the current limit failed to reset and the inverter continued to supply fault

current once the fault had been cleared. Consequently, the capacitor voltage became distorted

because the inverter was being limited by the instantaneous voltage limit. To improve the voltage

distortion of the inverter once the fault has been cleared, the voltage limit will be changed to a

voltage-trip and current-reset limit as shown in Figure 4.11.

The voltage limit will trip when the RMS value of the PWM voltage reference signal from

the output of the current controller increases above the phase voltage limit as defined in Table

4.1. This will produce an undistorted voltage and thus improving the power quality compared

to the instantaneous voltage limit. The voltage limit will reset using the same signal as the

current limiter. Resetting the voltage controller at the same time as the current controller will

prevent the situation where the output of the current controller is in limit and the output of

the voltage controller is not in limit. This situation may cause wind-up of the voltage controller

because the integrator of the voltage controller will no longer be protected by the anti-wind-up

feedback provided when there is a difference between the output of the voltage controller and

the output of the current limit.

In Figure 4.12 after the fault had been cleared, as with case 2a, the current limiter did

not reset. The explanation for this is identical to case 2a. The feedback from the tracking anti-

wind-up is preventing the current limiter from resetting and the current limiter has latched-up.

Since the output of the voltage controller (input to the current limiter) remained high,

the current reset was never activated and the voltage limit was inhibited from resetting. If

the voltage limiter were to be reset from the measurement of output current, then in this case
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the voltage limiter would have reset. However, the inverter is physically limited by the dc bus

voltage and the output would be similar to when the PWM voltage reference was limited by

an instantaneous saturation limit. Also, since the tracking integration for the current controller

would no longer be active, the current controller may experience wind-up.
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Figure 4.12: Case 2b Trip: Current-trip, current-reset current limit and voltage-trip, current-
reset voltage limit
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Figure 4.13: Case 2b Reset: Current-trip, current-reset current limit and voltage-trip, current-
reset voltage limit
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Figure 4.14: Schematic of Voltage-Trip Voltage-Reset limit used in the voltage limit. Each phase
is limited independently.

4.4.3 Voltage-trip and voltage-reset (VTVR) Voltage limiter – Case 2c

Since the current limiter was not reset with either an instantaneous voltage limit or a VTCR

voltage limit, it is unlikely that changing the design of the voltage limit will work. This test

was conducted to determine if this change would have any impact on the current limiter. The

design of the voltage limiter was changed such that it reset from the RMS value of the PWM

voltage reference signal from the output of the current controller when the RMS value increases

above the phase voltage limit as defined in Table 4.1 as shown in Figure 4.14. No hysteresis was

added to the voltage limit because the limit is only 9 Vrms above the nominal nominal voltage

of 220 Vrms.

As expected this case did not reset once the fault had cleared. For the same reason as

the previous two cases (cases 2a and 2b) with a current-trip and current-reset current-limiter,

the tracking integration inhibited the limiter from resetting. Since the current limiter did not

reset, the reference to the current controller was much higher and this caused the output of the

current controller, the PWM voltage reference, to remain high and prevent the voltage limiter

from resetting.



178 Chapter 4. Resetting of Inverter Limiting

1.95 2 2.05 2.1 2.15 2.2
−400

−200

0

200

400
Capacitor Voltage of Inverter

V
o
lt
a
g
e
 <

V
>

1.95 2 2.05 2.1 2.15 2.2
−100

0

100
Output Current of Inverter

C
u
rr

e
n
t 

<
A

>

1.95 2 2.05 2.1 2.15 2.2

0

0.5

1

Current Limit Activated

L
im

it
 V

a
lu

e
O

n
 (

1
) 

/ 
O

ff
 (

0
)

1.95 2 2.05 2.1 2.15 2.2

0

0.5

1

Voltage Limit Activated

L
im

it
 V

a
lu

e
O

n
 (

1
) 

/ 
O

ff
 (

0
)

1.95 2 2.05 2.1 2.15 2.2

0

100

200

Controller Error RMS of Phase A
(Blue soild line = voltage, red dotted line = current)

E
rr

o
r

Experiment Time <s>

Figure 4.15: Case 2c Trip: Current-trip, current-reset current limit and voltage-trip, voltage-
reset voltage limit
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Figure 4.16: Case 2c Reset: Current-trip, current-reset current limit and voltage-trip, voltage-
reset voltage limit
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4.4.4 Current-trip and current-reset (CTCR) conclusion

In all cases, the current limiter experienced latch-up because the output of the voltage controller

was kept high from the feedback of the tracking integration anti-wind-up. The design of the

voltage limit did not assist the reset of the current limit.

A possible solution to allow the current limiter to reset would be to increase the gain

of the tracking integration. This would decrease the output of the integrator and allow the

reduction of the error signal once the fault had been cleared to lower the output of the voltage

controller (current reference) to a level that is below the reset threshold of the limiter. However,

an increase in gain may cause the integrator to become unstable.

Another possible solution to allow the current limiter to reset could be to change the anti-

wind-up strategy and use conditional integration. However, if the output of the proportional

gain was much lower than the threshold of the limit for both during and after the fault, then the

current limiter would reset once the output of the integration had been forced to zero. Next the

current output of the inverter would increase, because of the fault impedance, until the limiter

was activated again. This limit oscillation would continue until the fault had been cleared.

When the outer controller uses integrators within the design, this set of experiments has

shown that the limiter to the output of the outer controller should not be reset from the output

of the outer controller. This then allows for the limiter to successfully reset once the fault has

cleared and that either tracking integration or conditional integration could be used for the

anti-wind-up strategy of the outer controller.

4.5 Current-Trip and Voltage-Reset (CTVR) Current Limiter

– Case 3

As in the cases 2a – 2c that use a current-trip and current-reset current-limit, the fault current,

as seen in Figure 4.9 – 4.15, was not distorted. From this it is clear that the design is a good

limiting strategy. However, the limit never reset and a new reset strategy must be designed.
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Figure 4.17: Schematic of Current-Trip Voltage-Reset limit used in the current limit. Each
phase is limited independently.

Once the fault has been cleared, the voltage will increase if the inverter continues to

supply fault current. Therefore when the voltage rises after the current limit has been activated,

it would be a reasonable to assume that the fault has been cleared and the inverter should return

from current-limit to normal-operation. To comply with this logic, the current-limiter in cases

3a – 3c will be tripped when the output of the voltage controller (current reference) is above a

pre-defined threshold and will be reset when the measured capacitor voltage has increased above

a pre-defined threshold, as shown in Figure 4.17.

As in the case of the Current-Trip Current-Reset limiter, the Current-Trip Voltage-Reset

limiter will trip when the RMS value of the current reference signal from the output of the

voltage controller increases above the phase current limit defined in Table 4.1. The Current-

Trip Voltage-Reset limiter will reset when the measured RMS value of the filter capacitor voltage

is above the nominal phase voltage, as defined in Table 4.1.

The Current-Trip Current-Reset limiter will be first tested with instantaneous voltage

limits.

4.5.1 Instantaneous Voltage limiter (Case 3a)

As expected, the instantaneous limit at the output of the current-controller triggered because

there was a small time between the current limit resetting and the controllers returning to

steady-state. This event is seen in the right hand plot of Figure 4.18. There was no latch-up

or wind-up and the controller operated correctly once the fault had been cleared shown by the

controller error signal returning to zero. However, the transition time for the voltage controller

to re-establish an undistorted voltage was 6 cycles as seen in the capacitor-voltage of Figure
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4.18. This is caused by the output of the voltage controller having to decrease from the tracking

integration anti-wind-up. A reduction in time from the fault clearing to the controller returning

to steady-state could be achieved by resetting the integrator in the voltage controller once the

current limit reset is operated, or by using condition integration anti-wind-up instead of tracking

integration anti-wind-up.
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Figure 4.18: Case 3a Trip: Current-trip, voltage-reset current limit and instantaneous voltage
limit
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Figure 4.19: Case 3a Reset: Current-trip, voltage-reset current limit and instantaneous voltage
limit
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4.5.2 Voltage-trip and current-reset (VTCR) Voltage limiter (Case 3b)

Once the voltage limit is triggered, it does not reset as seen in the voltage limit signal of Figure

4.20. After the current limit reset, the voltage controller wound-up because the output of the

current controller was being held by the voltage limit as seen in the limit signals of Figure

4.20. The wind-up of the voltage controller causes the input to the current controller to increase

which is seen by the increasing current-error plot in Figure 4.20. Since the limiter is deactivated,

the output of the limiter is equal to the input to the limiter (output of the voltage controller).

This did not happen when the voltage limiter used was of the instantaneous saturation limit

design. An explanation is because the voltage limiter only clipped the output and did not hold

the output constant. This allowed the controller to regain ‘control’ of the inverter. A positive

comment is that the transient of the current and voltage of the inverter once the fault had cleared

in Figure 4.20 was less-distorted than when the voltage limiter was using saturation limits as in

case 3a and seen in Figure 4.18.
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Figure 4.20: Case 3b Trip: Current-trip, voltage-reset current limit and current-trip, voltage-
reset voltage limit
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Figure 4.21: Case 3b Reset: Current-trip, voltage-reset current limit and current-trip, voltage-
reset voltage limit



188 Chapter 4. Resetting of Inverter Limiting

4.5.3 Voltage-trip and voltage-reset (VTVR) Voltage limiter (Case 3c)

As with the previous case, this case presented in Figure 4.22 does not distort the capacitor

voltage after the fault had cleared. However, the strategy failed for the same reason as case

3b. Again, when the current limiter was reset, the output of the voltage controller experienced

wind-up as shown by the increasing current-error signal in the right-hand plot of Figure 4.22.
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Figure 4.22: Case 3c Trip: Current-trip, voltage-reset current limit and voltage-trip, voltage-
reset voltage limit
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Figure 4.23: Case 3c Reset: Current-trip, voltage-reset current limit and voltage-trip, voltage-
reset voltage limit
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4.5.4 Current-trip and voltage-reset (CTVR) conclusion

When the output of the current-controller (limited by the voltage limit) used instantaneous

saturation limiting, the controller successfully returned to normal operation after the fault had

cleared as shown by the right-hand side plots in Figure 4.18. Cases 3b and 3c both failed because

the output of the current-controller (voltage limit) remained in limit-mode when the output of

the voltage-controller had reset. Therefore, it is concluded that the voltage-limiter should not

be designed to latch and a saturation limit with anti-wind-up should be used.

In all current-trip and voltage-reset current limit, cases 3a – 3c, the current during the

fault has low distortion and the current limiter reset after the fault had been cleared. To ensure

the current limit resets correctly when the outer controller (voltage controller) uses an integrator,

the reset signal for the current limiter should not be the output of the voltage-controller to ensure

that the limiter correctly resets after the fault has cleared.

4.6 Impedance Current Limiter – Case 4

As with Cases 2 and 3, a latch limiter is used, however the set and reset signal are based

on the ratio of the measured voltage and current (impedance). The limiter is operated when

the impedance, calculated from the capacitor voltage and output current, decreases below the

over-current or fault thresholds. When the limiter has detected a fault, the fault current will

be exported. If the fault is not cleared within a pre-determined period of time, the limiter will

revert to over-current mode in which, generally, a lower magnitude current than the fault current

is allowed but for a longer period. A fault current will only be exported again if the limiter has

detected that the network has returned to normal operation. As soon as the network returns

to normal operation, the limiter will reset. The diagram for the limiter is shown in Figure 4.24

and the settings of the limiter are in Table 4.2.

An experimental test system was built around a TriPhase 10 kVA inverter with the

control structure of Figure 4.24 and parameters of Table 4.2. The TriPhase inverters use a data

acquisition system that provide voltage and current measurements for plotting in Matlab. The
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Figure 4.24: Schematic of the impedance limit used in the current limit. Each phase is limited
independently.

Table 4.2: Impedance Limiter Values

Parameter Value Parameter Value

Z limit
oc 220/15 =

14.67 Ω
ilimit
oc 15 A

Zreset
oc 220/13.5 =

16.30 Ω
f limit
oc 30 A

Z limit
f 220/30 =

7.33 Ω
Time out 2 s

Zreset
f 220/27 =

8.15 Ω

inverter was connected to two resistive loads that are each able to provide a load between 168

Ω and 16.8 Ω.

To verify the operation of the inverter controller for both overloads and faults, three

experiments are presented in this paper. The first experiment decreases the load resistance in

regular intervals from 84 Ω to 8.4 Ω. The second experiment places a 1.2 Ω fault across all

phases of the load for 1 s. The third experiment places a 1.2 Ω single-phase fault across phase

c of the load for 1 s.

4.6.1 Gradual increase of load experiment

The inverter was connected to a resistive load where the resistance was decreased from 84 Ω to

8.4 Ω. The purpose of this experiment was to demonstrate that the inverter is able to supply

an overload current when the load impedance is between Z limit
oc (14.67 Ω) and Z limit

f (8.80 Ω)

and a fault current when the load impedance less than Z limit
f .
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Figure 4.25 shows the response of the inverter when the load is gradually changed. It can

be seen that the inverter regulates the capacitor voltage until the measured output impedance

is below that of the over load limit which happens at t = 9 s. At this time the load impedance

as measured by the inverter was 13.7 Ω and as measured at the load, was 14 Ω. This is a good

match and the impedance calculation within the inverter is functioning correctly. Once the over

load limit is reached, the inverter regulates the output current and the voltage decreases until the

measured output impedance is below that of the fault limit which happens at t = 17 s. At this

time, the load impedance measured by the inverter was the same as that measured at the load

which was 8.4 Ω. When the measured impedance is below the fault limit, the inverter exports

a fault current for two seconds before returning back to the over load limit. In this experiment,

the end of the two second period happens at t = 19 s. As expected, the export current decreases,

the capacitor voltage increases and the measured impedance remains constant. These changes

indicate the change in output from the inverter was not caused by a load change, but caused

from the timer changing the export current from a fault current to an over-load current.

It is noted that between t = 17 s and t = 19 s, both the over-current activated and fault

activated signals are true. This is because the fault impedance is below both the over load limit

and the fault limit. In this situation the fault limit overrides the over load limit and the inverter

proceeds to export fault current.
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Figure 4.25: Case 4: The capacitor voltage and output current of the inverter transient from
normal to exporting a fault current.
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4.6.2 Three phase fault experiment

The inverter was connected to a single load of 16.8 Ω per phase. A three-phase fault with an

impedance of 1.2 Ω per phase was applied in parallel with the load. The three-phase fault

impedance was connected via a 63 A contactor that was able to switch the fault in and out. A

National Instruments Compact Rio was used to control the fault which was initiated t = 1 s

into the test and cleared at t = 2 s.

Figure 4.26 shows the transition of the inverter from normal operation to fault current

mode. The red dotted line indicates the time the fault was applied. It can be seen that

there is a small over-current immediately following the fault and before the current controller

establishes control of the fault current. The transient arises from the inverter and current

controller design and not the limit circuit design. Had the limit circuit design not detected the

fault, the voltage controller would still be regulating the voltage and the over-current would be

much greater. There is a short time delay of 0.01 seconds for the inverter to correctly calculate

the fault impedance and this causes a delay in the inverter detecting the fault as seen in the

fault activated signal. This is not a problem because the over-load circuit triggered quickly and

protected the converter before the fault current activated.

Figure 4.27 shows the transition from fault current mode back to normal operation. The

red dotted line indicates the time the fault cleared. In this figure four distinct periods can be

seen. The dotted lines indicate the change from one period to another and are collected with

respect to the phase colour. Each period change has three dotted lines, one for phase a, one

for phase b and one for phase c. The only exception is from period 1 to period 2 where this

happens at the same time and is indicated by a red dotted line.

The first period is between 1 s and 1.9995 s. This is when the inverter is exporting fault

current and the output voltage is small due to the low impedance of the three-phase fault. Then

the second period is between 1.9995 s and 2.014 s for phase a, 2.0133 s for phase b, 2.0095 s

for phase c. This is when the fault has cleared but the inverter has not yet detected this and

continues to export the fault current, and then over load current, which causes the network

voltage to rise. In this period, the fault current exported causes an over voltage which causes

the voltage limiter to operate and the voltage waveform to be clipped. The length of this period
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depends on the speed of the impedance calculation which is determined by the filter used within

the RMS calculation. A slow impedance calculation will cause a longer period of over-voltage

and a faster impedance calculation will allow the inverter to return to normal operation quicker.

The third period is between the end of the second period and 2.0377 s for phase a, 2.0343 s for

phase b, 2.031 s for phase c. This is when the current limiter has returned to normal operation

and voltage control is re-established in the controller loop. In this period the voltage controller is

yet to fully regulate the voltage. There may still be an over-voltage in this section if the voltage

controller requires a long time to settle. In this implementation the voltage controller is reset

just after the inverter has detected that the fault has been cleared. The resetting of the voltage

controller causes a slightly lower voltage at the end of period 2. Finally, the fourth period is

when the voltage controller is regulating the output voltage and the inverter has returned back

to normal operation.
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Figure 4.26: Case 4: The capacitor voltage and output current of the inverter transient from
normal to exporting a fault current.
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Figure 4.27: Case 4: The capacitor voltage and output current of the inverter transient exporting
a fault current to normal operation.
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4.6.3 Single phase fault experiment

This experiment uses the same set-up as the three-phase experiment, except that the fault is

only applied to the phase c. Figure 4.28 shows the transient when the fault is applied, it can

be seen that the voltage on the faulted phase decreases and the current on the faulted phase

increases to the fault current limit. The voltage on the un-faulted phases is maintained however

there is a slight distortion during the fault. Figure 4.29 shows the transient when the fault is

cleared. It can be seen that the same four periods of recovery are present in the faulted phase

as has been described in the three-phase fault experiment. These periods are shown in Figure

4.29 with dotted lines to indicate the period changes.

4.7 Conclusion

Four different strategies are investigated for inverters to be able to supply current into a faulted

network and reset once the fault has been cleared. Each strategy was tested by placing a low

impedance fault at the terminal of the inverter for a duration of 1 second. Key measurements

of each strategy were observed to determine if the strategy successfully reset or failed to reset

once the fault had been cleared and the load of the inverter returned within normal operating

limits.

The first case used instantaneous limits to prevent the current and voltage reference

signals from exceeding design parameters. This strategy successfully operated after the low

impedance fault had been removed. However, due to control in the natural reference frame

and the saturation limits, the output of the inverter was very distorted when the output of the

controllers was limited.

The second case used a set-and-reset design for the outer limiter (output of the outer

controller) where the reset was from the output of the output controller. Different inner limiting

strategies were also tested. In every instance the second case failed because the outer limiter

(output of the outer controller) did not reset and the outer controller latched-up. The different

inner limiting strategies failed to aid the outer limiter.



200 Chapter 4. Resetting of Inverter Limiting

The third case again used a set-and-reset design for the outer limiter, however the reset

signal was from an external source and not from the output of the outer controller. In the test

where the inner limiter was an instantaneous limit, the limiter successfully reset and returned

the inverter back to normal operation after the fault. In the tests where a set-and-reset design

for the inner limiter was used, the outer controller wound-up once the outer limiter reset and

these tests failed to reset. From this set of experiments, it was concluded that the inner limiter

should be of an instantaneous design and the outer limiter should be a set-and-reset design

where the reset signal is from an external measurement and not an output of the controller.

The fourth case further developed the conclusions from the third case and designed a

limiter to be set and reset from the impedance as measured by the inverter. Extra functionality

was included by adding a section trip and this allowed the inverter to detect both simple over

loads and faults. This design proved to be successful and was tested for an overload, a single

phase and a three phase fault.
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Figure 4.28: Case 4: The capacitor voltage and output current of the inverter transient from
normal to exporting a fault current.
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Figure 4.29: Case 4: The capacitor voltage and output current of the inverter transient exporting
a fault current to normal operation.
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Chapter 5

Large Signal Stability of Inverter

Networks

This chapter explores the large-signal stability of a simple two inverter network that uses droop

controllers to share the load between the inverters. The aim is to understand the factors that

cause the two inverter network to enter a limit-cycle oscillation or become unstable once the

fault within the network has been cleared.

The chapter opens with an example of a single droop controller inverter. It is noted

that an inverter microgrid would probably not only use one inverter. However, it is important

to understand the operation of a single device before exploring more complicated networks. A

single droop-controlled inverter is presented and a analysis is undertaken to explain the results.

Upon understanding the single droop-controller inverter, the transient of a two droop

inverter is presented. Analysis is undertaken in order to develop an understanding of the pa-

rameters that effect whether the inverter becomes unstable once a fault has been cleared. Upon

understanding these parameters, simplified calculations are presented in order to approximate

the parameters that will determine the stability of the transient of the two droop microgrid.

Once the understanding is developed, the parameters that effect the transient stability are

perturb without a fault in the network. Thus providing more evidence that the initial analysis

on the two droop microgrid is correct. Before the chapter conclusion, the length of the line is

explored to determine how this would effect the transient stability of the microgrid.
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Figure 5.1: The circuit of the single droop controlled inverter

All results presented in this chapter are from Matlab simulations, none of this work has

been experimentally verified.

5.1 Fault Ride-Through of a Single Droop Controller Inverter

To help gain an understanding of how a droop-controlled inverter will behave in a microgrid

environment, a single droop controlled inverter was studied. The droop controlled inverter was

connected to two balanced loads that are equal and controlled by independent circuit-breakers.

A low impedance of 1 Ω was paralleled across one of the loads to cause a low impedance fault.

This configuration is shown in Figure 5.1.
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A fault was applied at t = 1 seconds and removed at t = 2 seconds. Figures 5.2 and

5.3 show the transient of the droop-controlled inverter from normal operation to current-limit

operation and current-limit operation to normal operation respectively.
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Figure 5.2: The transient from normal operation to current-limit operation of a single droop
controlled inverter with Current-Trip and Voltage-Reset current limit.
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Figure 5.3: The transient from current-limit operation to normal operation of a single droop
controlled inverter with Current-Trip and Voltage-Reset current limit.
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5.2 Discussion of normal operation to current-limit operation

5.2.1 Real power export of the inverter

When the fault is applied at the load (which is at the output of the inverter) the real power as

calculated by the inverter does not step instantaneously. From Figure 5.2, the power decreases

with a first order decay. This is because the power plotted is the average power which is averaged

by a low-pass filter, which in this example has a bandwidth of 5 Hz. The change in power can be

calculated by using Equation (5.1) where P is the average power as calculated by the inverter,

P0 is the export power before the fault, Pfault is the power export during the fault, ωp is the

bandwidth of the first-order power filter and t is the time.

P = P0 + (Pfault − P0)
(
1− e−ωpt

)
(5.1)

5.2.2 Reactive power export of the inverter

The reactive power export as measured by the inverter uses the same technique that is used for

real power and the same low-pass filter is used to calculate the average reactive power. Again,

the low-pass filter has a bandwidth of 5 Hz, and the measured reactive power is calculated using

Equation (5.2) where Q is the average reactive power as calculated by the inverter, Q0 is the

export reactive power before the fault, Qfault is the reactive power export during the fault, ωq

is the bandwidth of the first-order power filter and t is the time.

Q = Q0 + (Qfault −Q0)
(
1− e−ωqt

)
(5.2)

5.2.3 Analysis of the real and reactive power export

During normal operation and before the fault, the steady-state power is calculated by the voltage

at the capacitor and the impedance of the load and network to which the inverter is connected.

The magnitude and angle of the voltage at the capacitor is controlled by the voltage controller
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and the angle of the reference frame of the controller. The set-points of these controllers are

determined by the reactive-power and real power droop gradients. During the fault and if the

current limiter has activated, the fault steady-state power is calculated by the export current

and the impedance of the faulted network. The calculation of these values is possible by using

a load-flow method or from a time-step simulation of the inverter model and network.

From Figure 5.2, the power exported by the inverter is less than the power exported

during normal operation. This is because of the current limit. For all faults that trigger the

inverter to enter into current limit mode, the current export will be constant. In these cases,

the smaller the impedance of the network, the smaller the power export from the inverter and

the lower the output voltage of the inverter.

5.2.4 Frequency of the inverter

The frequency of the inverter depends on the real power exported by the inverter and the

droop-gains using the equation,

ω = ωn − Pωn

Fdroop

Pmax
(5.3)

where ωn
Fdroop

Pmax
is the droop gain labelled mp in the small-signal work presented in Chapter 3.

The frequency change is so small that it might be treated as constant in some fault studies.

However, the small frequency change may have a significance in the transient stability of the

droop controlled inverter. Until the small change in frequency is shown to be not important,

the frequency will not be assumed to be constant.

5.3 Discussion of current-limit operation to normal operation

5.3.1 Real power export of the inverter

The real power did not change significantly in Figure 5.3 after the fault had cleared. In this

example, the network impedance and current limit were such that the power export of the

inverter is similar for both fault operation and post-fault.
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5.3.2 Reactive power export of the inverter

Figure 5.3 shows that a large reactive power demand is placed on the inverter after the fault

had been cleared. The reactive power demand is required to support the voltage rise. Once the

voltage has returned to the pre-fault level and the voltage controller is regulating the voltage,

the reactive power demand decreases to the pre-fault level. The decay of reactive power follows

Equation (5.2) which is due to the low-pass filter used to calculate the average reactive power.

5.3.3 Frequency of the inverter

The frequency of the inverter follows the real power demand and the frequency reference is set

by Equation (5.3).

5.4 Overview of the Single Droop Inverter

The current export of a droop-controlled inverter is determined by the current limit used within

the controller. As the current export is fixed, the voltage at the terminals of the inverter is

determined by the impedance of the network that the inverter is connected to. In an inverter,

the current limit is fast acting in order to protect the inverter. This causes the response of the

inverter to be in the millisecond time frame and for the purpose of a transient analysis could be

considered to be instantaneous.

The frequency of the droop-controlled inverter is determined by the power export and

the transient of the frequency is determined by the power as measured by the inverter. Power

as measured by the inverter is determined by the power calculation which uses a filter. A filter

is required in order for effective control. If the droop references were to use the instantaneous

power measurement, the reference signal to the voltage controller would be rapidly changing

and could cause the inverter to exhibit instabilities. By using average power, the high frequency

changes in demand are ignored and a network with multiple inverters is able to effectively share

the average power and each inverter is able to track its droop reference signal. Therefore it is

important for the filter to be present within the droop-controlled inverter and the effect of the
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filter on the frequency and voltage reference signals needs to be considered within a transient

stability analysis.
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Figure 5.4: The circuit of the two droop controllers



5.5 Fault Ride-Through of Two Droop Inverters 213

5.5 Fault Ride-Through of Two Droop Inverters

The two droop controllers were connected to a line and two resistive loads as shown in Figure

5.4. The parameters of each inverter are identical and are listed in Table 4.1. The parameters

of the droop controller are listed in Table 5.1 and the parameters of the line are listed in Table

5.2

Table 5.1: Properties of the droop controller used for the two droop inverters

Parameter Value

Nominal Frequency 50 Hz
Frequency Droop 0.1× 10−3

Nominal Voltage [381, 0] Vdq
Voltage Droop 0.002
Real Power Max 10 kW
Reactive Power Max 6 kVAr
Power Filter Frequency 5 Hz

Table 5.2: Properties of the line used for the two droop inverters

Parameter Value

Line Inductance 0.7 mH
Line Resistance 0.46 Ω

During each of the fault simulations, a fault impedance is placed across Load 1 and once

the fault has been cleared, the impedance of Load 1 is doubled (load halved). Table 5.3 provides

the impedance of the loads for both pre-fault and post-fault, and the impedance of the fault.

Table 5.3: Properties of the load and fault used for the two droop inverters

Parameter Pre-fault Value During Fault Value Post-fault Value

Load 1 26.67 Ω 26.67 Ω 53.34 Ω
Load 2 20 Ω 20 Ω 20 Ω
Fault Impedance 0 Ω 1 Ω 0 Ω

In all the simulation cases, there will be two steady-state operating points. The first will

be pre-fault and the second will be post-fault. A time-step simulation was run to obtain these

values and the results are listed in Table 5.4.

Previously, the limits were set only on the constraints of the inverter and no consideration

was given to the network the inverters were connected to. Before any investigation is conducted

a discussion of the choice of limits is required.
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Table 5.4: Steady-state values of the two droop inverters

Parameter Pre-fault Value Post-fault Value
[Inverter 1, Inverter 2] [Inverter 1, Inverter 2]

P [6.4173, 6.4175] kW [5.0285, 5.0296] kW
Q [376.8, -314.0] VAr [-1.0481, 1.0969] kVAr
Freq [49.9969, 49.9969] [49.9975, 49.9975]
Vc [215, 214] Vrms [210, 205]
Vg [215, 214] Vrms [206, 204]
Il [9.8, 10.1] Arms [9.1, 7.5]
Ig [9.4, 9.4] Arms [7.4, 7.0]
Ineutral [3.13×10−10, -7.79×10−10] A [-4.64×10−9, -4.01×10−8]
δ12 0.0428 deg 0.2906 deg
ILine 1.4 A 3.77 A
ILine,neutral 5.5 µA 0.16 µA
Iload1 8.1 A 3.9 A
Iload2 10.7 A 10.2 A

5.5.1 Setting the current limit using Current-Trip Voltage-Reset

The inverters used have a nominal current rating of 15 A and a peak current rating of 30 A. The

peak current rating will be chosen for the fault current since the microgrid is not fault-current

constrained and a higher fault current will aid in the detection of the fault. There are two choices

of when to limit the current of the inverter. The first is to limit at 15 A and then export 30

A, however this may cause the inverter to export a fault current for a small over-load and this

could cause an over-voltage in the microgrid. The second option is to limit at 30 A, however this

may cause the inverter to export a higher than nominal current for long periods of time. Both

choices will be simulated with the aim of understanding what would happen to the microgrid

for both fault limit settings.

5.5.2 Setting the voltage reset when using Current-Trip Voltage-Reset

To prevent the limiter from latch-up, the reset function must over-rule the trip function. This

means that if the voltage-reset is satisfied then even if the current-trip is satisfied, the limiter

will not operate. For the limiter to trip correctly, the voltage-reset must be set higher than the

nominal voltage or maximum permitted operating voltage. For the voltage-reset to reset, the

value must also be lower than the maximum voltage that the inverter is able to generate.
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In this case the maximum operating voltage is defined by the reactive-droop controller

and governed by Equation (5.4).

vcd = Vn − VnQ
Vdroop
Qmax

(5.4)

The maximum operating voltage is when the reactive power export is equal to the negative of the

maximum reactive power export (Q = −Qmax). Using the droop settings in 5.4, the maximum

operating voltage can be calulated which is vcd = 382V and is equal to 221 Vrms. The maximum

voltage that the inverter is able to generate is 229 Vrms which is equal to vcd = 397V when

vcq = 0V . Choosing a voltage reset in-between these two voltages is a good compromise and

thus the voltage reset will be 225 Vrms.

5.5.3 Response of two inverters for a fault of one second

Figure 5.5 show the response of a two inverter network where the two inverters are controlled by

a droop controller with identical parameters. It can be seen that when the two inverters enter

current limit mode, the inverters no longer share the power according to the droop parameters.

When the inverters are in current limit mode, their export current is identical and in phase with

the internal reference frame. However, the voltage of the inverter is determined by the network

impedance as measured by the inverter. The closer the inverter is electrically to the fault, the

lower the voltage of that inverter is. If the two inverters are exporting the same fault current

but one inverter has a lower voltage at its terminals, then the power export will be less than

the inverter with the higher terminal voltage. If the power export is less, the frequency of the

inverter will be greater. From the network, Inverter 1 is electrically closer to the fault and as

explained, the power export from Inverter 1 is lower than the power export from Inverter 2.

The two inverters have different frequencies during the fault. The frequency of Inverter 1

is 49.9974 Hz and the frequency of Inverter 2 is 49.9969 Hz. From the difference in frequency it is

possible to calculate the angle difference of the two inverters after one second by using Equation

(5.5). It is noted that this small frequency difference would be difficult to measure in a real

application and the controller of the droop inverter may not have a high-enough precision to
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control the inverter at these frequencies. Since this is in a simulation environment, the analysis

will continue.

Θ12 = (ω1 − ω2) t (5.5)

Before the fault, the output of the droop controller sends set points to the voltage con-

troller and the voltage controller is in phase with the internal angle of the inverter. Using

Equation (5.5), the expected angle difference after 1 second is (49.9974− 49.9969) × 2π × 1

which is 0.00314 radians (0.18 degrees). This is such a small angle change from the beginning

of the fault to the end of the fault and for this reason it is not visible in Figure 5.5.

There are large changes in the angle of the capacitor voltage and the grid current. This is

not related to the difference in frequency but related to the structure of the inverter controller.

Before the fault the voltage controller is in phase with the angle of the droop controller and

the angle of the current is determined by the impedance of the network as seen by the inverter.

During the fault, the angle of the current through the filter inductor is in phase with the angle

of the droop controller and the angle of the grid current and capacitor voltage is determined by

the impedance of the LCL filter and impedance of the network as measured by the inverter.

To understand the angle differences between the two droop controllers Figure 5.6 is plot-

ted. The top graph is the difference between the two inverter angles which is set by the droop

controller. In this plot it can be seen that during the fault the angle between the two inverters

increases at the rate as calculated by Equation (5.5). The second plot is the angle between

the current of the filter inductors Lf with the droop angle difference in the top plot shown by

the green dotted line. Although the scale is too large to see the small changes in the droop

angle difference, it can be seen that the current angle difference is the same as the droop angle

difference for the duration of the fault. The third plot shows the angle difference between the

capacitor voltages of the two inverters. Again the green dotted line is the droop angle difference

as shown in the top plot. From this plot it can be seen that the angle difference between the

capacitor voltage is the same as the droop angle differences when the inverters are not in current

limit. As expected, during the fault the voltage angle is different from the droop angle.
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From Figure 5.5 and Figure 5.6 it can be seen that a small change in the droop angle

during the fault has caused a large power swing as the inverters return to normal once the fault

is cleared.
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Figure 5.5: The transient of a two droop inverter network when a fault is applied at 1 second
and released at 2 seconds.
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Figure 5.6: The angles of a two droop inverter network when a fault is applied at 1 second and
released at 2 seconds. The green dotted line is the top graph placed for comparison.
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Figure 5.7: Recovery time of the inverters when the fault duration is increased. The inverter is
set to trip at 15 A for the first recovery time test and 30 A for the second recovery time test.

5.6 Increasing the Duration of the Fault for the Two Droop

Inverters

The duration of the fault was increased from 1 s to 10 s in one second intervals. The aim of the

simulation was to study the recovery of the two droop inverters.
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5.6.1 Angle Difference

The plot labelled ‘Angle Difference’ in Figure 5.7 shows the angle difference at the end of the

fault. The difference is the droop angle of Inverter 2 minus the droop angle of Inverter 1. For

the case when the fault duration is 1 s, the angle difference during the fault is shown in the plot

labelled ‘Inverter Droop Angle Difference’ in Figure 5.6. The angle difference reported in Figure

5.7 is the angle measured at the time that the fault is removed from the network.

The angle difference in Figure 5.7 shows that as the fault duration increased, the angle

difference between the two inverters also increased. During the fault the power export of each

inverter and hence the frequency of each inverter is the same for every fault duration. For the

fault duration of 1 second, the power and frequency of the inverter is shown in Figure 5.5. The

power export of Inverter 1 is 5120 W with a frequency of 49.9974 Hz and the power export of

Inverter 2 is 6260 W with a frequency of 49.9969 Hz. The difference in frequency causes the

angle to increase. The longer the fault duration, the longer the frequencies are different and thus

the greater the angle difference. This is explained in Section 5.5.3 and modelled using Equation

(5.5). It is noted that if the power exports of the inverters were greater than in this case, then

the frequency difference would be greater, and thus the angle difference would increase at a

greater rate.

5.6.2 Recovery Time

The time in seconds that the inverters require to return to steady-state once the fault has been

cleared is shown in the plot labelled ‘Recovery Time’ in Figure 5.7. The network is deemed to

be in steady-state when the change in angle difference between Inverter 1 and Inverter 2 is less

than 10−5 degrees in a 0.03 s window.

It can be seen that when the inverters trip at 15 A and 30 A, the recovery time is identical

until t = 4 s. After this time the network did not recover for faults of duration 7 s to 10 s when

the limit was set to trigger above 15 A. The simulation did not test when the duration of the

fault was greater than 10 seconds, but it would be sensible to assume that an inverter would

not be required to generate a fault current for more than 10 seconds and if the fault was longer,

the inverter would disconnect.
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When the current limit was set to trigger above 30 A, the network always recovered. The

longer the duration of the fault, the longer the inverters took to return to steady-state. It would

be reasonable to conclude that the longer the fault, the greater the angle difference and thus

the longer the inverter required to return to steady-state.

5.6.3 Maximum current during the transient

Between the time the fault was cleared and when the inverter recovered or the simulation finished,

the maximum current for Inverter 1 and Inverter 2 was recorded and is plotted in Figure 5.7.

The trip setting of the 15 A case is shown as a red dotted line.

It can be seen that for the fault durations between 1 seconds and 4 seconds, the maximum

currents exported by the inverters during between the fault being cleared and the inverters

converging to a new stead-state for a 15 A and 30 A trip are identical. However, for faults of a

duration greater than 4 s the maximum current diverges. It is noted that for faults of a duration

of 4 seconds, the maximum current exported by Inverter 1 is just below 15 A. For the 30 A case,

the maximum current exported by Inverter 1 continues to increase but never reaches the trip

limit of 30 A. For the 15 A case, the maximum current exported by Inverter 1 does not continue

to increase and is not greater than the trip limit of 15 A.

For the 15 A case, three of the 10 cases are studied in detail and plotted in Figure 5.8.

The first is when the fault duration is 3 s, the second is when the fault duration is 5 s and the

third is when the fault duration is 7 s. The same results are shown for the 30 A case in Figure

5.9 in order to compare between the two current trip settings.

When the fault duration is 3 seconds in Figures 5.8 and 5.9, the two inverters return

to a steady-state. After the fault has cleared at t = 4 s, the angle difference starts to return

to 0.3 degrees which is the steady-state angle difference for the post-fault network. It can be

seen that the current limit is quick to reset and there is a small over voltage. This is expected

and explained in Section 4.5. When the two droop controlled inverters are swinging against

each other, the RMS voltage and RMS current have no distortion or high frequency oscillations.

These signals converge to the new steady-state operating condition. It is also noted that the

RMS current in Figure 5.8 does not exceed the 15 A current trip. The plots for the 30 A current
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trip, in Figure 5.9, and 15 A current trip for 3 seconds, in Figure 5.8, are identical. This is

expected as there is no difference between the 15 A and 30 A trip results for 3 seconds in Figure

5.7.

When the fault duration is 5 seconds the angle difference is greater at the end of the fault

then for the 3 second fault duration. After the fault has been cleared for the 15 A trip, there

are a number of limit oscillation cycles. These in Figure 5.8 occur in the RMS current and RMS

voltage before the inverters converge to the new steady-state operating condition.

An explanation for the limit oscillation cycles is as follows. As soon as the fault is cleared

and the current trip is reset, the current RMS falls to 5 A before it starts to increase. The RMS

current continues to increase until the current limit is triggered. It can be seen that when the

current trip is set to 30 A as in Figure 5.9, the RMS current passes through 15 A before reaching

the maximum.

For the 15 A trip in Figure 5.8, the tripping of the current limiter causes the inverter to

attempt to export the fault current into a non-faulted network. This causes the voltage to rise

and the voltage saturation limit to clip the peak of the voltage waveform. This is seen in Figure

5.8 where the current reaches the blue dotted line and a spike in the ‘Current Limit Activated’

and ‘Voltage Saturation Activated’ signals appear. This suggests the voltage rise is sufficient

to reset the current limiter. The resetting of the current limiter causes the RMS current to fall

and then start to rise again as the two droop inverter attempt to return to their steady-state.

This cycle continues until the angle difference between the two inverters is small enough such

that the droop inverter can return to their steady state without setting their current limiting

circuits.

When the current trip is activated, the current does not export a fault current of 30 A.

This is explained by the voltage limit activating. After the fault and when the current limit is

activated during the limit oscillation cycles, if the inverter were to export 30 A of current, the

voltage would exceed the voltage limit.

When the fault duration is 7 seconds and the current trip is 15 A, the larger angle

difference causes the current to remain in a limit oscillation cycle and not regain stability. The

angle difference continues to increase after the fault has cleared as seen in Figure 5.8. When
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the current trip is set to 30 A, the RMS current exceeds 15 A, but does not exceed 30 A before

the angle difference starts to return to the post fault steady-state condition. There is a small

discontinuity in the the RMS current and the voltage saturation is activated. This is because

when the current export increases, the voltage at the reference to the inverter PWM has also

increase and causes the voltage saturation to activate. The activation of this limit has not caused

an instability.

5.6.4 Conclusion

In conclusion a large fault duration causes a greater angle displacement. The greater angle

displacement causes a larger power swing on the recovery. The voltage is kept constant during

the recovery and the current swing is similar to the power swing. The large current swing causes

the current limiter to activate and when the current limit is activated during the transient, the

microgrid enters into a limit oscillation cycle.
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Figure 5.8: The outputs of Inverter 1 in the two droop inverter set-up for a fault duration of 3
seconds, 5 seconds and 7 seconds. The current limiter is set to trip at 15 A. The red dotted line
indicates the time that the fault is cleared and the blue dotted line is the current trip.
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Figure 5.9: The outputs of Inverter 1 in the two droop inverter set-up for a fault duration of 3
seconds, 5 seconds and 7 seconds. The current limiter is set to trip at 30 A. The red dotted line
indicates the time that the fault is cleared and the blue dotted line is the current trip for the 15
A trip.
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Figure 5.10: Inverter droop model during the fault

5.7 Analysis of the Fault Response of the Two-droop Microgrid

In the previous section, there are two distinct regions of the droop controller when under faulted

conditions. These two regions introduce two important quantities that will allow an analysis to

determine if the droop circuit will return to steady-state once the fault has been cleared. The

first quantity is the angle between the inverter sources when the fault is cleared. The second

quantity is the maximum current flow in the circuit when presented with an angle between the

inverter sources. From the calculation of the angle difference, it is possible to calculate the

maximum current flow and determine if a current limit will be exceeded.

5.7.1 Calculating the angle between the inverter sources during the fault

To calculate the angle between the inverter sources, knowledge of controller is required such that

an equivalent circuit can be derived. When the inverter is operating in droop-control mode, it

may be modelled as a voltage control source and when the inverter is operating in current-limit,

it may be modelled as a current controlled source. A load-flow analysis should be conducted to

determine when the network has a fault if the inverter current drawn when the inverter is in

droop-control mode will cause the current limit to activate. For the purpose of this analysis,

the assumption will be made that both inverters enter into current-limiting and that the current

limiting will happen instantaneously.

When the inverter sources enter into current-limiting mode, they become a controlled

current-source with an initial angle between them that is equal to the steady-state angle before
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the fault was introduced to the network. An approximation of the droop controlled circuit will

be as in Figure 5.10.

To calculate the angle difference at the end of the fault, how the angle changes during

the fault must be considered. Two angle differences are chosen and simulated using the circuit

in Figure 5.10. An arbitrary angle of 10 degrees and an arbitrary angle difference of 0.0001 Hz,

which is approximately 0 Hz, are chosen.

5.7.2 Assumed angle difference of 10 Hz during the fault

If the frequency difference between the droop-controlled inverter sources has the possibility of

being large, for example 10 Hz difference, then the angle between the two inverters will change

quickly. A frequency difference of 10 Hz with an initial angle separation of 0.0462 degrees, where

the frequency of Inverter 1 is 50 Hz and the frequency of Inverter 2 is 40 Hz, will cause the angle

difference to rotate every 0.1 seconds. This is shown in Figure 5.11.

The first two graphs in Figure 5.11, show the real and reactive power oscillation from

Inverter 1 of 2 kW and 1.5 Kilovolt Ampere Reactive (kVAr). This power oscillation during

the fault would be caused by a 10 Hz difference in frequency between the two droop-controlled

inverters. The third plot shows the capacitor RMS voltage of Inverter 1, and it can also be seen

to be oscillating. During the fault, the current limiter is controlling the fault current which is

being held constant. The last graph shows the angle difference between the two inverter which

is also oscillating.

The aim of Figure 5.11 is to demonstrate that when there is a frequency difference of

a relatively low frequency compared to the transient analysis of synchronous machines, the

oscillations seen in a droop-controller microgrid could be large during the fault. This will make

the calculation difficult and require a time-step simulation to calculate the angle difference at

the end of the fault.

If the current sources were given a frequency reference from a droop source, then the

frequency of the two sources would also be changing. When calculating the angle at the end of the

fault, the changing frequency and the changing angle would need to be taken into consideration.

This would make the calculation very complex and outside the scope of this thesis.
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Figure 5.11: Frequency difference of 10 Hz
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5.7.3 Assumed angle difference of 0.0001 Hz during the fault

It is noted that the difference in frequency between the two inverters during a fault is small. This

is shown in Figure 5.5. When running the simulation in Figure 5.10 with a frequency difference

that is similar to the response in Figure 5.5, the angle difference takes a long time to transient

from 1 degree to 360 degrees and this is shown in Figure 5.12.

For the four seconds of simulation time, the power changes by 2 W. This can be approx-

imated as constant for the duration of the fault. The power will oscillate as seen in Figure 5.11,

however the period of oscillation will be much longer because the frequency difference is less.

The frequency of Inverter 1 is 49.997 Hz and the frequency of Inverter 2 is 49.9969 Hz

which is a difference of 0.0001 Hz. The phase difference of two sources with a frequency difference

of 0.0001 Hz will be in-phase every 10,000 seconds or every 2.8 hours. This is calculated using

the equation in Equation (5.6). This can be checked by looking at the rate in which the angle

changes. The rate of change in angle will be constant because the frequency is fixed and thus

the difference in frequency is fixed. In four seconds, the angle changed by 0.144 degrees. This is

a difference of 0.04 percent. Four seconds as a percentage of 10,000 seconds is also 0.04 percent,

this is because the rate of change of frequency is assumed linear.

t =
1

|ω1 − ω2|
(5.6)

The aim of Figure 5.12 is to demonstrate that when there is a small angle difference be-

tween the two droop controlled inverters, the power export during the fault and angle difference

between the two inverter may be considered constant. However, this is not the case when the

angle difference between the two inverters is 10 degrees as seen in Figure 5.11. A suitable equa-

tion for the calculation when the angle difference can be approximated as constant is Equation

(5.5).
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Figure 5.12: Frequency difference of 0.0001 Hz
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5.7.4 Testing the calculation of the angle between the inverter sources during

the fault

The frequency of the droop controlled inverter can be calculated by Equation (5.3). The maxi-

mum frequency is when the droop controller is exporting zero power and the minimum frequency

is when the inverter is exporting maximum power. Maximum power may be when the inverter

is exporting fault current into a node that has a high voltage which would be around twice the

nominal power export. This power export is unlikely as in fault condition the voltage at the

node will most likely be depressed. However, the purpose of this calculation is to calculate the

minimum possible frequency and therefore a power export to twice nominal will be used in the

calculation.

To calculate if the frequency difference can be approximated as constant or not, the worst

case much be considered. Using parameters presented in Table 5.1 for the circuit in Figure 5.4,

the maximum frequency is 50 Hz and the minimum frequency is 49.999 Hz which is a frequency

difference of 0.001 Hz. Using this frequency difference, the two frequencies will be in phase

every 1000 seconds or every 16.67 minutes. Therefore, for a fault which is under 10 seconds,

the power that is exported from the inverters can be approximated as constant. With this

frequency difference, the angle should increase by 0.36 degrees every second. The angle increase

is calculated using Equation (5.5). Therefore for any frequency difference that is below the

maximum frequency difference, the rate of change of angle for the duration of the fault may be

assumed linear.

The approximation that the rate of change of angle for the duration of the fault is linear

will be tested on the two droop inverter circuit presented in Figure 5.4 where the operating

conditions are listed in Tables 5.1 – 5.4. For this circuit, the transient for a fault duration of

1 second is shown in Figure 5.5. In the simulation presented in this section, the fault will be

applied at 1 second and the fault will remain connected for a duration of 10 seconds. Every

second during the fault, the angle difference between the inverter will be recorded. The angle

difference will also be calculated with Equation (5.5) and compared.

The aim of this simulation is to test if Equation (5.5) is a valid approximation. It was

calculated that for the circuit in Figure 5.4, the worst case angle difference was 0.36 degrees
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every second. In the simulation presented in Section 5.5.3 and used here, the frequencies of the

two inverters as shown in Figure 5.5 are 49.9974 Hz and 49.9969 Hz. Using Equation (5.5), this

is an angle difference of 0.18 degrees every second. The results of this calculation compared with

the simulation are shown in table 5.5.

Table 5.5: Approximation of the angle from simulation data

Fault Time Initial Angle Angle Calculated Angle Measured
After Fault Time From Simulation

(seconds) (degrees) (degrees) (degrees)

1 0.0428 0.2228 0.1972
2 0.0428 0.4028 0.4014
3 0.0428 0.5828 0.6057
4 0.0428 0.7628 0.8101
5 0.0428 0.9428 1.0147
6 0.0428 1.1228 1.2195
7 0.0428 1.3028 1.4244
8 0.0428 1.4828 1.6294
9 0.0428 1.6628 1.8346
10 0.0428 1.8428 2.04

From Table 5.5 it can be seen that this is a good and valid approximation for the small

fault durations. However, as the fault duration increases the error of the approximation increases.

This is because as the fault time increases the angle difference increase. This causes the power

export to change. When the power export changes, the frequency of the inverter will change.

An accelerating or decelerating frequency will cause the rate-of-change of angle to to change. It

is these changes that cause the linear angle approximation to deviate from the measured value.

5.7.5 Maximum current flow once the fault has been cleared

After the fault has been cleared, the current limiting circuits in the inverter will reset and the

inverter source will return back to a voltage controlled source. For the purpose of this study, the

resetting of the inverter is assumed to be instantaneous. For the inverters to correctly converge

back to a steady-state operating point, the current export during the droop oscillations must

remain with the current limits of the inverter as shown in Section 5.6.3. This part aims to

approximately calculate the maximum current during the droop oscillation and determine if

this current will cause the inverter current limit to trip. It was shown in Figure 5.8 that when



234 Chapter 5. Large Signal Stability of Inverter Networks

L R

Vinv1 Vinv2
Iline

RS RR

VS VR
Lc Lcrc rc

Iinv1 Iinv2
Cf

Inverter 1 Inverter 2Line

- + + -

Figure 5.13: Inverter droop model after the fault

the current limit of the inverter is tripped, the microgrid becomes unstable and the angle between

the two inverters diverges.

When the fault is cleared there will be an angle difference between the inverter sources

that are connected to the network. The longer the duration of the fault and the greater the

frequency difference between the inverters, the larger the angle difference between the two in-

verters. The larger the angle between the two inverters at the time that the inverter returns to

droop-controlled mode, the greater the current that will be demanded from the inverters during

the droop-oscillations. To calculate the magnitude of the maximum current, a load-flow of the

inverter circuit will be performed. The initial parameters of the inverters are assumed to be

at nominal voltage and at an angle difference equal to the angle difference at the end of the

fault. The approximate circuit for the two droop-case once the fault has been cleared is shown

in Figure 5.13.

A load-flow analysis using the circuit in Figure 5.13 was simulated for every measured

angle which is listed in Table 5.5. The results of the current from Inverter 1 using the load-flow

are compared with the measured maximum current of Inverter 1 during the transient. The

measured current was from the case where the current trip was set to 30 A. This was used

because every fault duration tested converged. Table 5.6 presents these results.

These results may not match, but they share an increasing trend. This suggests that

increasing the angle difference when the droop controllers switch from fault current to normal

operation does increase the maximum current. Further work is required to more accurately

calculate the maximum current from the angle difference experienced at the time the fault is
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Table 5.6: Approximation of the maximum current from simulation data

Fault Angle Measured Maximum Calculated Maximum
Duration Difference Current of Inverter 1 Current of Inverter 1
seconds degrees Amps Amps

1 0.198 8.92 5.96
2 0.4021 10.65 6.925
3 0.6064 12.36 7.941
4 0.8109 14.08 8.992
5 1.0155 15.91 10.07
6 1.2202 17.55 11.16
7 1.4251 19.19 12.26
8 1.6302 20.28 13.38
9 1.8354 21.44 14.5
10 2.0407 22.39 15.63

cleared.

5.8 Perturbing the droop-angle without a fault

Section 5.6 has argued that the magnitude of angle difference at the time that the fault is cleared

determines the magnitude of the current during the transient after the current limiters of the

droop controller are reset. To test this theory, the droop controller is modified such that the

internal angle of the droop controller was perturbed. This is to show that when the internal

angle is perturbed, the microgrid will enter into a limit oscillation if the angle perturbation

causes the current-limit to be exceeded during the recovery from the angle perturbation.

The internal angle of the droop-controller of Inverter 1 is perturbed by five angle magni-

tudes which are presented in two different groups. The first group consists of three small per-

turbations and the second group consists of three larger perturbations. The post-fault network

as presented in Table 5.4 for the circuit in Figure 5.4 is used in order to provide a comparasion

between the measured angle at the end of the fault and the maximum current observed during

the resulting transient.

Figure 5.14 shows the output of Inverter 1 and the angle difference when the internal angle

of Inverter 1 is perturbed by 0.3 degrees, 0.5 degrees and 0.7 degrees. The perturbation happens

at t = 1. In all three of these perturbations, the two droop controllers return to steady-state.

The red dotted line indicates when the perturbation was applied.



236 Chapter 5. Large Signal Stability of Inverter Networks

From the capacitor RMS voltage graph, it can be seen that the voltage remains constant

across the load. From the output current, there is a current oscillation which is caused by

the perturbation. The magnitude of the current oscillation increases as the angle difference

increases. The angle perturbation is seen in the angle difference graph. At t = 1 s there is a step

increase in angle from the perturbation and before the droop controllers respond. The response

of the two droop controllers is to return the angle difference back to the magnitude before the

angle perturbation.

When the angle was perturbed by 0.7 degrees the current oscillation reaches the current

trip of 15 A. The current causes the current limit to respond and a spike is seen in the ‘Fault-

Current Activated’ plot. The transition of the inverter into constant current mode causes the

voltage to rise. The voltage rise is seen by the spike in the ‘Voltage Limit Activated’ plot. The

rise in voltage causes the current limit to reset and the droop controller returns to regulating

the voltage. When the voltage limit is activated, the export current of the inverter drops as seen

in the ‘Output RMS current’ graph. After the drop of export current, the current oscillation

start and the two inverters return to steady-state. When the second current increase occurs, the

angle difference has decreased enough and thus prevents the current oscillation from causing the

current limit to trip.

Figure 5.15 shows the output of Inverter 1 and the angle difference when the internal

angle of Inverter 1 is perturbed by 0.5 degrees, 1.0 degrees and 1.5 degrees. The perturbation

of 0.5 degrees is shown as a reference and is identical to the 0.5 degree perturbation presented

in Figure 5.14. In the 1.0 degree case and the 1.5 degree case, the current and voltage limiter

is triggered during the current oscillation. The 1.0 degree case converges after the time shown,

however the 1.5 degree case does not converge.

For the 1.0 degree case, it can be seen from the angle plot that the angle slowly decreases

as the inverter returns to steady-state. As the angle is decreasing, the frequency at which the

current limiter is tripped is also decreasing. As with the 0.7 degree perturbation in Figure 5.14,

the tripping of fault current causes the voltage to rise which then causes the voltage limit to

trip. The rise in voltage then resets the current limit. Every time the current limit and then

voltage limit is tripped, the output current decreases. Once both limits have reset, the current
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starts to rise which then causes the current limit to trip again. The repetition of this cycle is

know as a limit oscillation.

When the droop controller of Inverter 1 is perturbed by 1.5 degrees, it can be seen that the

angle difference continues to increase and the frequency of the limit oscillation cycle increases.

This suggests that the two droop inverters will not converge back to the steady-state operating

point and the network is no longer stable.

The perturbation of the droop-angle in Inverter 1 has confirmed that the greater the

magnitude of angle difference once the fault has been cleared, the greater the current oscillation

as the droop inverters return to a steady-state operating point. If the current oscillation causes

the current limit to be triggered, the inverters may not converge and the inverters enter into a

limit oscillation. It is noted that a small difference in angle is able to cause a limit oscillation

cycle in the droop inverters.
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Figure 5.14: Small angle perturbation in the droop controller.
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Figure 5.15: Large angle perturbation in the droop controller.
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5.9 Changing the line length

A shorter line has a lower inductance and a longer line has a greater inductance. The current

through an inductor with a voltage difference across the inductor’s terminals is given by Equation

(5.7).

I =
V1 − V2
R+ jωL

(5.7)

For a fixed voltage difference across the inductor, an increase in inductance will cause a

smaller current to flow for the same voltage angle and a decrease in inductance will cause a larger

current to flow. At the end of a fault when the angle difference is a function of the fault duration

and the frequency of each inverter during the fault, the value of inductance will determine the

maximum current flow through the line during the transient after the current limiters have

reset. For a longer line, the voltage angle difference will cause a smaller current to flow. For

a given line difference, it will be possible to calculate the maximum voltage difference between

the inverters. Therefore, calculating the maximum voltage difference, will allow the calculation

of the maximum angle difference and subsequently this allows the maximum duration of fault

to be calculated. If a fault were to exceed the maximum duration, it would be reasonable to

expect the inverter to become unstable after the fault has cleared.

It is reasonable to expect that a longer line will have a greater inductance and thus the

current for a given voltage angle difference will be smaller. Therefore it is expected that a longer

long line will allow for the permitted fault duration to be greater.

5.9.1 Calculation of the approximate maximum and approximate minimum

impedance between the inverters

For a fixed current through the inductor, an increase in inductance will require a large voltage

angle and a decrease in inductance will require a smaller voltage angle. If the line is very long,

then the 90 degree stability criterion may be reached for normal operation. The maximum

inductance of a line is set by the nominal current flow and the minimum inductance of the line

is set by the maximum fault duration.
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To approximately calculate the maximum impedance between the inverters, the following

assumptions will be used. The maximum voltage angle will be assumed to be 90 degrees,

although when the line has resistance, the maximum angle for the voltage will be different from

90 degrees. The current angle will be assumed to be in phase with the voltage of Inverter 1.

It is noted that the current angle is dependent on the line impedance and load impedance.

The voltage at Inverter 1 will be assumed to be at a phase of zero degrees and the voltage

at Inverter 2 will be assumed to be at a phase of -90 degrees with respect to Inverter 1. The

voltage magnitude will be assumed to be the nominal voltage of 220 V and the maximum current

through the line will be assumed to be the nominal current of a single inverter which is 15 A.

Since this calculation is not aiming to provide an exact line impedance and only an approximate

line impedance, these assumptions are reasonable. If a more exact calculation were required,

then the line inductance and resistance would be measured and the maximum current would be

plotted over a range of voltages to ensure that the line was able to carry the current that the

inverters require for the network to reach a steady-state operating point.

Using the approximations stated in the paragraph above, the maximum line impedance

is calculated in Equation (5.8) and Equation (5.9).

Z =
V1 − V2

I
(5.8)

Z =
220 + 220j

15
= 14.667 + 14.667j (5.9)

The maximum resistance is 14.667 Ω and the maximum inductance at 50 Hz for an

impedance of 14.667 Ω is 46.685 mH. To put these numbers into context, these numbers will

be compared with the data sheet for Prysmain Waveform Cable. The resistance per kilometre

for 185 mm2 cable is 0.164 Ω. For this maximum resistance calculation in Equation (5.9) and

ignoring the inductance, this equates to 89.43 meters of cable. The inductance per kilometre at

50 Hz for 185mm2 cable is 0.0725 Ω. For this maximum inductance calculation in Equation (5.9)

and ignoring the resistance, this equates to 202.30 meters of cable. In this case, the resistance

of the cable is the limiting factor at 89.43 meters.
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To approximately calculate the minimum impedance between the inverters the same as-

sumptions as were used for the maximum line calculation will be used, except for the assumption

of voltage angle. The voltage angle will be assumed to be the maximum permitted angle be-

tween the two inverters once the fault has been cleared. For the purpose of this calculation

this is assumed to be 90 degrees. Using these approximations, the minimum line impedance is

calculated in Equation (5.10) and Equation (5.11).

Z =
V1 − V2

I
(5.10)

Z =
220− (219.966− 3.83953j)

15
= 0.0022 + 0.2560j (5.11)

The minimum resistance is 0.0022 Ω and the minimum inductance is 0.81477 mH.

5.9.2 Changing the line length for a fault duration of 1 second

As argued in Section 5.9.1, a longer line or greater coupling inductance in the inverters is

expected to create a smaller current oscillation during the fault recovery. To test this theory,

three line lengths were simulated for the two inverter network as presented in Section 5.5. This

network is exposed to a 1 second fault and the line lengths chosen are within the constraints

presented in Section 5.9.1. The choice of line lengths are presented in Table 5.7.

Table 5.7: Properties of the three lines used for the two droop inverters

Line Number Inductance Resistance
mH Ω

1 0.7 0.46
2 2.2 0.46
3 4.9 0.56

Figure 5.16 shows the output of Inverter 1 when the line parameters were changed as

listed in Table 5.7. Investigating the maximum current during the transient which is after the

fault has been cleared at t = 2 s in the plot ‘Output RMS Current of Inverter 1’. It can be

seen that as the line length and impedance increases, the maximum current during the transient
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is reduced. It is also noted, that changing the line lenght also changes the frequency of the

oscillation of output current (after t = 2 s). From this, it is expected that the eigenvalues of the

microgrid are changing. The analysis presented in Chapter 3 would be required to determine

the change in eigenvalues.

It is also interesting to comment on the angle difference which is shown in the third

graph from the top in Figure 5.16. Before the fault at t = 1 s, the steady-state angle difference

between the two inverters increases as the inductance of the line increases but the RMS current

before the fault does not increase. This is because, as the inductance increases, a greater

voltage angle difference is required for the same current to flow through the inductor. The

droop controllers when not in current limiting mode are voltage source controllers and the angle

difference between the inverters should be the same as the voltage angle difference between the

inverters. The current export from the inverter before the fault is determined by the load within

the microgrid and the loses of the lines.

When the inverters are in current-limit mode, the increase in angle is is 0.196 for Line

1, 0.213 for Line 2 and 0.309 for line 3. The increase in angle difference between when the

fault is activated and when the fault is cleared increases when the inductance is increased.

This is because the increase in inductance will cause a different voltage to be at the output of

the inverter when the inverters are in current limit mode and exporting a controlled current.

If the two inverters have a different output voltage but the same current export, then their

power export will be different. Two inverters with a difference in export power will cause their

frequency to differ. A difference in frequency will cause the angle between the inverters to change

with respect to time.

After the fault has been cleared, the steady-state angle increases as the inductance in-

creases. This is again because the increased inductance in the line causes an increase in voltage

angle for the same steady-state current. After the fault has been cleared the inverters are

again voltage controlled sources and the difference between the internal angles of the inverters

is proportional to the angle difference across the line.

The voltage limit and current limit signals are shown to demonstrate that the inverters

correctly reset once the fault has been cleared.
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If the protection requires a large delay before the fault is cleared, then the inverters should

have a greater inductance to ensure transient stability once the fault has been cleared. However

care should be taken to ensure that the 90 degree stability criterion is not reached when the

maximum current flows through the inductance.
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Figure 5.16: Fault for a duration of one second for a three different line parameters
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5.10 Conclusion

Large signal stability of a two-droop controlled inverter network with passive loads was inves-

tigated. Results determined that the transient stability of the network is related to the change

in angle of the inverter when they are operating in current-limit. The greater the change in

angle, the greater the peak current of the transient after the current limiters have reset. The

peak of the current causes the inverters to limit and this results in the droop controllers failing

to converge to a post-fault steady-state which may lead to the controllers entering in to a limit

oscillation.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

This thesis has presented a dynamic model of an active load and used that model as part of

an overall dynamic model of a 3-node microgrid. The controllers within the droop-controlled

inverter were then further developed to be able to current limit in the event of a network fault

and successfully reset upon the fault being cleared by network protection. An investigation

of the large-signal stability of the microgrid was undertaken to determine the required fault

clearance time of the microgrid and the factors affecting that fault clearance time.

6.1.1 Small-signal stability of a microgrid with an active load

The active load was modelled as a non-linear state-space model with the intention of being

used for analysis within microgrid or distribution network analysis. The model was linearised

about an operating point and participation analysis was used to identify which state variables

were associated with which eigenvalues and subsequently revealed information about the high

frequency and low frequency modes. The high frequency modes were largely sensitive to the

states of the LCL filter and the ac-current controller. The low frequency modes were largely

sensitive to the states of the dc voltage capacitor and the dc voltage controller. It was possible to

observe both the high and low frequency modes through experimentation. The high frequency
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modes could be observed by grid-side perturbations and the low frequency modes could be

observed by dc-side perturbations.

When the active load model was joined to a microgrid, further key results were iden-

tified. The microgrid used models of droop-controlled inverters and a network, all of which

were modelled on a common reference frame. The addition of the active load within the micro-

grid caused the damping of the microgrid to very slightly decrease. Upon further inspection,

the low frequency eigenvalues, that are associated with either the inverter droop controllers or

the dc-voltage controller of the active load, had little interaction with each other. In contrast,

the medium-frequency eigenvalues of the microgrid, that were initially associated with the AC-

voltage controller of the inverters, became much less damped when the gain of the active load

dc-voltage controller was increased.

The system model was verified against an experimental system with three 10 kVA invert-

ers, one passive load and one active load. Step changes of load were used to excite low-frequency

modes and allow observation of frequency and damping factors for different controller gain con-

ditions. Despite initial concerns that the negative resistance property of active load would

destabilise the power-sharing (droop) controllers, no significant reduction of damping of the low

frequency modes was observed for a range of active load voltage control parameters. However,

the eigenvalue analysis showed that eigenvalues associated with the dc-voltage controller of the

active load moved away from the imaginary axis and the eigenvalues associated with the inverter

ac-voltage controller moved towards the imaginary axis as the gain of the rectifier dc-voltage

controller was varied.

Although some inverter—active–load coupling has been identified, it was not in the low-

frequency power sharing eigenvalues as anticipated. In the example experimental system, un-

stable operation did occur for very large gains in the dc voltage loop but these were beyond the

gains needed to achieve good steady-state voltage regulation. Therefore it is possible to design

the rectifier controller by using conventional frequency domain analysis and independently of

the inverter controllers, provided the design is suitably conservative.
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6.1.2 Resetting of inverter limiting

The thesis investigated how current and voltage limiting should be implemented in inverters with

cascaded control loops with particular reference to preventing latch-up of the limiters and wind-

up of the controllers. A further consideration was the desire to avoid high levels of distortion of

current and voltage waveforms during the fault.

The results of this study show that to avoid high levels of distortion of current and

voltage waveforms during the fault the current limit (applied to the current reference at the

output voltage controller) should be a set and reset function. The set and reset limiting of the

current reference preserves sinusoidal current references during the majority of the fault and

recovery period and avoids high levels of harmonic distortion.

Providing the current limiter correctly resets after the fault has been cleared, the results

show that the best transient stability performance is obtained when the voltage limit (applied to

the inverter voltage command at the output of the current controller) is an instantaneous (satu-

ration) function. Although the instantaneous limit is shown to cause high levels of distortion for

sinusoidal references when in limit, the instantaneous limiting of the inverter voltage command

helped prevent wind-up of the outer controllers once the current limit is reset. In this study the

outer controller was a voltage controller and this is the middle controller in the droop controlled

inverters. As expected this does cause distorted voltage waveforms to appear for a short period

after fault clearance as the voltage controller establishes control of the capacitor voltage. If

the current limit (output of the voltage controller) is reset and the voltage limit (output of the

current controller) is set, the experimental results presented in this thesis have shown the outer

voltage controller to experience wind-up and hence this would not be acceptable in a microgrid

application.

For avoiding latch-up of the set and reset current limit, it is important that the reset

signal is not derived from the output of the outer controller. The experimental results presented

in Chapter 4 have also shown that using a set and reset voltage limiter at the output of the

inner controller did not assist in the resetting of the current limiter at the output of the outer

controller. The set and reset design which used the current reference (output of the voltage

controller) to initiate a set and the measured inverter capacitor voltage to initiate a reset was
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the only latched current limiter to reset when used in conjunction with an instantaneous voltage

limiter. For this design to function correctly in other networks, the capacitor voltage would

only recover (and cause a reset) provided the network impedance seen when the fault clears is

sufficiently high. For a microgrid, this will be true if the total post-fault load power demand is

within the capacity of the generators remaining on the system.

A further development for the set and reset design was to introduce a second trip such

that the inverter could export a particular current for over-loads and export a different current

for network faults. The multi-trip design used an impedance method for the detection of over-

loads and network faults. Experimental results have shown this method to be successful for

detecting over-loads and faults for a microgrid application and also successfully resetting once

the over-load or fault had been removed.

6.1.3 Large-signal stability of the microgrid network

The large-signal stability of a two-inverter microgrid with each inverter using droop-control

was analytically investigated. The chapter started by investigating a single droop-controlled

inverter connected to a single load where a fault was applied. A discussion was made about the

real power, reactive power and frequency output of the inverter. A limiting strategy was used

that would not wind-up the controllers or latch-up once the fault had been disconnected. The

inverter would current limit as expected and the voltage at the output would collapse, again as

expected. However, the droop controller would continue to control the frequency of the inverter.

The frequency transient would be first-order decay function which is because the calculated

power is filtered before being applied to the droop function.

A microgrid was formed of two droop-controlled inverters, a single line and two loads.

This simplistic model was chosen to understand the interactions between the controllers during

a fault. It was discovered that the steady-state output frequency of the inverter during the fault

was dependent on the real power export of the inverter and that the rate of change of frequency

from the previous steady-state to the steady-state during the fault was dependent on the filter

used to calculate the power reference for the droop functions. During the transient period from

the fault being cleared to the post-fault steady-state operating point, the magnitude of the
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current exported from the inverter was dependent on the duration of the fault, the impedance of

the line that was used to connect the two inverters and the impedance of the coupling inductance

of the inverter.

The magnitude of the current when the two droop-controlled inverters were transitioning

from fault to normal operation was critical to the recovery of the inverters. If the magnitude of

the current activated a current limit of one of the two inverters, then the two droop-inverters

would not return to a steady-state operating mode and the two inverters would enter a limit

oscillation. The large-signal transient stability of the droop controlled microgrid is dependent

on the limiting approached used in the inverters. The droop-controlled microgrid will return to

a steady-state after a fault event if the peak of the current during the transient period does not

trigger a limit event in the controllers of the inverters.

6.2 Authors Contribution

The end of the introduction in Chapter 1 set out three questions of research that are not covered

in the literature and are documented in Chapters 3 – 5. Chapter 3 answered how an active load

interacted within a microgrid. Chapter 4 answered how inverters should reset their limiters

after a network fault or disturbance. Chapter 5 answered if a microgrid would settle to a new

steady-state or loose stability after a network disturbance.

It was identified in Chapter 1 that existing work in the small-signal stability of microgrids

models the loads as a passive impedance. However this is not true for all loads and many

active loads exhibit constant power characteristics. This thesis contributed to the literature

by identifying that the low frequency dynamics of the active loads do not cause the droop

controllers of the microgrid to exhibit instabilities. However, it was identified that the active

load did interact with the voltage controllers of the inverters and instabilities were observed in

the inverter voltage controllers when the gain of the dc-voltage controller of the active load was

increased.

There is much litreature on characterising the fault impedance of an inverter and designing

limiting circuits for inverters. However, this work has not considered how the inverters should
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reset from the limit state and return to normal operation after the fault has cleared. This thesis

has contributed an understanding of the factors that may cause an inverter to fail to correctly

reset from a limit state and has recommended a design to ensure an inverter in a microgrid

always resets.

There has been a lot of work in understanding the small-signal stability of microgrids,

however the large-signal stability is also important and must be considered. There has been a

little research in this area and the existing literature has not considered the factors that cause

large-signal instabilities. This thesis has sought to understand this, investigated the droop-

controlled inverter and concluded that the microgrid will become unstable if the limiters are

enter limit while the droop controllers are transiting from the steady-state during the fault to

the steady-state after the fault.

6.3 Future Work

For every inverter that was presented in this thesis, it was assumed that there is a constant

dc-bus voltage. Whilst this is a reasonable assumption if there were a constant energy source,

for example sufficient battery storage or if there were advanced power electronics controlling and

regulating the dc-bus voltage. However, the dc-bus voltage may not be constant and may not

have a negligible supply impedance. In a practical microgrid there may be many different types

of energy sources, each with a different supply characteristic and some of which may not be able

to supply a constant dc voltage. Therefore, in these microgrids it would be essential to model

the energy source and any power electronics that is used to regulate or filter the dc voltage

source. This thesis could be extended by modelling the prime-mover and seeing the effect that

the “prime-mover” has on the results that are presented.

The load model used in the small-signal work presented in Chapter 3 was an active load

with a constant power characteristic and previous work had investigated constant impedance

load. However in many microgrids, there may be a proportion of induction motor loads that

are connected without any motor-drive or soft-start power electronics. When these types of

loads start they have a large in-rush current and may cause the inverter to current limit. If the

inverter were to current limit, then the voltage at the motor may be depressed. A reduction in
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voltage could cause the motor to stall and this may cause a voltage collapse at the node. Also,

if the motor were to start and the in-rush current reduced to the operating current, then the

resetting of the inverter limiter could cause the microgrid to become unstable. Therefore, for

a comprehensive microgrid small-signal and large-signal model, it may be necessary to model

induction motor loads.

For the analysis undertaken in Chapter 3, the equilibrium point which the linear model

was linearised around, was found by using a time-domain simulation. It would also be possible

to obtain these steady-state operating values by the use of a load-flow algorithm. However, a

conventional load-flow does not allow for the droop algorithm and assumes that the network

has a fixed frequency. Therefore, for the steady-state parameters to be calculated by a load-flow

algorithm, a load-flow algorithm that considers a changing frequency and the droop algorithm

would need to be developed.
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Appendix A

Matlab Script Used for the Active

Load

This appendix provides the Matlab scrips used to generate the eigenvalue plot in Figure 3.4 and

the participation graphs in Figure 3.5.

A.1 Active Load Model

1 %sta r tMi c r og r i d

3 %Se l e c t data f i l e with parameters and i n i t i a l va lue s

load ( ’ Re c t i f i e r S t e adyS ta t e 1 ’ ) ;

5

%Build s t a t e space model

7 [ R e c t i f i e r ] = mode lRec t i f i e r (RecData ) ;

f unc t i on [ R e c t i f i e r ] = mode lRec t i f i e r (RecData )

2 %mode lRec t i f i e r The s tate−space equat ions f o r the r e c t i f i e r

%model used with the microgr id work .

4 % This s c r i p t c r e a t e s r e c t i f i e r model

% By Nathanie l B o t t r e l l
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6

% Declare a s t r u c tu r e to save the R e c t i f i e r model

8 Re c t i f i e r = s t r u c t ( . . .

’A ’ , [ ] , . . .

10 ’B ’ , [ ] , . . .

’C ’ , [ ] , . . .

12 ’D ’ , [ ] , . . .

’ SystemName ’ , { ’ R e c t i f i e r ’ } , . . .

14 ’ StateNames ’ , {{ ’ CtrlVdc ’ ; ’ Ct r l Id ’ ; ’ Ct r l I q ’ ; ’ i l d ’ ; ’ i l q ’ ; ’ vcd ’ ; ’ vcq ’ ; ’

igd ’ ; ’ i gq ’ ; ’ vdc ’ } } , . . .

’ InputNames ’ , {{ ’ Vdcref ’ ; ’ I l d r e f ’ ; ’vgD ’ ; ’vgQ ’ ; ’wcom ’ ; ’ i d c ’ } } , . . .

16 ’OutputNames ’ , {{ ’ igD ’ ; ’ igQ ’ ; ’ vdc ’ } } , . . .

’ OutputSteadyState ’ , [ RecData . IgD ; RecData . IgQ ; RecData . Vdc ] ) ;

18

%% Re c t i f i e r Matr ices

20

% Def ine DC vo l tage c o n t r o l l e r

22

Re c t i f i e r . DCVoltageControl ler = s t r u c t ( . . .

24 ’A ’ , 0 , . . .

’B1 ’ , [ 1 , 0 ] , . . .

26 ’B2 ’ , −1 , . . .

’C ’ , [ RecData . Kiv ; 0 ] , . . .

28 ’D1 ’ , [ RecData .Kpv , 0 ; . . .

0 , 1 ] , . . .

30 ’D2 ’ , [−RecData .Kpv ; . . .

0 ] ) ;

32

% Def ine AC current c o n t r o l l e r

34

Re c t i f i e r . ACCurrentControl ler = s t r u c t ( . . .

36 ’A ’ , [ 0 ; 0 ] , . . .

’B1 ’ , [ 1 , 0 ; . . .

38 0 , 1 ] , . . .

’B2 ’ , [ − 1 , 0 , 0 , 0 , 0 , 0 ; . . .

40 0 , −1 , 0 , 0 , 0 , 0 ] , . . .

’C ’ , [−RecData . Kic , 0 ; . . .
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42 0,−RecData . Kic ] , . . .

’D1 ’ , [−RecData .Kpc , 0 ; . . .

44 0,−RecData .Kpc ] , . . .

’D2 ’ , [ RecData .Kpc , RecData .wn∗RecData . Lf , 0 , 0 , 0 , 0 ; . . .

46 −RecData .wn∗RecData . Lf , RecData .Kpc , 0 , 0 , 0 , 0 ] ) ;

48 % Def ine sw i t ch ing block

50 Re c t i f i e r . SwitchingBlock = s t r u c t ( . . .

’A ’ , −(RecData . Vid∗RecData . I l d+RecData . Viq∗RecData . I l q ) /(RecData . Cdc∗RecData .

Vdcˆ2) , . . .

52 ’B ’ , [ RecData . Vid /(RecData . Cdc∗RecData . Vdc) , RecData . Viq /(RecData . Cdc∗RecData .

Vdc) , 0 , 0 , 0 , 0 ] , . . .

’Bu ’ , [ RecData . I l d /(RecData . Cdc∗RecData . Vdc) , RecData . I l q /(RecData . Cdc∗RecData

. Vdc) ] , . . .

54 ’Bdc ’ , −1/RecData . Cdc , . . .

’C ’ , 1) ;

56

% Def ine DC load

58

Re c t i f i e r .DCLoad = s t r u c t ( . . .

60 ’A ’ , 0 , . . .

’Bu ’ , 0 , . . .

62 ’ Bdist ’ , 0 , . . .

’C ’ , 0 , . . .

64 ’Du ’ , 1/RecData . Rload , . . .

’ Ddist ’ , 1) ;

66

% Def ine LCL f i l t e r

68

Re c t i f i e r . LCLFilter = s t r u c t ( . . .

70 ’A ’ , [−RecData . r f /RecData . Lf , RecData .w0 , 1/RecData . Lf , 0 , 0 , 0 ; . . .

−RecData .w0 , −RecData . r f /RecData . Lf , 0 , 1/RecData . Lf , 0 , 0 ; . . .

72 −1/RecData . Cf , 0 , 0 , RecData .w0 , 1/RecData . Cf , 0 ; . . .

0 , −1/RecData . Cf , −RecData .w0 , 0 , 0 , 1/RecData . Cf ; . . .

74 0 , 0 , −1/RecData . Lc , 0 , −RecData . rc /RecData . Lc , RecData .w0 ; . . .

0 , 0 , 0 , −1/RecData . Lc , −RecData .w0 , −RecData . rc /RecData . Lc ] , . . .
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76 ’Bu ’ , [−1/RecData . Lf , 0 ; . . .

0 , −1/RecData . Lf ; . . .

78 z e ro s (4 , 2 ) ] , . . .

’Bv ’ , [ z e r o s ( 4 , 2 ) ; . . .

80 1/RecData . Lc , 0 ; . . .

0 , 1/RecData . Lc ] , . . .

82 ’Bw ’ , [ RecData . I l q ; . . .

−RecData . I l d ; . . .

84 RecData . Vcq ; . . .

−RecData . Vcd ; . . .

86 RecData . Igq ; . . .

−RecData . Igd ] , . . .

88 ’C ’ , 0 , . . .

’D ’ , 0) ;

90

% Def ine r e f e r e n c e frame

92

Re c t i f i e r . ReferenceFrame = s t r u c t ( . . .

94 ’Tr ’ , [ cos (RecData . de l t a0 ) , −s i n (RecData . de l t a0 ) ; . . .

s i n (RecData . de l t a0 ) , cos (RecData . de l t a0 ) ] ) ;

96

% Build r e c t i f i e r model

98

Re c t i f i e r .A = [ 0 , z e r o s ( 1 , 2 ) , z e r o s (1 , 6 ) , R e c t i f i e r . DCVoltageControl ler . B2 ;

100 Re c t i f i e r . ACCurrentControl ler . B1∗Re c t i f i e r . DCVoltageControl ler .C, z e r o s ( 2 , 2 ) ,

R e c t i f i e r . ACCurrentControl ler . B2 , R e c t i f i e r . ACCurrentControl ler . B1∗Re c t i f i e r .

DCVoltageControl ler .D2 ;

R e c t i f i e r . LCLFilter .Bu∗Re c t i f i e r . ACCurrentControl ler .D1∗Re c t i f i e r .

DCVoltageControl ler .C, R e c t i f i e r . LCLFilter .Bu∗Re c t i f i e r . ACCurrentControl ler .C,

R e c t i f i e r . LCLFilter .A+Re c t i f i e r . LCLFilter .Bu∗Re c t i f i e r . ACCurrentControl ler .D2

, R e c t i f i e r . LCLFilter .Bu∗Re c t i f i e r . ACCurrentControl ler .D1∗Re c t i f i e r .

DCVoltageControl ler .D2 ;

102 Re c t i f i e r . SwitchingBlock .Bu∗Re c t i f i e r . ACCurrentControl ler .D1∗Re c t i f i e r .

DCVoltageControl ler .C, R e c t i f i e r . SwitchingBlock .Bu∗Re c t i f i e r .

ACCurrentControl ler .C, R e c t i f i e r . SwitchingBlock .B+Re c t i f i e r . SwitchingBlock .Bu∗

Re c t i f i e r . ACCurrentControl ler .D2 , R e c t i f i e r . SwitchingBlock .A+Re c t i f i e r .

SwitchingBlock .Bu∗Re c t i f i e r . ACCurrentControl ler .D1∗Re c t i f i e r .
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DCVoltageControl ler .D2+Re c t i f i e r . SwitchingBlock . Bdc∗Re c t i f i e r .DCLoad .Du ] ;

104 Re c t i f i e r .Bu = [ R e c t i f i e r . DCVoltageControl ler . B1 ;

R e c t i f i e r . ACCurrentControl ler . B1∗Re c t i f i e r . DCVoltageControl ler .D1 ;

106 Re c t i f i e r . LCLFilter .Bu∗Re c t i f i e r . ACCurrentControl ler .D1∗Re c t i f i e r .

DCVoltageControl ler .D1 ;

R e c t i f i e r . SwitchingBlock .Bu∗Re c t i f i e r . ACCurrentControl ler .D1∗Re c t i f i e r .

DCVoltageControl ler .D1 ] ;

108

Re c t i f i e r .Bv = [ z e ro s (1 , 2 ) ;

110 z e ro s (2 , 2 ) ;

R e c t i f i e r . LCLFilter .Bv∗( R e c t i f i e r . ReferenceFrame . Trˆ−1) ;

112 z e ro s (1 , 2 ) ] ;

114 Re c t i f i e r .Bw = [ 0 ;

z e r o s ( 2 , 1 ) ;

116 Re c t i f i e r . LCLFilter .Bw;

0 ] ;

118

Re c t i f i e r . Bdc = [ 0 ;

120 z e ro s (2 , 1 ) ;

z e r o s ( 6 , 1 ) ;

122 Re c t i f i e r . SwitchingBlock . Bdc∗Re c t i f i e r .DCLoad . Ddist ] ;

124 Re c t i f i e r .B = [ R e c t i f i e r .Bu , R e c t i f i e r .Bv , R e c t i f i e r .Bw, R e c t i f i e r . Bdc ] ;

126 Re c t i f i e r . Cc = [ z e r o s (2 , 1 ) , z e r o s ( 2 , 2 ) , [ z e r o s ( 2 , 2 ) , z e r o s (2 , 2 ) , R e c t i f i e r .

ReferenceFrame . Tr ] , z e r o s ( 2 , 1 ) ] ;

128 Re c t i f i e r . Cdc = [ 0 , z e r o s ( 1 , 2 ) , z e r o s (1 , 6 ) , R e c t i f i e r . SwitchingBlock .C ] ;

130 Re c t i f i e r .C = [ R e c t i f i e r . Cc ; R e c t i f i e r . Cdc ] ;

132 s i zeB = s i z e ( R e c t i f i e r .B) ;

s i zeC = s i z e ( R e c t i f i e r .C) ;

134 Re c t i f i e r .D = ze ro s ( s i zeC (1) , s i zeB (2) ) ;
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136 Re c t i f i e r .M = RecData . rn∗ eye (2 ) ;

138 %%

disp ( ’ F in i shed ’ )

A.2 Eigenvalue Plot

1 Eigenva lues = s t r u c t ( . . .

’ SystemName ’ , ’ R e c t i f i e r ’ , . . .

3 ’ SystemAmatrix ’ , R e c t i f i e r .A , . . .

’ FigureNumber ’ , 1 , . . .

5 ’ xAxisLimits ’ , [−4000 , 0 ] , . . .

’ yAxisLimits ’ , [−15000 , 1 5 0 0 0 ] , . . .

7 ’ Grid ’ , { ’ on ’ } , . . .

’ DataPointType ’ , { ’ kx ’ } , . . .

9 ’ P lotFigure ’ , true , . . .

’ SaveFigure ’ , true , . . .

11 ’ PrintFigureName ’ , { ’ Fig ’ }) ;

13 Eigenva lues = p lo tE igenva lue s ( Eigenva lues ) ;

f unc t i on [ Eigenva lues ] = p lo tE igenva lue s ( e igenva lueParameters )

2 %PLOTEIGENVALUES Plot s the e i g enva lu e s o f an A Matrix

% Resu l t s from the s c r i p are used with in the t h e s i s

4 % By Nathanie l B o t t r e l l

6 % Declare a s t r u c tu r e to save the e i g enva lu e s

Eigenva lues = s t r u c t ( . . .

8 ’ SystemName ’ , e igenva lueParameters . SystemName , . . .

’ SystemAmatrix ’ , e igenva lueParameters . SystemAmatrix , . . .

10 ’ SystemEigenvalues ’ , { ’ ’ } , . . .

’ FigureNumber ’ , e igenva lueParameters . FigureNumber , . . .

12 ’ EigenValues ’ , { ’ ’ } , . . .
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’ xAxisLimits ’ , e igenva lueParameters . xAxisLimits , . . .

14 ’ yAxisLimits ’ , e igenva lueParameters . yAxisLimits , . . .

’ Grid ’ , e igenva lueParameters . Grid , . . .

16 ’ DataPointType ’ , e igenva lueParameters . DataPointType , . . .

’ P lotFigure ’ , e igenva lueParameters . PlotFigure , . . .

18 ’ SaveFigure ’ , e igenva lueParameters . SaveFigure , . . .

’ PrintFigureName ’ , e igenva lueParameters . PrintFigureName ) ;

20

22 % Calcu la t e e i g enva lu e s

Eigenva lues . SystemEigenvalues = e i g ( Eigenva lues . SystemAmatrix ) ;

24

% Plot e i g enva lu e s

26 i f E igenva lues . P lotFigure

f i g u r e ( Eigenva lues . FigureNumber )

28 p lo t ( Eigenva lues . SystemEigenvalues , E igenva lues . DataPointType ) ;

t i t l e ( s p r i n t f ( ’ E igenva lues o f %s ’ , E igenva lues . SystemName) ) ;

30 xlim ( Eigenva lues . xAxisLimits ) ;

yl im ( Eigenva lues . yAxisLimits ) ;

32 x l ab e l ( ’ Real Axis ’ ) ;

y l ab e l ( ’ Imaginary Axis ’ ) ;

34 g r id ( Eigenva lues . Grid ) ;

d i sp ( ’ E igenva lues Plotted ’ ) ;

36 end

38 % Print e i g enva lu e s p l o t

i f E igenva lues . SaveFigure

40 pape r s i z e = [ 5 , 4 ] ;

border = 0 ;

42 s e t ( gcf , ’ PaperUnits ’ , ’ i n che s ’ , ’ PaperPositionMode ’ , ’Manual ’ , ’ PaperSize ’ ,

paper s i z e , ’ PaperPos i t ion ’ , [ border , border , pape r s i z e (1 )−border , pape r s i z e (2 )−

border ] )

p r i n t ( gcf , ’−deps2 ’ , s p r i n t f ( ’%s %sEigenva lues ’ , E igenva lues . PrintFigureName ,

Eigenva lues . SystemName) )

44 di sp ( ’ E igenva lues Saved to F i l e ’ ) ;

end
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A.3 Participation Graphs

1 EigenPar t i c i pa t i on = s t r u c t ( . . .

’ SystemName ’ , R e c t i f i e r . SystemName , . . .

3 ’ SystemAmatrix ’ , R e c t i f i e r .A , . . .

’ Pa r t i c i pa t i onFac to r ’ , 0 , . . .

5 ’ FigureNumber ’ , 3 , . . .

’ OnlyEigenvalueFigure ’ , true , . . .

7 ’ xAxisLimits ’ , [−4000 , 0 ] , . . .

’ yAxisLimits ’ , [−15000 , 1 5 0 0 0 ] , . . .

9 ’ Grid ’ , { ’ on ’ } , . . .

’ DataPointType ’ , { ’ k . ’ } , . . .

11 ’ P lotFigure ’ , true , . . .

’ Pr intF igure ’ , f a l s e , . . .

13 ’ PrintType ’ , { ’−dpdf ’ } , . . .

’ PrintFigureName ’ , ’ Fig ’ ) ;

15

EigenPar t i c i pa t i on = ca l cE i g enva l u ePa r t i c i p a t i on v2 ( E ig enPar t i c i pa t i on ) ;

17

EigenPar t i c i pa t i on . StateNames = R e c t i f i e r . StateNames ;

19

EigenPar t i c i pa t i on . Eigen = { 5 : 1 : 6 , 1 : 1 : 4 , 7 : 1 : 1 0 } ;

21

Par t i c i p a t i o nS t a t e = p l o t S t a t ePa r t i c i p a t i o n v3 ( E ig enPar t i c i pa t i on ) ;

1 f unc t i on [ E i g enPar t i c i pa t i on ] = ca l cE i g enva l u ePa r t i c i p a t i on v2 (

e igenva lueParameters )

%CALCEIGENVALUES Ca l cu l a t e s e i gen va lue s and s t a t e p a r t i c i p a t i o n va lue s

3 % By Nathanie l B o t t r e l l

5 % Declare a s t r u c tu r e to save the e i g enva lu e s

E i g enPar t i c i pa t i on = s t r u c t ( . . .

7 ’ SystemName ’ , e igenva lueParameters . SystemName , . . .

’ SystemAmatrix ’ , e igenva lueParameters . SystemAmatrix , . . .

9 ’ Pa r t i c i pa t i onFac to r ’ ,{ e igenva lueParameters . Pa r t i c i pa t i onFac to r } , . . .

’ FigureNumber ’ , e igenva lueParameters . FigureNumber , . . .

11 ’ OnlyEigenvalueFigure ’ , e igenva lueParameters . OnlyEigenvalueFigure , . . .
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’ RightEigenvalues ’ , { ’ ’ } , . . .

13 ’ R ightEigenvectors ’ , { ’ ’ } , . . .

’ Le f tE igenva lue s ’ , { ’ ’ } , . . .

15 ’ L e f tE i g envec to r s ’ , { ’ ’ } , . . .

’ E igenva lues ’ , { ’ ’ } , . . .

17 ’ Pa r t i c i pa t i onMat r i x ’ , { ’ ’ } , . . .

’ Part ic ipat ionMatr ixMag ’ , { ’ ’ } , . . .

19 ’ xAxisLimits ’ , e igenva lueParameters . xAxisLimits , . . .

’ yAxisLimits ’ , e igenva lueParameters . yAxisLimits , . . .

21 ’ Grid ’ , e igenva lueParameters . Grid , . . .

’ DataPointType ’ , e igenva lueParameters . DataPointType , . . .

23 ’ P lotFigure ’ , e igenva lueParameters . PlotFigure , . . .

’ Pr intF igure ’ , e igenva lueParameters . Pr intFigure , . . .

25 ’ PrintType ’ , e igenva lueParameters . PrintType , . . .

’ PrintFigureName ’ , e igenva lueParameters . PrintFigureName ) ;

27

% Calcu la t e the l e f t and r i g h t e i g enva lu e s

29 % and e i g env e c t o r s from the A matrix .

31 [ E i g enPar t i c i pa t i on . RightEigenvectors , E i g enPar t i c i pa t i on . RightEigenvalues ] = e i g (

E i g enPar t i c i pa t i on . SystemAmatrix ) ;

33 EigenPar t i c i pa t i on . Le f tE ig envec to r s = inv ( E ig enPar t i c i pa t i on . RightEigenvectors ) ;

35 % Calcu la t e e i g enva lu e s from d i a g i ona l matrix

E ig enPar t i c i pa t i on . Eigenva lues = diag ( E i g enPar t i c i pa t i on . RightEigenvalues ) ;

37

% Calcu la t e the Pa r t i c i p a t i o n Matrix

39

% Uses formular p i j = ( | v i j | ∗ | wj i | ) /sum [ k=1 to n ] ( | vik | ∗ | wki | )

41 % where :

% i = s t a t e v a r i a b l e

43 % j = e igenva lue

% p = pa r t i c i p a t i o n value

45 % w = l e f t e i g env e c t o r s

% v = r i gh t e i g env e c t o r s

47
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% ca l c u l a t e s i z e o f Eigenvector matrix

49 [ i l j l ] = s i z e ( E i g enPar t i c i pa t i on . Le f tE ig envec to r s ) ;

51 % i n i t i l i s e p

E ig enPar t i c i pa t i on . Par t i c i pa t i onMat r ix = ze ro s ( i l , j l ) ;

53

% ca l c u l a t e p a r t i c i p a t i o n matrix

55 f o r i = 1 : i l

wv = abs ( E ig enPar t i c i pa t i on . RightEigenvectors ( i , : ) ) ∗abs ( E i g enPar t i c i pa t i on .

Le f tE ig envec to r s ( : , i ) ) ;

57 f o r j = 1 : j l

E i g enPar t i c i pa t i on . Par t i c i pa t i onMat r ix ( i , j ) = abs ( E i g enPar t i c i pa t i on .

RightEigenvectors ( i , j ) ) ∗ abs ( E i g enPar t i c i pa t i on . Le f tE ig envec to r s ( j , i ) ) /wv ;

59 end

end

61

% ca l c u l a t e the magnitude o f the p a r t i c i p a t i o n matrix

63 EigenPar t i c i pa t i on . Part ic ipat ionMatr ixMag = round (100∗ abs ( E i g enPar t i c i pa t i on .

Par t i c i pa t i onMat r i x ) ) /100 ;

65

di sp ( ’ Eigenvalue Pa r t i c i p t a t i o n Ca l cu l a t i on Done ’ )

67

end

1 f unc t i on [ Pa r t i c i p a t i o n ] = p l o t S t a t ePa r t i c i p a t i o n v3 ( EigenvalueData )

%p l o t S t a t ePa r t i c i p a t i o n v2 p l o t s the s t a t e s and h i g h l i g h t s the

3 %sta t e p a r t i c i p a t i o n o f the e i g enva lu e s

% By Nathanie l B o t t r e l l

5

%The code assumes the p a r t i c i p a t i o n matrix supp l i ed i s in the form o f :

7 %p i j

% where :

9 % i = s t a t e va r i a b l e

% j = e ig enva lue

11 % p = pa r t i c i p a t i o n value
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13 EigenvaluePlotSequence = { ’ b∗ ’ , ’ g∗ ’ , ’ r ∗ ’ } ;

EigenvalueStemSequence = { ’ b ’ , ’ g ’ , ’ r ’ } ;

15

% Set up the date s t r u c t to save the p a r t i c i p a t i o n va lue s f o r each e i g enva lue .

17 %f ind the number o f i t t e r a t i o n s the user has reques ted f o r i n v e s t i g a t i o n

n o I t t e r a t i o n s = max( s i z e ( EigenvalueData . Eigen ) ) ;

19

%ca l c u l a t e the number o f s t a t e s

21 noStates = max( s i z e ( EigenvalueData . Eigenva lues ) ) ;

23 Part i c ipat ionStemPlot = ze ro s ( noStates , n o I t t e r a t i o n s ) ;

25 f o r i t t e r a t i o n = 1 : n o I t t e r a t i o n s

27

%f ind the number o f e i g enva lu e s the user has reques ted f o r i n v e s t i g a t i o n

29 noEigenvalues = max( s i z e ( EigenvalueData . Eigen{ i t t e r a t i o n }) ) ;

%f o r each e i g enva lue c r e a t e a blank data s t r u c tu r e

31 Pa r t i c i p a t i o n = c e l l ( noEigenvalues , 1 ) ;

33 %put data in to the s t r u c tu r e − we ’ re now ready to s t a r t the an a l y s i s

f o r k = 1 : noEigenvalues

35 Pa r t i c i p a t i o n {k} = s t ru c t ( . . .

’ Eigenvalue ’ , EigenvalueData . Eigenva lues ( EigenvalueData . Eigen{

i t t e r a t i o n }( k ) ) , . . .

37 ’ S ta t e sAs soc i a t ed ’ , { ’ ’ } , . . .

’ Pa r t i c i pa t i onVa lue s ’ , [ ] ) ;

39 end

41 % Par t i c i p a t i o n Ana lys i s

%go through a l l s t a t e s in an e i g enva lu e s and save them i f they have a

43 %pa r t i c i p a t i o n value h igher than 0 .

%to s e t the loop , the s c r i p t needs to know how many s t a t e s the re are

45 %the s c r i p t a l r eady knows how many e i g enva lu e s that need look ing at .

47 f o r j l = 1 : noEigenvalues
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49 f o r i l = 1 : noStates

%go through each s t a t e s in the e i g enva lue and check to see i f the

51 %s t a t e s p a r t i c i p a t e s in the e i g enva lue .

i f EigenvalueData . Part ic ipat ionMatr ixMag ( i l , EigenvalueData . Eigen{

i t t e r a t i o n }( j l ) ) ˜= 0 ;

53 %i f the p a r t i c i p a t i o n o f the s t a t e f o r the e i g enva lue does not

%equal zero , i t i s important and needs to be saved .

55 %the data needs to be saved in order , the next s e c t i o n o f code

%s o r t s the data by the p a r t i c i p a t i o n value

57

%f i r s t a check need to be made to see i f the re i s any data , i f

59 %there i s no data the re i s nothing to s o r t .

61 %f i r s t the code needs to c a l c u l a t e the s i z e o f the data

%s t ru c tu r e

63 s izeSavedData = max( s i z e ( Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s ) ) ;

65 i f s izeSavedData == 0

%th i s s e c t i o n i s run i f the re i s NO data in the

67 %Par t i c i p a t i o n s t r u c tu r e

Pa r t i c i p a t i o n { j l } . S ta t e sAs soc i a t ed = EigenvalueData . StateNames

( i l ) ;

69 Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s = EigenvalueData .

Part ic ipat ionMatr ixMag ( i l , EigenvalueData . Eigen{ i t t e r a t i o n }( j l ) ) ;

e l s e

71 %th i s s e c t i o n i s run i f the re i s data in the Pa r t i c i p a t i o n

%s t ru c tu r e

73

%to so r t the data the a lgor i thm i s going to go through

75 %every entry un t i l the entry i s p laced . This i sn ’ t the most

%e f f i c i e n t way , but i t w i l l s t i l l work . The s o r t i n g w i l l go

77 %from the he i ghe s t to the lowest

79 %be fo r e the loop beg ins a f l a g v a r i b l e needs to be s e t to

%ind i c a t e that the va lue s has not been placed in the

81 %st ru c tu r e . Another v a r i a b l e needs to be s e t that keeps
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%count o f the loops and knows which saved data the loop i s

83 %po in t ing to .

85 dataSorted = f a l s e ;

dataPointer = 1 ;

87

%i f the l a s t data sample i s g r e a t e r to or equal to the data

89 %sample wanting to be saved , the data wanting to be saved

%needs to be placed at the beg in ing o f the sequence and

91 %the f l a g s e t so that the loop doesn ’ t s t a r t .

i f Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s ( s izeSavedData ) >=

EigenvalueData . Part ic ipat ionMatr ixMag ( i l , EigenvalueData . Eigen{ i t t e r a t i o n }( j l )

)

93 %Par t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s ( s izeSavedData )

%EigenvalueData . Part ic ipat ionMatr ixMag ( i l , EigenvalueData .

Eigen{ i t t e r a t i o n }( j l ) )

95 Pa r t i c i p a t i o n { j l } . S ta t e sAs soc i a t ed = [ Pa r t i c i p a t i o n { j l } .

S ta te sAssoc ia ted , EigenvalueData . StateNames ( i l ) ] ;

Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s = [ Pa r t i c i p a t i o n { j l

} . Par t i c ipa t i onVa lue s , EigenvalueData . Part ic ipat ionMatr ixMag ( i l ,

EigenvalueData . Eigen{ i t t e r a t i o n }( j l ) ) ] ;

97 dataSorted = true ;

end

99

%i f the f i r s t data sample i s l e s s than the data

101 %sample wanting to be saved , the data wanting to be saved

%needs to be placed at the beg in ing o f the sequence and

103 %the f l a g s e t so that the loop doesn ’ t s t a r t .

i f Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s (1 ) < EigenvalueData .

Part ic ipat ionMatr ixMag ( i l , EigenvalueData . Eigen{ i t t e r a t i o n }( j l ) )

105 Pa r t i c i p a t i o n { j l } . S ta t e sAs soc i a t ed = [ EigenvalueData .

StateNames ( i l ) , Pa r t i c i p a t i o n { j l } . S ta t e sAs soc i a t ed ] ;

Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s = [ EigenvalueData .

Part ic ipat ionMatr ixMag ( i l , EigenvalueData . Eigen{ i t t e r a t i o n }( j l ) ) ,

Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s ] ;

107 dataSorted = true ;

end
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109

whi le and ( not ( dataSorted ) , not ( dataPointer == sizeSavedData ) )

111 %th i s loop w i l l run i f the data has not been placed at

%the beg inn ing o f the sequence . On each i t t e r a t i o n the

113 %loop w i l l check to see i f the data wanting to be saved

%i s l e s s than the data being pointed at by the loop .

115

%the data po in t e r needs to be incremented so that i t

117 %po in t s to the c o r r e c t data

dataPointer = dataPointer + 1 ;

119

i f Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s ( dataPointer ) <

EigenvalueData . Part ic ipat ionMatr ixMag ( i l , EigenvalueData . Eigen{ i t t e r a t i o n }( j l )

)

121 Pa r t i c i p a t i o n { j l } . S ta t e sAs soc i a t ed = [ Pa r t i c i p a t i o n { j l

} . S ta t e sAs soc i a t ed ( 1 : dataPointer −1) , EigenvalueData . StateNames ( i l ) ,

Pa r t i c i p a t i o n { j l } . S ta t e sAs soc i a t ed ( dataPointer : s izeSavedData ) ] ;

Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s = [ Pa r t i c i p a t i o n

{ j l } . Pa r t i c i pa t i onVa lue s ( 1 : dataPointer −1) , EigenvalueData .

Part ic ipat ionMatr ixMag ( i l , EigenvalueData . Eigen{ i t t e r a t i o n }( j l ) ) ,

Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s ( dataPointer : s izeSavedData ) ] ;

123 dataSorted = true ;

end

125

end

127

end

129

end

131

end

133

end

135

%Display the Pa r t i c i p a t i o n Ana lys i s

137 %go through the saved data and d i sp l ay i t on the s c r e en .
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139 %pr in t the header on the s c r e en

f p r i n t f ( ’ \n∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗\n ’ ) ;

141 f p r i n t f ( ’ ∗ State Pa r t i c i p a t i o n Ana lys i s ∗\n ’ ) ;

f p r i n t f ( ’ ∗ I t t e r a t i o n %i o f %i ∗\n ’ , i t t e r a t i o n ,

n o I t t e r a t i o n s ) ;

143 f p r i n t f ( ’ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗\n\n ’ ) ;

145 %loop through the saved data to d i sp l ay i t on the s c r e en

f o r j l = 1 : noEigenvalues

147 %di sp l ay header f o r the e i g enva lue being d i sp l ayed

f p r i n t f ( ’ Ana lys i s f o r e i g enva lue : %8.1 f%+8.1 f j \n ’ , r e a l ( Pa r t i c i p a t i o n { j l } .

Eigenvalue ) , imag ( Pa r t i c i p a t i o n { j l } . Eigenvalue ) ) ;

149 f p r i n t f ( ’ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗\n ’ ) ;

f p r i n t f ( ’ State −|− Pa r t i c i p a t i o n \n ’ ) ;

151 f p r i n t f ( ’======================|=========================\n ’ ) ;

153 %compute the amount o f saved data f o r each s t a t e in the an a l y s i s

s izeSavedData = max( s i z e ( Pa r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s ) ) ;

155

%i f the re i s no saved date , the re must be no e i g enva lu e s a s s o c i a t ed

157 %with the s t a t e . Un l ik ly case but probably good to t e l l the user .

i f s izeSavedData == 0

159 di sp ( ’−−−−−−−−−NO EIGENVALUES ASSOCIATED−−−−−−−−−−−−−− ’ ) ;

e l s e

161 %loop through a l l the saved data and d i sp l ay i t

f o r ip = 1 : s izeSavedData

163 f p r i n t f ( ’%20s | %5.2 f \n ’ , Pa r t i c i p a t i o n { j l } . S ta t e sAs soc i a t ed { ip } ,

P a r t i c i p a t i o n { j l } . Pa r t i c i pa t i onVa lue s ( ip ) ) ;

end

165 end

167 %di sp l ay f o o t e r

f p r i n t f ( ’================================================\n ’ ) ;

169

%now sum up the p a r t i c i p a t i o n va lue s to check they add to 1 .

171 f p r i n t f ( ’Sum of p a r t i c i p a t i o n va lue s : %2.2 f \n\n ’ , sum( Pa r t i c i p a t i o n { j l } .

Pa r t i c i pa t i onVa lue s ) ) ;



272 Chapter A. Matlab Script Used for the Active Load

173 end

175 %i f reques ted by the i n i t i a l opt ions , p l o t the e i g e nva l e s that ’ s br ing

%inv e s t i g a t e d

177 i f EigenvalueData . PlotFigure

%setup a f i g u r e with the f i g u r e number reques ted

179 f i g u r e ( EigenvalueData . FigureNumber ) ;

%p lo t a l l the e i g enva lu e s o f the system

181 i f i t t e r a t i o n == 1

hold o f f

183 p lo t ( EigenvalueData . Eigenvalues , ’ b lackx ’ ) ;

hold a l l

185 LegendText = { ’ Eigenvalue ’ , ’ I t t e r a t i o n 1 ’ } ;

e l s e

187 LegendText = {LegendText { : , : } , s p r i n t f ( ’ I t t e r a t i o n %i ’ , i t t e r a t i o n ) } ;

end

189 %plo t a l l the e i g enva lu e s that have been i n v e s t i g a t e d .

191 %Look through a l l the saved data to ex t r a c t the e i g enva lu e s that have

%been used in the an a l y s i s . The code w i l l look from the top to the

193 %bottom o f the saved data and s t o r e i t in a new va r i ab l e . This new

%va r i ab l e w i l l be used to p l o t the data .

195

%crea t e the v a r i a b l e s f o r the p l o t data

197 Part i c ipa t i onP lo tData = ze ro s ( noEigenvalues , 1) ;

199 f o r j l = 1 : noEigenvalues

%read every entry in the saved data and ex t ra t the e i g enva lu e s

201 %inv e s t i g a t e d

Par t i c ipa t i onP lo tData ( j l ) = Pa r t i c i p a t i o n { j l } . Eigenvalue ;

203 end

205 %plo t the saved date the the high p a r t i c i p a t i o n

i f mod( i t t e r a t i o n ,max( s i z e ( EigenvaluePlotSequence ) ) ) == 0

207 EigenvaluePlotNumber = max( s i z e ( EigenvaluePlotSequence ) ) ;

e l s e
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209 EigenvaluePlotNumber = mod( i t t e r a t i o n ,max( s i z e ( EigenvaluePlotSequence )

) ) ;

end

211

p lo t ( r e a l ( Par t i c ipa t i onP lo tData ) , imag ( Par t i c ipa t i onP lo tData ) ,

EigenvaluePlotSequence {EigenvaluePlotNumber }) ;

213

%so r t out a l l the p l o t p ro c e s s i ng s t u f f that i s an opt ion

215 %t i t l e ( s p r i n t f ( ’ E igenva lues I nv e s t i g a t ed in Ana lys i s o f %s ’ , EigenvalueData

. SystemName) ) ;

xl im ( EigenvalueData . xAxisLimits ) ;

217 ylim ( EigenvalueData . yAxisLimits ) ;

x l ab e l ( ’ Real Axis ’ ) ;

219 y l ab e l ( ’ Imaginary Axis ’ ) ;

l egend ( LegendText ) ;

221 %legend ( ’ Eigenvalue ’ , ’ E igenva lues Inve s t i ga t ed ’ ) ;

l egend ( ’ Locat ion ’ , ’ NorthWest ’ )

223 g r id ( EigenvalueData . Grid ) ;

d i sp ( ’ Poles and Zeros Plotted ’ ) ;

225

end

227

229

f o r j l = 1 : noEigenvalues

231 Part i c ipat ionStemPlot ( : , i t t e r a t i o n ) = Part i c ipat ionStemPlot ( : , i t t e r a t i o n )+

EigenvalueData . Part ic ipat ionMatr ixMag ( : , EigenvalueData . Eigen{ i t t e r a t i o n }( j l ) )

;

end

233

i f EigenvalueData . OnlyEigenvalueFigure

235 %de f i n e i n i t i a l v a r i a b l e

%Part i c ipat ionStemPlot = ze ro s ( noStates , 1 ) ;

237 %add a l l the p a r t i c i p a t i o n s va lue s o f the e i g enva lu e s that are being

%ana ly s i ed in to a new va r i ab l e

239 %fo r j l = 1 : noEigenvalues
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% Part i c ipat ionStemPlot = Part i c ipat ionStemPlot+EigenvalueData .

Part ic ipat ionMatr ixMag ( : , EigenvalueData . Eigen{ i t t e r a t i o n }( j l ) ) ;

241 %end

%setup a f i g u r e with the f i g u r e number reques ted

243 f i g u r e ( EigenvalueData . FigureNumber+1)

%p lo t a l l the e i g enva lu e s o f the system

245

subp lot ( no I t t e r a t i on s , 1 , i t t e r a t i o n )

247 bar ( Part i c ipat ionStemPlot ( : , i t t e r a t i o n ) )

x l ab e l ( ’ State ’ ) ;

249 y l ab e l ( ’ Pa r t i c i p a t i o n ’ ) ;

t i t l e ( s p r i n t f ( ’Sum of p a r t i c i p a t i o n va lue s f o r group A%i ’ , i t t e r a t i o n ) )

251 g r id ( ’ on ’ )

xl im ( [ 0 . 6 noStates +0 .6 ] ) ;

253 ylim ( [ 0 , 1 ] ) ;

255 end

257 end

259 i f EigenvalueData . Pr intF igure

pape r s i z e = [ 5 , 4 ] ;

261 border = 0 ;

s e t ( gcf , ’ PaperUnits ’ , ’ i n che s ’ , ’ PaperPositionMode ’ , ’Manual ’ , ’ PaperSize ’ ,

paper s i z e , ’ PaperPos i t ion ’ , [ border , border , pape r s i z e (1 )−border , pape r s i z e (2 )−

border ] )

263 pr in t ( gcf , EigenvalueData . PrintType , s p r i n t f ( ’%s %sS t a t ePa r t i c i p a t i o n ’ ,

EigenvalueData . PrintFigureName , EigenvalueData . SystemName) )

d i sp ( ’ E igenva lues Saved to F i l e ’ ) ;

265 end

267 end
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Appendix B

TriPhase Inverter System

All the experimental tests in this thesis are undertaken using rapid prototyping inverter manu-

factured from a company called TriPhase. Each power converter station is controlled in real time

by a host computer which executes the control algorithms. The PWM and gate driver circuits

of the inverter bridge are controlled from an FPGA which receives the modulation reference

set-point from the host computer.

The control algorithms are programmed in SIMULINK and then complied to the host

computer via a C complier in Matlab from any workstation computer. When the inverter is being

operated, the real time data from the sensors in the inverter are sent from the host computer to

the workstation computer using the laboratory local area network. Figure B.1 diagrammatically

shows this representation.

Two types of power converter station are available. One power converter station consists

of three four-leg 10 kVA inverters, where each dc link is independently supplied from separate

passive rectifiers. These passive rectifiers are fed from the public supply network via an isolation

transformer. The other type of power converter station is composed of a three-leg 10 kVA

inverter, and a four-leg 10 kVA inverter. These two inverters have an option of connecting

the dc buses back-to-back. In this configuration one converter maybe used to control the dc

bus voltage, and the other converter used to export or import power on the AC-side. Either

side of this back-to-back pair can be connected to the lab private network or public supply
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Internal TCP / IP link

Corporate

Network

TCP / IP link

TCP / IP link
Host Computer

Workstation Computer
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=
≈

Figure B.1: Laboratory hardware

network. This enables the power converter station to be used as a power sink or source and

have bi-directional power flows.

An image of the TriPhase inverter used for the experimental active load in chapter 3 is

shown in Figure B.2.
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Figure B.2: Laboratory hardware
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