
IMPERIAL COLLEGE LONDON

DEPARTMENT OF ELECTRICAL AND ELECTRONIC ENGINEERING

Energy Demand Management of Electric

Vehicles

Qazi Rashid Hamid

13th January 2014

A thesis submitted in partial fulfillment of the requirements for the degree

of Doctor of Philosophy and the Diploma of Imperial College London





3

Declaration of Originality

I declare that the work presented in this thesis is my own and that all else is

appropriately referenced.

Qazi Rashid Hamid





5

Copyright Declaration

The copyright of this thesis rests with the author and is made available

under a Creative Commons Attribution Non-Commercial No Derivatives

licence. Researchers are free to copy, distribute or transmit the thesis on

the condition that they attribute it, that they do not use it for commercial

purposes and that they do not alter, transform or build upon it. For any

reuse or redistribution, researchers must make clear to others the licence

terms of this work





Abstract

The aim of this thesis is to investigate novel recharging schemes for energy demand

management (DM) of electric vehicles (EVs). While there has been a lot of work high-

lighting the importance of energy DM of EVs, most of the reported works do not expand

on suggesting how such a DM system may be implemented. In this thesis the focus is

on two aspects of DM system implementation. At the instantaneous control time scale,

an alternative mechanism for frequency regulation with the aim of neutralising sudden

changes in output power of electric generators is presented. At the recharge planning

time scale, the aim is to avoid congestion and undesirable voltage drops in the distribu-

tion system, and a novel approach is presented that can improve voltage profiles. The

problem of considering both voltage congestion and frequency regulation in a composite

DM framework is also addressed.

At the instantaneous control time scale, a novel distributed recharging rate controller is

presented that is based on non-linear control and that yields a real time and distributed

solution. This controller minimises communication overheads and allows EVs to join

and leave at arbitrary times. From the perspective of recharging rate allocation, the

controller achieves a Pareto efficient allocation which is also proportionally fair. The

proposed controller is then applied to a system with a single, isolated, and unregulated

synchronous machine and it is shown that the frequency can be used as proxy to the

imbalance between produced and consumed electric power and hence communication

overhead can be eliminated in such cases. A protocol is also discussed that can modify

the controller and can implement the modified controller in a multi-machine system.

Simulation is used to show the frequency regulation and fairness of recharging rates

of EVs when the protocol and the modified controller are used. Subsequently, the

integration of the recharging rate controller with the legacy protection system is also

discussed.

At the recharge planning time scale, the problem of congestion in the distribution system

is addressed. Most of published literature on distribution system voltage issues deals

with control of various network elements, for instance, on-load tap changers or banks of

shunt capacitors on the distribution feeders. In this thesis, a complementary approach
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is presented that can also improve voltage profile by scheduling EV load in such a

manner that undesirable voltage drops are avoided or their severity is diminished. In

this context, a novel approach is presented for recharging EVs in the same geographic

neighbourhood that share the same secondary circuits when recharging. The approach is

based on a numerical method called Smoothed Particle Hydrodynamics (SPH) that has

been previously used by other researchers to solve the equations of fluid dynamics. The

characteristics of the method used for the proposed approach as well as its performance

in term of improvement in the reduction of voltage drops and its adaptation to elastic

and non-elastic loads is highlighted via simulation. Finally, the approach is extended to

also provide a frequency control reserve service.
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Chapter 1

Introduction

1.1 Motivation and Background

Climate change is one of the most compelling issues that the world is facing today. The

challenges imposed by climate change are driving research and development in a wide

range of technical, economical and operational aspects of human made systems. The

underlying aim in this thesis is to investigate alternative and complementary ways of

reducing the emission of green house gases such as CO2. Currently two human made

systems that are significant contributors to the CO2 emissions, and that are of interest

for this thesis, are, i) the electric power system, and ii) the transportation system. It is

now widely recognised that these two systems, when linked together by means of electric

vehicles (EVs)1, can overcome outstanding barriers faced by climate change adaptation

using mechanisms to better manage electric power demand.

1.1.1 Electric Power System and Electric Vehicles

Independent of recent technological developments in the transportation system, the elec-

tric power system is going through a phase of significant changes in order to address

the challenges of climate change. Significant research effort has been directed towards

producing technologies that will enable transition to emission free generation of electric

1We use the term EVs to refer to all types of vehicles that have a battery and can connect to electric
grid. Thus, EVs include battery electric vehicles (BEVs), plug-in electric vehicles (PEVs) and plug-in
hybrid electric vehicles (PHEVs).
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24 Chapter 1 Introduction

power. Governments around the world have taken initiatives to encourage development,

deployment and integration of renewable energy sources. Examples include Renewable

Portfolio Standard adopted by various states in the United States that requires that a

utility must produce at least a certain percentage of its electricity from renewable energy

sources [1] like hydro, wind and solar. However, It is widely acknowledged that reliance

on renewable energy sources for the generation of electric power poses many technical,

economic, and operational challenges. These challenges arise because of the underlying

uncertain availability of renewable energy sources [2].

Variability of renewable energy sources is a term that is used to refer to the uncertainty

in the output power of the turbines and the electric generators due to changes in the

availability of renewable energy sources, which cannot be predicted accurately. Several

aspects can be cited as sources of variability, for example, [2]: a) the intermittent nature

of the availability of the output power because, for example, wind turbines will not

operate if wind speed is too high or too low; b) the sudden variations in the output

power because of the sudden and unpredictable changes in wind speed and direction;

and c) the rate of change in output power because of slow or fast changes in wind speed

and direction.

From the above highlighted renewable energy sources, wind is the most prominent renew-

able energy source for future electric power generation [3]. It is estimated that potential

wind energy is sufficient to meet most of global electricity demand [4]. World Wind

Energy Association’s (WWEA) 2009 report [5] indicates that the installed nameplate

capacity of wind power is estimated to reach 1,500,000 MW by year 2020. It is, there-

fore, very important to address the challenges that arise because of variability renewable

energy sources.

Various solutions that cope with variability of renewable energy sources have been sug-

gested in the literature. For example, operating large electric generators as reserves has

been investigated in [6], storage of energy is considered in [7] and the use of Demand

Side Management (DSM) is addressed in [8]. Recently, using EV batteries as part of

storage systems to counterbalance the variability of renewable energy sources has been

proposed [9]. Ideally, EV based storage systems should be managed in such a way that

the transportation system and the electric power system are integrated [10, 11]. We

refer to these systems as EV energy demand management (DM) systems.
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Researchers agree that unmanaged recharging of EVs can cause many problems for

electric power system [12, 13]. The impacts of unmanaged recharging of EVs may

include: increase in energy losses, increase in voltage drops in the distribution system,

and overloading of transformers and cables [14]. In addition, when the variability of

wind and its impacts on electric power system are taken into account, the unmanaged

recharging of EVs will require upgrade of transmission lines and very large installed

capacity of electric power generation [15, 16]. In contrast, proactively managing the

recharging of EVs has several benefits. Since household vehicles remain parked for most

of their life time, it has been broadly noticed that the batteries of EVs can act as storage

units for electricity. In this context, the recharging rates of EVs can be controlled to not

only neutralise the problems described previously, but also to improve the utilisation

of electric generators and infrastructure of electric power system [11]. Moreover, EVs

can act as small electric generators and feed electric power back to the electric grid in a

vehicle-to-grid (V2G) regime [17]. EVs can also be used for providing ancillary services

such as frequency control reserves [18], frequency regulation [19], and reactive power

compensation [20]. Furthermore, EV owners can generate revenue by allowing the use

of EVs for peak shaving and frequency regulation [21].

1.1.2 Transportation System and Electric Vehicles

At present transport is heavily dependent on liquid fossil fuels, which are unsustainable

sources of energy [22]. Moreover, environmental concerns, security of supply of liquid

fossil fuels, and volatility of prices of oil are major concerns in the transport sector [23].

Therefore, advancement on electric vehicles (EVs) technology is part of a global strategy

to transform the transport sector [24] to reduce its dependency (which could be up to

94 % [22]) on oil.

It is estimated that the bulk of total CO2 emissions in transportation system is as-

sociated to light duty passenger vehicles [25], and that the global car ownership and

associated energy use will continue to increase because of growth in emerging economies

like China and India [26]. Electrifying light duty passenger vehicles could achieve deep

cuts in CO2 emissions [22] and can also decrease over all energy usage because: i)electric

motors operate highly efficiently as compared to internal combustion engines, ii)the in-

ternal combustion engines keep running in idle mode even when the vehicle is stationary,
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whereas electric motors don’t need to run in idle mode, and iii)energy can be recovered

through regenerative braking when an EV is stopped by applying brakes [27]. Elec-

trification of transport will also reduce pollution in cities and improve air quality [28].

However, Several barriers need to be overcome before a large proportion of car owners

can own EVs [22, 29, 28]. For example, the cost of EVs has been historically considered

the most significant economic barrier in the process of acceptance and mass introduction

of EVs [30]. Some steps by various governments throughout the world have been aimed

at reducing the first cost by means of government subsidies [28]. Furthermore, if EVs

are mass produced, then economies of scale should also reduce the costs of EV.

The limitations of the EV battery technology ,as it is, is the most significant technical

barrier in the large scale adoption of EVs [31]. As compared to liquid fossil fuels, the

energy density of the batteries is very low. The batteries age with time and their capacity

to store energy decreases with age [32]. In respect to the life expectancy of the batteries,

among several factors that impact the life span are operating temperature, overcharging,

rate of charge/discharge and depth of discharge in each charge/discharge cycles [33, 34].

From the perspective of end-user, the distance an EV can travel per recharge (called the

range of EV) is considered a major psychological barrier [35], called the range barrier.

Even though range of most EVs is sufficient to meet most travel needs of average users,

the perception of small range plays an important role. It might be possible to overcome

the range barrier through proactive education, information, training, and better user

interfaces for EVs [35]. In this context, the refuelling infrastructure and services for liquid

fossil fuel based vehicles are very well developed and convenient to use. In contrast, such

infrastructure and services do not exist for EVs, which is also a barrier in large scale

adoption of EVs. To overcome this barrier, novel business solutions such as battery

replacement services have been suggested. These business solutions also address the

range barrier and cost of ownership of the batteries [36].

Last but not least, for successful realisation of EVs and their potential benefits, coordi-

nated action by governments, research institutions, automobile industry, and consumers

is required [22].
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1.1.3 Benefits of Linking Electric Power System and Transportation

System by Means of EVs

Many benefits of proactively managing the recharging of EVs have been discussed in the

literature. Among the most discussed we have: improved utilisation of electric genera-

tors and infrastructure of electric power system [11], peak shaving [17, 21], and ancillary

service provision such as frequency control reserves [18], frequency regulation [19], and

reactive power compensation [20]. The intrinsic benefits to the transportation system in-

clude: reduced reliance on fossil fuels, reduction in CO2 emissions [22], improved energy

efficiency [27], and improved air quality in urban environments [28]. In addition, electri-

fication of transportation will reduce the emission of CO2 and shift the reduced emission

from the transportation system to the electric power system, where more effective mech-

anisms for monitoring and regulating the CO2 emissions could be implemented [36].

1.1.4 Current Trends in Electric Vehicles Sales

According to International Energy Agency’s (IEA) report, in 2012, more than 100,000

EVs were sold globally [37]. The sales of EVs more than doubled in the year 2012 as

compared to the year 2011 [37]. It is expected that EVs sales will continue to increase

as the cost of batteries decreases. For example, in the year 2008, the costs of batteries

were estimated to be 1000 [$/kwh], which had decreased steadily to 485 [$/kwh] by the

year 2012 [37]. Figure 1.1 [37] 2 shows the sales targets for select countries that are

expected to have significant number of EVs. U.S. Department of Energy has estimated

that the cumulative sales of electric vehicles in the U.S. will have exceeded 1,000,000 by

the year 2015.[38]. In the U.K. more than 8,000 EVs had been registered by the end of

year 2012[37].

1.2 Electric Vehicle Energy Demand Management Prob-

lem

Let us consider a typical EV, which comes with a software agent (referred to as the

EV agent) that manages the battery of the EV. Let us also assume that the EV agent

2This figure has been taken from a report [37] published by IEA. The report used the Electric Vehicle
Initiative (EVI) as the data source for this figure.
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Figure 1.1: EV Sales targets for select countries [37]

can interact with the EV owner who can schedule journeys that he/she plans to take.

Moreover, the EV agent is capable of monitoring the usage pattern of the EV and learn

to schedule the usual journeys without the intervention of the EV owner. The EV agent

is then able to communicate with a recharging information management centre and

inform the centre about the planned journeys of the EV and its energy demand in each

of the periods of connection in advance.

When the EV has completed a journey and it is anticipated that it will remain parked

for a significant duration of time, the EV is plugged into a recharging socket. The EV

agent informs the recharging socket about: i) the anticipated departure time, ii) current

state of charge of battery, and iii) the desired state of charge of battery at the departure

time. Depending on the recharging policy used by the distribution system operator

(DSO), the recharging socket may: a) Inform the EV agent about the price of electric

power flow, or b) Send the information to a schedule builder which builds a recharging

schedule considering the EV and its energy demand in relation to other EVs. In response

to a) above, the EV agent may either accept the price and decide a recharging rate or

decide to wait if it is anticipated that price will decrease later in time. In response to

b) above, the EV agent may inform the EV owner. The EV agent is also able to receive

updates from the EV owner in case the travel plan has changed.

The objective of the EV agent is to manage the battery state of charge such that the
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EV owner can complete his/her desired journeys without inconvenience. The objective

of the recharging policy used by DSO is to ensure that the recharging activity of the

population of EVs as a whole, would not introduce operational challenges to the electric

power system and/or would provide some service to the electric power system. The

objective of EV energy demand management system is to implement the recharging

policy of the DSO and reconcile the objectives of an EV agent (which depend on the

state of a particular EV) and the objectives of recharging policy (which depend on the

state of whole population of EVs).

1.3 Aims and Objectives of the Thesis

The aim of this thesis is to research and develop novel recharging schemes for energy

demand management of EVs. To this end the following objectives have been identified.

1. To design a distributed recharging rate controller that can facilitate the participa-

tion of EVs in frequency regulation mechanisms to improve the security of electric

power system.

2. To create an incentive policy for autonomous EVs that gives EVs a degree of

control over their participation timing and their recharging rates.

3. To devise a schedule for recharging EVs that would avoid congesting the secondary

circuits in the distribution system.

4. To design a recharging scheme that can provide a primary frequency control re-

serve, as well as avoid congesting the secondary circuits in a composite framework.

1.4 Contributions

The contributions of the work presented in this thesis are:

• In Chapter 2, a novel distributed recharging rate controller is presented that al-

locates proportionally fair recharging rates to EVs and requires only to measure

(or to receive information about) the frequency of electric power system. This

contribution has been published in [39].
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We may refer to electric power distribution system as “distribution system”. Figure 1.2

will be used to relate various terms used in this thesis in relation to a distribution

system. Most of these terms used for electric power distribution system have been taken

from [40].

A distribution system is typically composed of two subsystems, namely: 1) primary

distribution system and 2) secondary distribution system. The definitions of primary

and secondary distribution system as as follows.

Primary Distribution System

A primary distribution system is the subsystem of the distribution system that trans-

ports electric power from a node in the electric power transmission or sub-transmission

system to the distribution transformers. A primary distribution system is composed of

a distribution substation, distribution feeders, and lateral lines. A primary distribution

system can be either a radial system where there is only one path along distribution

feeders between the substation and a distribution transformer or it can be a network

where several paths along distribution feeders can exist between a the substation and a

distribution transformer.

Secondary Distribution System

Secondary distribution system is the part of the distribution system that transports elec-

tric power from a distribution feeder node or a lateral line node to consumer’s premises.

It is composed of distribution transformers and secondary circuits. Secondary distri-

bution system operates at utilisation voltage. Secondary distribution systems are often

radial systems where only one path exists between a distribution transformer and cus-

tomer premises.
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Distribution Substation

A distribution substation is the part of electric power system that connects a primary

distribution system to a node in electric power transmission system. It contains trans-

formers that step down the transmission level voltages (69–1,100 (kV)) to the distribu-

tion level voltages (2.2–34.5 (kV))[40]. We may also refer to distribution substation as

“substation”. The transformers at the substation typically have taps that can be used

to change the winding ratio of the transformer and hence the output voltage. These tap

changing transformers are used to regulate voltage on one end of distribution feeders.

Distribution Feeder

A distribution feeder is a set of electrical conductors that is used to transport electric

power from a distribution substation to a load area, where a load area is an area of

land in which electric power loads are located. Several feeders may emanate from a

substation. A distribution feeder can be several miles in length. A distribution feeder

may be tapped at several points along its length. These points are called “distribution

feeder nodes”. A distribution feeder is tapped by connecting each of its conductors to

an electrical conductor called “bus bar” which is often referred to as “bus”3.

The part of the distribution feeder between two distribution feeder nodes is called a “dis-

tribution feeder segment”. A distribution transformers can be connected to a distribution

feeder node. Distribution feeders typically have a shunt capacitor bank at a distribution

feeder node. Shunt capacitors are used to regulate voltage on the distribution feeder

node by changing reactive power flow.

Lateral line

A lateral line is a set of electrical conductors that is connected to a distribution feeder

node at one end and is tapped along its length at “lateral line nodes”. The segment of

lateral line between two lateral line nodes is called a “lateral line segment”. Distribution

3Depending on the context, the term “bus” may refer to a node in the transmission system, a
distribution feeder node, a lateral line node, or a secondary circuit node.
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transformers are typically connected to lateral line nodes. Both lateral lines and distri-

bution feeders operate at distribution level voltages and typically carry 3-phase electric

power.

Distribution Transformer

A distribution transformer is an electric transformer that is used to step down distri-

bution level voltage to utilisation voltage where “utilisation voltage” is the voltage at

which electrical appliances operate. A distribution transformer may also be referred to

as a “service transformer”.

Secondary Circuit

A secondary circuit is a set of electrical conductors that is connected to a distribution

transformer at one end and is tapped at several points called “secondary circuit nodes”

along its length. Secondary circuits operate at utilisation voltage. Consumer’s houses

are connected to secondary circuit nodes. We may also refer to secondary circuit nodes

as load feeding points for EVs since EVs are connected to recharging sockets which in

turn are connected to secondary circuit nodes. Secondary circuits typically carry single

phase electric power.

Recharging Socket

A recharging sockets is a socket/plug to which an EV connects for recharging. Recharg-

ing sockets are connected to the secondary circuit nodes or load feeding points.

Congestion in the Distribution System

All types of electrical conductors used in distribution feeders, lateral lines, and secondary

circuits have certain current carrying capacities. If large currents are drawn through

conductors, then conductors can overheat and might get damaged. If electrical load is

such that the resulting current approaches or exceeds the capacity of the conductors,

then we say that “congestion” has occurred. Congestion and voltage drops are closely

linked because voltage drops along conductors are directly proportional to the current
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carried by the conductor. We refer to drop in voltage as “voltage congestion”. For

voltage congestion to occur, it is not necessary for any conductor to have reached its

current carrying capacity. Voltage congestion can occur if utilisation voltage in any part

of distribution system drops below the standard limits even if no conductor is carrying

a current greater than its current carrying capacity.

Recharging Rate Profile

A recharging rate profile is an active power flow p(t) [kw] or [kwh/h] that transports

energy to the battery of an EV. A recharging rate profile is “admissible” if it transports

a given fixed amount of energy to the battery of an EV in a given fixed window of time.

Recharging Schedule

A recharging schedule is a set of recharging rate profiles such that each EV under consid-

eration has an associated recharging rate profile in the recharging schedule. A recharg-

ing schedule represents a plan according to which each EV under consideration will be

recharged. A recharging schedule is “admissible” if all recharging rate profiles in it are

admissible.

A recharging schedule is “congestion avoiding schedule” if its planned recharging activity

is aimed at actively reducing congestion and voltage drops in the distribution system.

Elastic and Non-Elastic Loads

Elastic loads are those loads whose instantaneous electric power consumption can be

varied safely and controlled. All loads with batteries, and hence EVs are considered

elastic loads. Non-elastic loads are those that consume a fixed amount of electric power

and might not operate properly if input power is varied. Therefore, all constant power

loads are non-elastic loads. In addition, the electric power consumption of some loads

may depend on the voltage on the terminals or frequency of electric power (for example,

loads using induction motors). Such loads are also considered non-elastic because their

electric power consumption may vary but is not controlled.
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Reliability of Electric Power System

Reliability of electric power system is a term which is used to indicate, in a general

sense, the ability of power system to perform its function [41]. Reliability has two

aspects: 1) security, and 2) adequacy.

Security of Electric Power System:

Security of electric power system is its ability to respond to dynamic and transient

disturbance arising within the system. The disturbance can be caused by many possible

events, for example, sudden failure of a large generator and loss of a transmission line [41].

Adequacy of Electric Power System:

Adequacy of electric power system is its ability to satisfy customer load demand within

the operational constraints. Adequacy is related to the existence of sufficient generation,

transmission, and distribution facilities. Adequacy is associated with static conditions

and does not include system dynamics and/or transient disturbances [41]. Adequacy

can be assessed at the level of: i) generation facilities, ii) transmission facilities, and

iii) distribution facilities.

Demand Response (DR)

U.S. Department of energy has defined demand response (DR) as [42]: “Demand re-

sponse is a tariff or program established to motivate changes in electric use by end-use

customers in response to changes in the price of electricity over time, or to give incentive

payments designed to induce lower electricity use at times of high market prices or when

grid reliability is jeopardised.”

Frequency Control Reserve

Frequency control reserve refers to the capacity that can be used to supply electric power

or to reduce load in case of loss of electric generators or unexpected changes in electric

power generation caused by the variability of renewable energy sources. Frequency

control reserve can be the provided by electric generators that can increase electric

power generation, or by loads that can decrease the load by changing their consumption

pattern or time.
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System of Fluids

A system of fluids is a volume of at least two fluids of different densities contained in a

container which acts as boundary through which fluids cannot flow.

Pressure:

Pressure is defined as force per unit area. We denote pressure in a system of fluids as

q [N/m2]. This unusual notation is necessitated by the fact that we have used P [kw]

for active electric power and p [kw] for recharging rate of an EV.

Density:

Density is defined as mass per unit volume. We denote the density as ρ [kg/m3].

Relationship between density of a fluid and pressure in a fluid:

In a static fluid, the density and pressure are related as

qh = qs + ρgh (1.1)

where, qs [N/m2] is the pressure at surface of fluid, qh is the pressure at depth h,

ρ [kg/m3] is the density of fluid, g [m/s2] is the acceleration of gravity and g = 9.8 m/s2,

and h [m] is the depth of fluid as measured from the surface.

1.6 Outline of the Thesis

The thesis is divided into five chapters as follows.

In Chapter 2, a novel distributed recharging rate control algorithm is presented, which

combines the objectives of regulating frequency and improving the utilisation of elec-

tric generators. An incentive policy κ is created that encourages electric vehicles (EVs)

to demand energy when non-EV demand is low and the electric generators are under-

utilised. EVs also act as frequency regulators which can control their participation role

by modifying their respective payment rate wi. The proposed distributed recharging

rate control algorithm can realise a DM solution for EVs and does not require explicit

real time communication from the electric generators or between the recharging sockets.

Simulation is used to assess the algorithm and to highlight its embedded characteristics.
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In Chapter 3, a novel approach is presented that can be used to construct recharging

schedule that avoid congestion in the secondary circuits in the distribution system.

The approach is based on particle systems and numerical methods that are typically

used to solve fluid flow equations. A two stage process is presented that can construct

recharging schedules of desired characteristics. A metric is proposed that can compare

various recharging schedules in terms of their impacts on the voltages in the secondary

circuits. Two examples are presented to compare the presented approach with the

existing approaches in the related literature.

In Chapter 4, the particle system introduced in Chapter 3 is extended to provide

frequency control reserve, which allows EVs to take part in frequency control services

and demand response schemes, and at the same time avoids congesting the secondary

circuits. The extension of the particle system is used to also handle non-elastic loads

and their impact on recharging of EVs.

In Chapter 5, the conclusions are summarised and the future work is suggested.





Chapter 2

Distributed Recharging Rate

Control

2.1 Introduction

As already described in the previous chapter, proactively managing the energy demand

for electric vehicles (EVs) has many benefits. In this chapter, a recharging schemes is

proposed that recharges EVs and provides a frequency regulation service to the electric

grid. The EVs are integrated as a subset of demand side management (DSM) technolo-

gies as suggested in [9, 11] and [43]. Although these works highlight the importance

of EV energy DM, they hardly expand on suggesting how such a DM system may be

implemented.

The DM system proposed in this chapter aims at exploiting the following characteristics

of EVs to manage their demand.

1. EVs are indifferent to the exact time of recharge completion as long as usual/sched-

uled journeys are not affected.

2. EV population has heterogeneous energy needs.

• Not all EVs need to recharge their battery to the maximum capacity each

day.

• Not all EVs have the same journey patterns

39
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3. Many EVs can tolerate uncertainty in the exact battery state of charge provided

that they can achieve a minimum battery state of charge.

A recharging rate control algorithm is presented for parked EVs, where a large percent-

age of these EVs behave as variable power and delay tolerant loads that coexist with

other types of loads. The proposed recharging rate control algorithm i) can realise a

DM solution to reconcile energy demand from autonomous EVs with the output of,

for example, renewable energy sources and ii) can realise an alternate mechanism for

frequency regulation in the event of, for example, changes in output power of electric

generators.

2.2 Organisation of the Chapter

This chapter is organised as follows: Section 2.3 presents a review of the related work.

Section 2.4 describes the architecture of system under consideration, components of the

system, and their inter relationship. Section 2.5 presents a distributed recharging rate

control algorithm for recharging EVs. Section 2.6 provides implementation of recharging

rate control and simulation results. Section 2.7 uses an example to relate the recharging

rate control with the recharging strategy of EVs and generation capacity control. We

conclude this chapter in Section 2.8 and comment on the future work.

2.3 Related Work

In this chapter, an EV energy DM problem is essentially a scheduling problem which

manifests two key features: i) Each EV battery is recharged to the desired state of

battery charge during the period between two consecutive journeys; ii) The aggregate

demand from EVs could fill the valley that non-EV demand produces. Feature ii) can

also be interpreted to be aiming at minimising the difference between the instantaneous

marginal cost of generation and its average over 24 hours. Such interpretation includes

the availability of renewable energy sources and hence the aggregate demand from EVs

may not necessarily be seen as a flat valley filling demand.

The work on EV energy DM can be broadly classified into two distinct categories de-

pending on the level of autonomy of EVs: i) the recharging schedule is controlled by the
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electric grid ii) the recharging schedule control is delegated to autonomous EV agents.

In the first case EVs report their recharge requirements to a dispatch centre which in

turn produces a recharging schedule for each EV [44]. Despite the apparent simplicity

of the electric grid controlled scheduling, to the best of our knowledge, polynomial time

algorithms that compute optimal recharging schedules have not been published. In the

second case each EV is allowed to self-schedule the recharging time according to the

criterion known only to the respective EV agent [10, 45].

The research work on DM with autonomous EVs can be further divided into two classes:

i) day ahead negotiation and ii) real time bargaining. The former class includes works

where EVs can bid for energy the day before the actual demand [46, 47]. The algorithm

developed in this chapter belongs to the latter class where EV agents bargain in real

time and learn from historic demand patterns. The publications relevant to the work

presented in this chapter are reviewed in the remainder of this section.

Galus et al. [10] present a framework for recharging EVs using an energy hub system.

They note that EVs must be granted autonomy in recharging decisions and suggest use

of a multi-agent system (MAS). In principle, we support the use of a MAS framework

for EV energy DM and pursue a similar broader objective of integrating transport and

power systems. However, our solution is quite different: Galus et al. [10] integrate

EVs into multi carrier energy networks by solving an optimal energy dispatch problem

whereas in this chapter we propose to integrate EVs as frequency regulators. Also,

in [10] a hub manager aggregates several hundred EVs and requires information from

each EV to provide a solution. The hub manager maintains a list of arriving/departing

EVs and allows new EVs to join only at the start of 15 minute intervals. The solution

proposed in this chapter works with or without aggregation of EVs and allows EVs to

join at arbitrary times.

Though the economic aspects of DM with autonomous EVs can be understood using

classical economics and game theory, the mechanics of resulting energy transactions and

the impacts on the operation of the system have received little attention in the literature.

For example, Vytelingum et al. [48] and Wei et al. [49] attempt to present MAS based

solution to manage micro storage devices including EVs. However, they do not consider

the actual mechanism by which agents acquire energy and assume that agents can buy
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it at market price. Such MAS can be integrated on top of the algorithm described in

this chapter.

Ma et al. [45] use non-cooperative game theory to analyse the recharging strategies

of EVs and make the observation that the recharging games for EVs are conceptually

similar to the routing games in networks. They consider EVs as cost minimising rational

agents coupled through a common energy price where each agent solves its local optimi-

sation problem. In the limit of infinite population, the decentralised strategies of EVs

result in a unique Nash equilibrium that has the property of filling valleys in non-EV

demand. In comparison to [45], our work addresses a few novel aspects of decentralised

recharging of EVs. We show not only that EVs can decide strategy in a decentralised

manner, but also that the impact of the strategy and resulting incentive can also be

computed using decentralised recharging rate controllers. This chapter presents a novel

attempt to include in a unified framework: the recharging strategies of EVs, operational

aspect of frequency regulation and the utilisation of the electric generators.

Many studies on Load Frequency Control (LFC) or frequency regulation can be found

in the literature [50]. Recently, researchers have become interested in using EVs to

provide frequency regulation services [19, 51]. The recharging rate control proposed in

this chapter may also be classified as an LFC mechanism. However, the mechanism

suggested here is novel in that it combines frequency regulation with incentive policy

provision for autonomous EV agents.

2.4 System Architecture

2.4.1 Physical Architecture

Electric vehicles connect to the distribution system through recharging sockets. Each

recharging socket has its own recharging rate controller (socket agents). In the proposed

architecture, recharging sockets are enabled round the clock and do not adhere to a

centralised recharging policy. Each EV has an agent that can communicate with a

recharging socket and make a demand for energy. Recharging sockets receive these

demands and provide energy accordingly. Thus EVs may be considered as autonomous

buyers and the recharging sockets as points of sale.
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After completing their journeys EVs will connect to recharging sockets. The ith EV

agent will send a signal wi,1 [$/h] to the socket agent indicating its preferred rate of

payment to get recharged, and in return the socket agent will allocate a recharging rate

of pi [kw] and will broadcast on the current policy 1/κ [$/kwh]. From now on we will also

refer to pi [kw] as the recharging rate of ith EV. EVs may also indicate their willingness

to discharge in V2G mode and communicate wi,2 [$/h] to recharging sockets which will

indicate their desired rate of payment for discharging.

When connecting to the recharging socket an EV agent may decide a value of wi,1

[$/h] based on its current status and requirements for the next journey, which may

include; current battery state of charge, expected remaining time to a new journey

(TLi
), expected travel time of next journey and total budget for recharging (Bd).

2.4.2 Logical Architecture

We can decompose the EV energy DM system into three inter related components,

namely:

1. Distributed recharging rate control,

2. On line resource acquisition,

3. Capacity control.

Figure 2.1 shows the relationship between these components which are organised at two

levels. Level 1 represents the activities on the demand side and level 2 represents activity

on the generation side. We now briefly describe the function of each component.

Component 1: Distributed Recharging Rate Control

Component 1 controls the energy transfer rate for EVs based on real time availability

of energy. Its aim is to balance the aggregate demand with the time varying generation

capacity set by Component 3. In the event that non-EV energy demand exceeds the

generation capacity, Component 1 reduces the recharging rate of all EVs to zero and

possibly allocates negative recharging rates (V2G mode of operations [17]). If genera-

tion capacity exceeds the non-EV demand, then recharging rates are allocated to EVs
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Figure 2.1: Components of the demand management system

according to their respective payment rate wi,1 [$/h]. This chapter will mainly focus on

the solution of Component 1 of EV energy DM system.

Component 2: On line Resource Acquisition

This component is intended to capture the behaviour of autonomous EV agents when

they submit wi,1, and to analyse the equilibrium properties of the system. Given a gen-

eration capacity, it is possible for an autonomous EV agent to increase its payment rate

wi,1 relative to other EVs. Increasing wi,1, however, does not mean that the recharging

rate pi of that the EV will necessarily increase because competing EVs agents can also

decide to increase their respective wk,1. This situation can be modelled as a game [52]

and in Section 2.7 we present a simple instance of such game.
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Component 3: Capacity Control

Component 1 uses capacity as an exogenous variable and cannot control it. A scenario

may be constructed where capacity is zero and Component 1 can only reach one solution

which is to reduce the recharging rate to zero for all EVs. Component 1 will enforce

this solution irrespective of what the EVs wish to pay. Hence, to ensure that EVs may

receive sufficient power, decision on the generation side is needed, which is the capacity

control. This capacity control problem can be modelled as a Revenue Management (RM)

problem.

2.4.3 Remarks on EV agents and Recharging Sockets

In regards to the interaction between the EV agents and the socket agents, upon connec-

tion the EV agent can submit to the socket agent an arbitrary small value of wi,1 [$/h]

which is the payment rate at which the EV agent is willing pay for recharging. In turn,

the EV agent obtains from the socket agent a signal 1/κ [$/kwh] which can be inter-

preted as the instantaneous price of unit of energy. In this setting the EV agent’s action

of submitting a wi,1 [$/h] is equivalent to submitting a demand for pi = κ ∗ wi,1 [kw].

After this initial interchange of signals EV agents can continuously monitor changes in

1/κ [$/kwh], and they can decide autonomously if their rate of payment wi [$/h] needs

modification.

We assume that EV agents are continuously trying to reconcile their internal goals, as

for example, their predicted battery state of charge (BSOC) at the start of their next

journey with their remaining budget and current payment rate. On the other hand, the

sockets are continuously solving a Nash bargaining problem that will allocate to each EV

a recharging rate that is proportionally fair. At equilibrium, 1/κ [$/kwh] should be such

that no EV changes its payment rate wi,1 [$/h]. Note that with the above mechanism

EVs need only to communicate to the local socket wi,1 [$/h] and can discover their

equilibrium charging rates pi [kw] in a distributed manner. We further note that from

the perspective of a recharging socket, the equilibrium payment rates wi,1 [$/h] are still

exogenous variables and can be considered arbitrary.

There are unlimited ways in which EV agents and socket agents can agree to more

elaborated ways of interchanging information. For example, the socket agents could
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broadcast forecasts of near future 1/κ [$/kwh] values. This line of research is out of the

scope of this chapter but is certainly worth further investigation.

The price signal κ is to be calculated by the recharging sockets locally, therefore, the

recharging sockets should be made resistant to tampering. If recharging sockets are

tampered with, the fairness in the allocated recharging rates could be compromised.

2.5 Distributed Recharging Rate Control

2.5.1 Problem Formulation

Notation

V (t) = set of EVs recharging at time t,

VV 2G(t) = set of EVs willing to participate in V2G when needed,

N = Number of recharging EVs,

pi = Recharging rate (at which energy is accumulating in the ith EV battery [kw] (or

otherwise, when not specified, [p.u.]) 1,

wi,1 = ith EV’s payment rate (paid by EV) for recharging [$/h],

wi,2 = ith EVs payment rate (paid to EV) for discharging in V2G mode [$/h],

PSCH(t) = Scheduled power [p.u],

PNEV (t) = Power demand from non-EV loads [p.u.],

C(t) = PSCH(t) − PNEV (t) = Net power capacity available to recharge EVs in G2V

mode [p.u.],

PV 2G(t)= Aggregate power drawn from EVs in V2G mode [p.u.],

pimax = Maximum allowed power at which ith EV’s battery can be recharged [p.u.],

pimaxV 2G = The maximum allowed power at which ith EV’s battery can be discharged

[p.u.],

1p.u = per unit. Hence, these units have been normalised
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∆ω= frequency deviation of electric power system[p.u.],

PEV =
∑N

i=1 pi [p.u.],

P = [p1, p2, . . . pN ] [p.u.],

W1 = [w1,1, w2,1, . . . wN,1] [$/h].

Recharging sockets may advertise two modes of operation for EVs:

• Mode 1: If C(t) > 0, the EVs in V (t) act as energy sinks.

• Mode 2: If C(t) < 0, EVs in VV 2G(t) act as energy sources.

In addition to the EVs considered in sets V (t) and VV 2G(t), some EVs may choose to

discharge their batteries while C(t) > 0. In the framework here presented, we can add

their discharging rates to C(t) and consider them as virtual generators maximising their

revenue. Similarly, some EVs are allowed to recharge when C(t) < 0. If this is the case,

they are assimilated as non-EV loads and their recharging rates are added to PNEV .

We now introduce the two objective functions of the two optimisation problems that

the socket agents are continuously solving. The choice of these two objective functions

has its foundations in the Nash bargaining mechanism from cooperative game theory

[53, 54]. The Nash bargaining solution framework enables the implementation of fair

allocation of resources among contending agents and it can be seen as a generalisation of

the widely studied proportional fairness principle. For example, in [55] the proportional

fairness principle was used to assign rates fairly to different contending elastic data

traffic demands. For more information on fairness in resource allocation, the reader is

referred to [56, 57]. With this choice of the two objective functions in mind, the socket

controllers (agents) set the recharging rate of connected EVs by solving the following

optimisation problems.

Mode 1

maximise
P

∑

i|vi∈V (t)

wi,1(t)log(pi(t))

subject to
∑

i|vi∈V (t)

pi(t) ≤ C(t)

0 ≤ pi(t) ≤ pimax ∀ i|vi ∈ V (t)

(2.1)
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Mode 2

maximise
P

∑

i|vi∈VV 2G(t)

wi,2(t)log(−pi(t))

subject to
∑

i|vi∈VV 2G(t)

−pi(t) ≤ PV 2G(t)

− pimaxV 2G ≤ pi(t) ≤ 0 ∀ i|vi ∈ VV 2G

(2.2)

Note that for the proposed recharging rate control wi,1(t), wi,2(t), C(t) and PV 2G(t) are

exogenous variables and cannot be controlled: wi,1, wi,2 are determined by autonomous

EV agents while C(t) and PV 2G(t) are set by the capacity controller.

In respect to equations (2.1) and (2.2), it can be verified that these equations represent

two convex optimisation problems [58]. Many numerical methods are able to provide the

instantaneous solution, but the dynamic nature of the problem, the geographical spread

of the EV population and scalability of solution can present difficulties when centralised

solvers are used. We note that equations (2.1) and (2.2) represent two problems that

change with time. EVs/non-EV loads arrive and depart at random times. A centralised

solver would need to collect data and solve the problem every time some change oc-

curs. Therefore, our interest is in distributed and on-line optimisation approaches since

recharging sockets need to solve the problem in real time with minimum communication

overhead. We choose a solution approach based on solving convex optimisation problems

using sliding mode control [59] which yields an on-line distributed solution that requires

only binary information about the state of the system which in our case is the frequency

deviation of electric power system. Using results from [60], it can be shown that the

following differential inclusions converge to the solutions of the problems described by

equations (2.1) and (2.2).

Mode 1
d(pi(t))

dt
=

αwi,1(t)

pi(t)
θ̄1 φ1(pi(t))− β(θ1 + φ1(pi(t))) (2.3)

where

θ1 =











1 if
∑

i|vi∈V (t) pi(t) ≥ C(t),

0 otherwise

(2.4)
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φ1(pi(t)) =



























1 if pi(t) ≥ pimax ,

−1 if pi(t) ≤ 0 ,

0 otherwise

(2.5)

and

φ1(pi(t)) =











1 if φ(pi(t)) = 0,

0 otherwise

(2.6)

Mode 2

d(pi(t))

dt
=

αwi,2(t)

pi(t)
θ2 φ2(pi(t)) + β(θ2 + φ2(pi(t))) (2.7)

where

θ2 =











1 if -
∑

i|vi∈VV 2G(t) pi(t) ≥ PV 2G(t),

0 otherwise

(2.8)

φ2(pi(t)) =



























1 if pi(t) ≤ −pimaxV 2G ,

−1 if pi(t) ≥ 0 ,

0 otherwise

(2.9)

Here α > 0 and β > 0 are tunable parameters which are the same for all recharging

sockets.

2.5.2 Remarks about Selection of α and β

The values of parameters α and β need to be chosen carefully. A necessary requirement

is that all recharging sockets must use the same values of α and β. The magnitude

of values of α and β determines the rate of convergence of recharging rates to the

equilibrium point of (2.3). The larger magnitudes allow faster convergence. However,

there is a limit on how large the values of α and β can be, because the recharging rates,

after having converged, oscillate around the equilibrium point of (2.3). The amplitude

of these sustained oscillations increases when the magnitude of values of α and β is

increased. Moreover, if the amplitude of these oscillations in recharging rates is large,
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and there is a large number of recharging EVs, the oscillations might be observed in the

frequency of electric power system, which is undesirable.

It is suggested that values of α and β be dynamically adapted. For example, after a

sudden drop in frequency, large values of α and β may be allowed to reach the new

equilibrium quickly. Having once reached near the new equilibrium, the values of α and

β could be reduced to small values to avoid oscillations around the equilibrium point.

The socket manager, introduced in Section 2.6.3, can adapt these values by observing

the frequency of electric power system. It can then broadcast the new values α and β

so that all recharging sockets can use the same values.

2.5.3 Optimal Recharging Rate

In Mode 1, at the optimal point of Eq. (2.1) the recharging rate of ith EV is given by

pi =











κwi if κwi < pi,max,

pimax otherwise

(2.10)

where κ is some constant which is the same for all EVs and has units of [kwh/$]. We

refer to 1/κ as price per unit of energy.

Proof. First note that pi ≤ pi,max as this condition is enforced by the second constraint

in Eq. (2.1). To show the recharging rate at the optimal point of the problem in Eq. (2.1),

we start by considering all the EVs. let Nj = N , Cj = C and Vj = V and j = 1 where j

indicates the iteration number of the following procedure (referred to as Procedure A),

where Sj is used as abbreviation of Step j.

2.5.3.1 Procedure A

S1) Assume that second constraint is absent. We solve Eq. (2.1) only with first con-

straint. Dropping the second constraint, we transform the optimisation problem

in Eq. (2.1) into an equivalent problem by a change of variable.

xi(t) = log(pi(t)) (2.11)
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and formulate an equivalent problem to the original problem as follows

maximise
xi

∑

i|vi∈Vj(t)

wi,1(t)xi(t)

subject to
∑

i|vi∈Vj(t)

exi(t) ≤ Cj(t)
(2.12)

Since the objective is linear in x(t), we can use vector notation to represent it.

Let us define W1,j = [w1,1, . . . , wNj ,1]
T ∈ R

Nj , Xj = [x1, . . . , xNj
]T ∈ R

Nj ,

Ex,j = [ex1 , . . . , e
xNj ]T and Pmax,j = [p1max, . . . , pNjmax]

T . For simplicity we

can drop the notation that shows dependence on t and write

maximise
Xj

W1,j
TXj

subject to 1TEx,j ≤ Cj

(2.13)

Note that we are maximising a linear function over a convex feasible region. Thus

at the optimal point, the hyper plane W1,j
TX = b must be tangent to the feasible

region where b ∈ R. We note that at the optimal point, W1,j
TX = b is tangent

to a level curve of function 1TEx,j corresponding to the level curve defined by

1TEx,j = Cj . Now since the gradient of a function is normal to its level curves,

we conclude that W1,j is parallel to the gradient of 1TEx,j .

Note that ∇(1TEx,j) = Ex,j = Pj = [p1, . . . , pNj
]T Thus we can write

W1,j

‖W1,j‖
=

Pj

‖Pj‖
(2.14)

where ‖.‖ is the Euclidean Norm and hence, pi = κjwi for i = 1, . . . , Nj where

κj =
‖W1,j‖
‖Pj‖

S2) We divide EVs into two sets G1 and G2 depending on the solution of the most

recent iteration of S1. An EV is assigned a set using following equation.

vi ∈











G1,j if κjwi,1 < pi,max,

G2,j otherwise

(2.15)

Where all EVs in G2,j are those whose recharging rates would violate the second

constraint in Eq. (2.1) if it was present.
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S3) If G2,j is empty then go to S4. otherwise, for all EVs in G2,j , assign pi = pi,max.

For these EVs we have found the optimal solution because the objective is concave

increasing in pi and it is shown in Appendix A that κj+1 ≥ κj for all j ≥ 1.

For rest of EVs in G1,j , if G1,j is empty, then go to S5. Otherwise set Cj+1 =

Cj−
∑

i|vi∈G2,j

pi,max, Vj+1 = G1,j , Nj+1 = |G1,j | and go to S1 with reduced problem

under consideration.

S4) Now for all EVs left under consideration, none must be recharging such that the

second constraint in Eq. (2.1) can be violated. Hence we have reached the solution.

Go to S6.

S5) Since G1,j is empty, we stop because for all EVs pi = pi,max and go to S6.

S6) Suppose we reach S6 in qth iteration. It follows that we can define G1 = G1,q and

G2 = ∪
q
j=1G2,j which contains all EVs recharging at maximum possible recharging

rate and κ = κq where

vi ∈











G1 if pi = κwi,1 < pi,max

G2 if pi = pi,max

(2.16)

Since a given EV in V (t) must be either in G1 or in G2, the equation (2.10) follows.

The EVs in G1 are the recipients of the proportional service because their recharging

rates are directly proportional to their respective payment rates. We consider EVs in

G2 as the recipients of the priority service since they are recharged at the maximum

possible recharging rate.

2.5.4 Value of κ in jth Iteration of Procedure A

During jth iteration of step 1 of procedure A,

pi =
wi,1

∑Nj

k=1wk,1

Cj (2.17)

.
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Proof. Here we show that

pi =
wi,1

∑Nj

k=1wk,1

Cj ⇔ pi = wi,1
‖Pj‖

‖W1,j‖
(2.18)

suppose

pi =
wi,1

∑Nj

k=1wk,1

Cj

then

pi =
wi,1

∑Nj

k=1wk,1

‖W1,j‖

‖W1,j‖
Cj

thus

pi =
wi,1

‖W1,j‖

√

√

√

√

(

w1,1Cj
∑Nj

k=1wk,1

)2

+ · · ·+

(

wNj ,1Cj
∑Nj

k=1wk,1

)2

hence

pi =
wi,1

‖W1,j‖

√

p21 + · · ·+ p2Nj

thus

pi = wi,1
‖Pj‖

‖W1,j‖

Alternately suppose

pi = wi,1
‖Pj‖

‖W1,j‖
for i = 1 . . . Nj (2.19)

then
Nj
∑

k=1

pk =

Nj
∑

k=1

wk,1
‖Pj‖

‖W1,j‖

hence
‖Pj‖

‖W1,j‖
=

∑Nj

k=1 pk
∑Nj

k=1wk,1

Using this value in Eq. (2.19), we get

pi = wi,1

∑Nj

k=1 pk
∑Nj

k=1wk,1

but
∑Nj

j=1 pj = Cj at the optimal point since objective is concave increasing in pi

pi =
wi,1

∑Nj

k=1wk,1

Cj

Which completes the proof.
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Note that this result is true for qth iteration and hence true for every EV in G1 and

allows us to view the recharging rate controller as a discriminatory scheduler. Thus for

EVs in G1 we can write

pi =
wi,1

∑

k|vk∈G1
wk,1

CG1
(2.20)

and

κ =
CG1

∑

k|vk∈G1
wk,1

(2.21)

where CG1
is capacity being used to recharge EVs in G1.

2.5.5 Characteristics of κ

Using the proposed recharging rate control, autonomous EV agents are encouraged to

submit demand at the time of high availability of energy and to disperse in time their

demand relative to each other. From Eq. (2.21), the following characteristics of the

incentive policy κ can be identified.

1. κ is directly proportional to the available generation capacity. For a given payment

rate, EVs get better recharging rates if their demand time matches with the time

of high availability.

2. κ is a monotonically decreasing function of the number of recharging EVs. When

large number of EVs submit demand at the same time, the recharging rates reduce

for all EVs. For a given payment rate, EVs can achieve better recharging rates if

they disperse in time their demand relative to each other instead of submitting it

at the same time.

2.5.6 Pareto Efficiency

Let ui(pi, wi,1) be the utility of ith EV which is concave increasing in pi and decreasing

in wi,1. Using the results presented in [61], it is shown in Appendix A that, assuming

that all EVs are rational and autonomous, and that they observe the same value of κ

for their chosen wi,1, the equilibrium recharging rates are Pareto efficient.
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Figure 2.2: Implementation using a single turbine and isolated synchronous machine

2.5.7 Proportional Fairness

Let P0 = [p01, p02, . . . , p0N ] be a recharging rate vector for N EVs that is feasible. For a

given payment rate vector W1 = [w1,1, w2,1, . . . , wN,1], we say that P0 is proportionally

fair if for any other feasible P1 6= P0 the aggregate weighted proportional change is

negative. i.e.,
N
∑

i=1

w0i
p1i − p0i

p0i
< 0 (2.22)

Using a similar argument as presented in [55], it is shown in Appendix A that the optimal

recharging rates are proportionally fair.

2.6 Implementation

2.6.1 Single Machine Implementation

We first consider an isolated and unregulated synchronous machine who’s rotor is initially

rotating at synchronous speed and arbitrary initial EV recharging rates such that initial

net torque on rotor is zero. Such a machine can be modelled by the following linear
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differential equation [62]

2H
d(∆ω(t))

dt
+D∆ω(t) = PM (t)− PNEV (t)−

N
∑

i=1

pi(t) (2.23)

Where H [p.u] is the inertia constant of machine, D [p.u] is the damping torque, ∆ω

[p.u] is the frequency deviation and PM [p.u] is the input mechanical torque to the ma-

chine which is the scheduled power. Figure 2.2 shows a diagram of depicting such a

synchronous machine and EVs.

It will be shown now that the frequency deviation of electric power system can be

used to allocate the recharging rates as in Eq. (2.10). Let 0 ≤ PM ≤ 1, 0 < D ≤

1, H > 0 and 0 < PNEV ≤ 1 be constants such that PM − PNEV <
∑N

i=1 pimax and

PM −PNEV −
∑N

i=1 pi(0) ≈ 0 then from any given initial values of 0 < pi(0) ≤ pimax for

i = 1, . . . N , the system of differential inclusions in Eq. (2.24) converges to pi(t) as in

Eq. (2.10) with κ as in Eq. (2.21) such that |∆ω| ≤ ∆ζ where ∆ζ is small as compared

to the statutory frequency deviation.

2H
d(∆ω(t))

dt
+D∆ω(t)− PM (t) +

N
∑

j=1

pj(t) + PNEV (t) = 0

d(pi(t))

dt
−

αwi,1(t)

pi(t)
θ1(t) φ1(pi(t))− β(θ1(t) + φ1(pi(t))) = 0

for i = 1, 2, . . . , N

(2.24)

Because computing the values of θ1 and θ2 using equations (2.4) and (2.8) will require

knowledge of recharging rates pi of all EVs, to ensure scalability, we compute the value

of θ1 and θ2 by using the frequency deviation ∆ω.

θ1 =











1 if ∆ω < 0,

0 otherwise

(2.25)

and

θ2 =











0 if ∆ω < ∆ωV 2G,

1 otherwise

(2.26)
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Proof. The first equation in Eq. (2.24) can be rewritten as

2H
d(∆ω(t))

dt
+D∆ω(t) = C(t)− PEV (t) (2.27)

where C(t) = PM (t)− PNEV (t) and PEV (t) =
∑N

j=1 pj(t)

Dividing both sides of Eq. (2.27) by 2H, multiplying by integrating factor e(
D
2H )t, inte-

grating and multiplying by e−(
D
2H )t after integration, we get

∆ω(t) = e−(
D
2H )t

[

∫ t

0

e(
D
2H )τ

2H
(C(τ)− PEV (τ)) dτ + c0

]

(2.28)

We can write

∆ω(t) = g1(t)g2(t) (2.29)

where g1(t) = e−(
D
2H )t and

g2(t) =

[

∫ t

0

e(
D
2H )τ

2H
(C(τ)− PEV (τ)) dτ + c0

]

(2.30)

Now let us consider the only two possible values that θ1 can take. Suppose 0 < ∆ω(0) =

c0 < ∆ζ, we take θ1 = 0. Hence, using Eq. (2.3), pj(t) = min(
∫ t

0

(

αwi(t)
pj(t)

dt
)

, pj,max).

Hence PEV (t) =
∑N

j=1min(
∫ t

0

(

αwi(t)
pj(t)

dt
)

, pj,max) is a monotonically increasing function

of time. Since C(t) <
∑N

i=1 pimax, it follows that C(t) < PEV (t) for some t > t0. If

C(0) < PEV (0), then t0 = 0. It follows from Eq. (2.30), that g2(t) increases mono-

tonically for t < t0 and starts decreasing for t > t0. This decrease is rapid because

e
D
2H

t increase rapidly although C(t)− PEV (t) < 0 is very small. Thus we conclude that

∆ω(t) < 0 for some t > t1 > t0 and hence θ1 = 1 for t > t1.

Alternately, suppose −∆ζ < ∆ω(0) = c0 < 0, we take θ1 = 1. Hence, using Eq. (2.3),

pj = max(pj(0) − βt, 0). Here PEV (t) =
∑N

j=1max(pj(0) − βt, 0) is a monotonically

decreasing function of time. Since C(t) > 0, it follows that C(t) > PEV (t) for some

t > t3. If C(0) > PEV (0), then t3 = 0. It follows from Eq. (2.30), that g2(t) decreases

for t < t3 and then increases for t > t3. Hence ∆ω(t) > 0 for some t > t4 > t3 and hence

θ1 = 0 for t > t4.
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Figure 2.3: Recharging rates and frequency deviation for single machine case

We note that if use the condition ∆ω(t) = 0 to create a sliding mode, then it also creates

a corresponding sliding mode on the condition C(t) = PEV (t). Hence, the equilibrium

point of Eq. (2.24) is the same as the equilibrium point of Eq. (2.3).

In respect to the previous proof, we note that the frequency deviation follows a differ-

ential equation and lags the imbalance between generation and demand as it is shown

by Eq. (2.28).

We have noted that it is possible to use the frequency deviation ∆ω(t) as proxy to

compute θ1 instead of using Eq. (2.4). Thus, the recharging rates that converge to

Eq. (2.10) can be calculated in a distributed manner.

We note that alternative methods for extracting the required information on power

imbalance may exist but we leave this line of investigation for future research.

Figure 2.3 shows the recharging rates pi and frequency deviation ∆ω when recharging

5 EVs using Pbase = 100 (kw) electric generator. Here, H =1 (s), D=1 (p.u), PNEV =

0.9 (p.u),
∑N

i=1 pi(0) = 0.1 (p.u) with random pi(0), W1 = [1, 2, 3, 4, 5] ($/h), α =

1, β = 1. It can be observed from Fig. 2.3 that if total load is initially balanced then

the recharging rate controller achieves intra EV redistribution of recharging rates such

that the recharging rates converge to P = [0.67, 1.33, 2, 2.67, 3.33] (kw) which are in

accordance with their respective payment rates. The redistribution is achieved in such a
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Figure 2.4: Value of κ as observed at individual recharging sockets

way that the rotor of the synchronous machine rotates at synchronous speed and hence

a change in input torque is not required and 1/κ converges to 0.67 (kwh/$) at all the

recharging sockets as shown in Fig. 2.4

We note that the following are special cases when an intra-EV redistribution of recharg-

ing rates will occur

i) Demand submitted by a new EV

ii) Completion of a demand or departure of an EV

iii) A change in wi,1 by ith EV agent.

iv) A change in Non-EV load

2.6.2 EV Agent’s Budget and Decentralised Billing

When an EV connects to the socket, the EV agent knows the budget Bd [$] that it has

at its disposal to achieve, for example, a target battery state of charge BSOCi [kwh]

before the next journey. What the EV agent does not know is the state of the electric

grid and hence it is unaware of the value of 1/κ. However, the EV agent can submit

a small wi,1 and within a few seconds (Section 2.6.5, Fig. 2.6) it will receive from the

socket agent the signal 1/κ. From this point onwards the EV agent can start making

informed decisions by tracking its remaining budget and estimating the total cost of
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recharging: as a first approximation at the moment of connection Bd ≥MPi ≈ wi,1 ∗TL

where TL = t1− t0 is the total time available to recharge the battery. Here, t0 is the EV

initial time of connection to socket and t1 is the time of departure of the EV. Therefore,

the EV agent and the sockets agent can estimate the cost incurred (current value of bill)

using Eq. (2.31).

MPi(t0, tn) =

∫ tn

t0

wi,1(t)dt (2.31)

The EV agent will also be able to monitor at all times the battery state of recharge

using Eq. (2.32):

∆BSOCi(t0, tn) =

∫ tn

t0

pi(t)dt (2.32)

Thus, the EV agent can continuously monitor the changes in 1/κ and dynamically adapt

the value of wi,j to satisfy its internal objectives. For example, it could be constantly

aiming at saving as much as possible from its remaining budget (Bd−MPi(t0, tn) ≥ 0)

as long its target BSOCi(t0, tn) is being achieved.

A rational EV agent will stop paying once its battery has been recharged to the target

capacity. Hence the EV agent can set wi,1 = 0 and this will instantly stop recharging

the EV battery. At the time of disconnection, the socket agent will have no further

information on wi,1 and the bill can be transmitted to a centralised location.

2.6.3 A Protocol Based on the Recharging Rate Controller

In order to deploy the recharging rate controller in a multi-machine system, we will need

to take into account the following considerations.

1. The frequency deviation as estimated by a recharging socket is based on voltage

and current at the recharging socket. The voltage and current will contain various

harmonics due to intra machine rotor oscillations, distortion and noise. It might

not be possible to measure the frequency deviation to the desired accuracy with

high resolution at each recharging socket.
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pi(tk ≤ t ≤ tk+1) =



































pi(tk) +
∫ t

tk

(

wi,1α

pi(τ)

)

dτ − βφ(pi(t))(t− tk) if m(tk) = FAN and pi(tk) 6= 0

∆γ if m(tk) = FAN and pi(tk) = 0

pi(tk)− β(1 + φ(pi(t)))(t− tk) if m(tk) = FBN

0 if m(tk) = SSL

pi(tk) if m(tk) = LSS or message loss in tran

(2.33)

2. Different sections of electric power system may have slight mismatch in frequency

at a given instant in time. The frequency deviations as individually estimated by

all recharging sockets are not necessarily the same.

Therefore, we modify the recharging rate controller and propose a socket management

protocol. We consider a socket manager agent that can communicate with the sockets

and other controllers in the power system. The socket manager broadcasts a pseudo

frequency signal to all sockets. Two messages are sufficient to send the pseudo frequency

signal.

i) FAN frequency above nominal

ii) FBN frequency below nominal

In addition the socket manager broadcasts two messages that are not part of the original

control. These messages can temporarily hold the socket state or shed its load when

needed.

iii) LSS lock socket state

iv) SSL shed socket load

let m(tk) be a message received by ith socket at time tk. The recharging rate for ith

socket is given by Eq. (2.33), where ∆γ > 0 is an arbitrarily small constant.

The socket manager has the following key functions.

1. Generates the pseudo frequency signal for recharging rate controllers

2. Allows any critical control to act without interference from recharging rate con-

trollers by allowing locking of sockets.
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Figure 2.5: Frequency to function map for the socket manager

3. Integrates with the protection system to shed all EV load or sheds all EV load

if frequency falls below the statutory limit and switches the sockets to Mode 2.

Those EVs which are willing to discharge are used as V2G sources.

To generate the pseudo frequency the socket manager maps the frequency to functions as

shown in Fig. 2.5 where the functions, their descriptions and the corresponding messages

are shown in the following text.

1. SHD sheds all EV load. A SSL messages is transmitted every T [ms].

2. URG Decreases the recharging capacity for EVs. A FBN message is transmitted

every T [ms].

3. RDB Redistributes recharging rates among EVs according to their respective

payment rates. A FAN message is transmitted and a FBN message follows it by

Tf [ms] where Tf ≤ T . The pattern is repeated every T [ms]. Tf is computed

such that Tf = 0 at the lower boundary of RDB region of map in Fig. 2.5 and

increases linearly to Tf = T at the upper boundary of RDB region.

4. DRG Increase the capacity for recharging EVs. A FAN message is transmitted

very T [ms].

2.6.4 Benefits of Proposed Protocol

1. All sockets act on the same information and do not need to accurately measure

the frequency deviation with high resolution.

2. Message communication to all sockets is broadcast, hence, addressing of individual

sockets is not needed.
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3. Recharging sockets can temporarily use local frequency measurements if commu-

nication link is broken and can revert to using global measurement when link is

re-established

4. Exact measurement of frequency is not required at each socket and pseudo fre-

quency can be generated using an approximation of exact frequency

5. Interference to critical controls in the power system is avoided by locking sockets

when needed.

2.6.5 Simulation Results

In this section we present simulation results with the recharging rate control implemented

together with the socket management protocol. We use a power system with primary

frequency regulation provided by steam reheat turbines with droop based governors as

modelled in [63]. The average frequency deviation ∆ω can be expressed by the following

equation as derived in [63].

∆ω =

(

Rω2
n

DR+ 1

)(

(1 + FHTR)PSP − (1 + TRs)Pe

s2 + 2ζωns+ ω2
n

)

(2.34)

Where

ω2
n =

DR+ 1

2HRTR
(2.35)

ζ = ωn

(

2HR+ (DR+ FH)TR

2DR + 1

)

(2.36)

and

Pe = PSCH − PNEV − PEV (2.37)

Where

R = Speed droop or regulation,

FH = Fraction of power from high pressure section of turbine,

TR = Reheat time constant [s],

Pe = Electrical power [p.u],



64 Chapter 2 Distributed Recharging Rate Control

✥

�

✁

✂

✄

☎✥

☎�

✥ ☎ � ✆ ✁ ✝

♣
✐
✞✟
✠
✡

✇☛☞✌✭✍✎✏✑

t✒✥✓

�✝✓

✝✥✓

☎✥✥✓

Figure 2.6: Snapshot of recharging rates as function of wi,1

✲✔✕✔✔✔✖

✔

✔✕✔✔✔✖

✔✕✔✔✔✗

✔✕✔✔✔✘

✔✕✔✔✔✙

✔✕✔✔✚

✔✕✔✔✚✖

✔ ✚✔ ✖✔ ✛✔ ✗✔ ✜✔

❉
✢
✣✤
✦✧
★

❚✩✪✫✬✮✯

✰✩✱✳ ✴✵✱✫ ✶✷✸✱✴✷✹

✰✩✱✳✷✺✱ ✴✵✱✫ ✶✷✸✱✴✷✹

Figure 2.7: Frequency deviation with and without proposed recharging rate control

PSP = Incremental set point [p.u],

The configuration parameters are: N = 1000, Pbase = 50 (Mw) α = 1, β = 1, PNEV (t0)

= 0.9 (p.u), PM (t0) = 0, t0 = 0, wi are uniformly distributed random variables between

0 and 5 ($/h) (considered constant during the simulation), pi(t = 0) are uniformly

distributed between 0 and 10 (kw) such that
∑N

i=1 pi = 0.1 (p.u) (to ensure initial

balance condition), pimax = 10 (kw) H = 3.5 (s), R = 0.05, FH = 0.3, D=1, TR = 8

(s), PSP = 0, T = 20 (ms) and RDB region has boundaries at ∆ω = ±0.0002 (p.u)

Figure 2.6 shows the snapshots of recharging rates pi as function of wi at t = 0, 25, 50,

and 100 (s) respectively. Thus recharging rates are redistributed and EVs are dynami-

cally partitioned into G1 and G2 with κ ≈ 2.2 (kwh/$).
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Figure 2.7 shows the frequency deviation for a 1% sudden non-EV load loss at t = 0

(s). This step change in C(t) contains a wide spectrum of frequencies. When the high

frequency components of C(t) are significant, PEV (t) may not be able to follow C(t),

which is reflected in the values of ∆ω when (t ≤ 10 (s)). When the magnitude of high

frequency components of C(t) becomes negligible compared to its moving average value

over a few minutes, PEV (t) follows C(t), which is reflected in the values of ∆ω when (t ≤

10 (s)). In the case of this example, it can be seen that, when the proposed recharging

rate control is used, the peak frequency deviation is reduced by 50%. Hence, a smaller

primary frequency regulating turbine can be used to provide frequency regulation. We

note that the highlighted characteristics can be very helpful in reducing the turbine

size that is needed to regulate the fluctuations of, for example, the output of renewable

energy sources.

For the multiple machine case, we can observe that if the size of RDB > 0 (Fig. 2.5)

this will result in a steady state value |∆ω| > 0 which is constant (Fig. 2.7) and bounded

by half of the width of the RDB band. We note that as the width of the RDB region

approaches zero, the controller in Eq. (2.33) will in the limit behave as the controller

used in the single machine case in Eq. (2.24) except in rare circumstances when the EV

load is shed because of the frequency falling below the statutory limit.

Since steady state frequency deviation is constant, we observe that C(t) = PEV (t) but

a small power will flow from generators providing droop based regulation. However, we

would like to point out that had the parked EVs not been present, a much larger power

flow from regulating generators would have occurred as observed in Fig. 2.8.

2.7 Recharging Strategies, Demand Deferment and Ca-

pacity Control

As previously mentioned, the socket agents will broadcast the same value of 1/κ. As-

suming that EV agents are perfectly rational and autonomous with utility ui(pi, wi,1)

such that each EV can exchange pi = κwi,1 [kw] with wi,1 [$/s] in an environment where

the energy providers are maximising their revenue, the EV agents will choose wi,1 such

that the resulting equilibrium recharging rates are Pareto efficient and proportionally

fair.
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Let CCR(C)[$/h] be the generation cost rate of C [kw]. In general, the cost rate is a

convex function and the marginal cost rate of generation ∂CCR
∂C

is increasing function of

C. Thus in the context of a competitive generation market, a generator will maximise

revenue if:

∂CCR

∂C
|C=PNEV +C0

=
1

κ
=

∑

i|vi∈G1
wi,1

C0
(2.38)

To show why κ encourages deferment of demand by some EVs, we focus on Mode 1 of

operations and consider a simple game. Let us consider rational and selfish EV agents

which try to maximise their BSOC and minimise their total incurred cost. We note that

all rational EVs will be in G1 as any EV in G2 can decrease its payment rate without

decreasing its recharging rate. As we have previously introduced, the total cost incurred

by the ith EV agent over a time tn − t0 will be MPi(t0, tn) as in Eq. (2.31), and the

corresponding change in battery state of charge ∆BSOCi(t0, tn) as in Eq. (2.32). From

Fig. 2.6, we can see that pi converges to κwi,1 in a few seconds even when EVs submit

random values of wi,1 at the same time, hence. 2

∆BSOCi(t0, t1) =

∫ t1

t0

pi(t)dt ≈

∫ t1

t0

κ(t)wi,1(t)dt (2.39)

2 pi will converge to κwi even faster than the rate of convergence shown in Fig. 2.6 when the number
of arriving/departing EVs are small compared to the number of already parked EVs.
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Lets now consider a game with two EVs: V1,V2 and two time slots t1 and t2 of same

time width Tc. We denote a recharging strategy as (ti, tj) where V1 chooses the ith time

slot and V2 chooses the jth time slot. In this game, there are four recharging strategies

namely a1 = (t1, t1), a2 = (t1, t2), a3 = (t2, t1) and a4 = (t2, t2). For simplicity, we

assume that PNEV is the same in both time slots. Also let the equilibrium value of κ be

κA when EVs choose the same time slot, and κB when they choose different time slots.

We define the payoffs of EVs as the ratio ∆BSOC/MPi, which, in a steady system,

is the value κ. We will now show that a1 and a4 are unstable and a2 and a3 are pure

strategy Nash equilibria. The payoff matrix can be written as

V1, V2 t1 t2
t1 κA, κA κB, κB
t2 κB, κB κA, κA

Table 2.1: Payoff matrix for two EVs

When the EVs choose the same time slots, the collective revenue rate of the electric

generator from recharging both EVs at the same time is 2w and it will be w when the

EVs choose different time slots. Let CA denote the capacity allocated by the electric

generator when the EVs choose the same time slots and CB denote the capacity allocated

by the electric generator when the EVs choose different time slots. C is zero in a time

slot if no EV chooses that slot. For slots chosen by at least one EV, we now determine

CA and CB. Thus we can write

∂CCR

∂C
|C=PNEV +CA

=
2w

CA
(2.40)

∂CCR

∂C
|C=PNEV +CB

=
w

CB
(2.41)

Multiplying Eq. (2.41) by 2, rearranging and comparing with a rearranged version of

Eq. (2.40), we get

∂CCR

∂C
|C=PNEV +CA

CA = 2
∂CCR

∂C
|C=PNEV +CB

CB (2.42)
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All quantities in Eq. (2.42) are positive. Furthermore, ∂CCR
∂C

is a convex increasing

function of C. It follows that CA > CB and

∂CCR

∂C
|C=PNEV +CA

>
∂CCR

∂C
|C=PNEV +CB

(2.43)

Now rearranging Eq. (2.42) we get

CA = 2
∂CCR
∂C
|C=PNEV +CB

∂CCR
∂C
|C=PNEV +CA

CB (2.44)

From equations (2.44) and (2.43), we conclude that CA < 2CB. Noting that 1
κA

= 2w
CA

and 1
κB

= w
CB

, we can write

κA = κB
CA

2CB
(2.45)

and hence,

κA < κB (2.46)

Using Eq. (2.46), we can interpret the payoff matrix of the game in Table 2.1 and observe

that a1 and a4 are unstable, and that a2 and a3 are two pure Nash equilibria strategies.

Hence both EVs will benefit if only one of them defers its demand. Furthermore, we

note that there are an unlimited number of equivalent strategies as any EV does not

need to recharge continuously in one session.

If we consider EVs as players in this iterative game, each EV agent will endeavour to

achieve, for example, a desired ∆BSOC(t0, tn) before it’s next journey commences while

minimising the total cost incurred. These EV agents are hence allowed to make arbitrary

learning moves in real time to experiment without compromising the load balance as

socket agents will ensure that policy κ is complied at all times. 3

There is a vast amount of technical literature on game theory [52] which is at the core

of the solution to the game highlighted in this section. For example in [64], and in the

3Note that since EV agents will learn their recharging strategies based on the value of κ, they should
restrain from learning when either message SSL or message LSS is active.
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context of multi-agent learning framework, the use of game theory [52] and reinforcement

learning [65] was investigated. In [64] the authors study how to learn to play a Pareto-

optimal Nash equilibrium when there exist multiple equilibria and agents may have

different preferences. It is beyond the scope of this thesis to further expand on more

elaborated aspects of this game and its solution.

2.8 Final Remarks

In this chapter, a distributed recharging rate control algorithm has been proposed that

combines the objectives of regulating frequency and improving utilisation of electric gen-

erators by creating an incentive policy for autonomous EV that are randomly connecting

to and disconnecting from the electric grid. The incentive policy κ encourages EVs to

demand energy when non-EV demand is low and utilisation of electric generators needs

to be improved. EVs also act as frequency regulators which can control their participa-

tion role by modifying their respective payment rate wi,1 as individual EVs connect and

disconnect at arbitrary times.

The proposed recharging rate control algorithm can be used to realise a DM solution

to, for example, reconcile EVs energy demand profiles with the output of available

energy sources. Furthermore, encouraging results show that the proposed recharging rate

control algorithm can help decrease the required size of frequency regulating turbines.





Chapter 3

Distribution Voltage Congestion

Avoidance

3.1 Introduction and Motivation

Consider a typical neighbourhood in a city that is composed of several homes that can be

characterised by their corresponding electricity consumption profiles. The electric power

distribution system operator (DSO) that supplies the electricity to this neighbourhood

would have had estimated, using historical data, the aggregate electricity demand profile

and expected growth of electricity demand in the neighbourhood. With the appropriate

energy demand forecast the DSO would have installed the appropriate infrastructure

elements like, the distribution feeders, the distribution transformer and the secondary

circuits. At the planning stage, a margin of safety would have been considered to decide

the capacities of the infrastructure elements. Subsequently, at the operations phase of

the system, the operator will constantly monitor electric power flow profiles in the system

and take necessary action when instantaneous load rises above the design capacity of

the system.

In this chapter, this scenario is extended by considering that several houses in the

neighbourhood also own electric vehicles (EVs). If this is the case, then on a typical

weekday, household owners will return home at roughly the same time in the evening

and they will plug in their EVs, which by default might start recharging immediately.

As it is known that recharging a typical EV can become a substantial load (10kW to

71
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30kW) on the distribution system, if several of these EVs happen to recharge at the

same time, the secondary circuits and the distribution transformer can get overloaded

[66]. Under these circumstances, the voltage at customer premises might drop below

statutory limits. Moreover, in case of severe overload, the distribution conductors might

be damaged because of overheating.

There are several mechanism to avoid overload in the distribution system. For example,

the DSO may upgrade the network infrastructure by installing bigger transformers and

thicker conductors, but such upgrade is often very costly. Moreover, if the durations

of overload are short and the infrastructure has underutilised assets for most of the

time, the benefits of infrastructure upgrade might not justify the economic costs. An

alternative approach is to install software components in the recharging sockets that

allow EVs to coordinate their recharging activities [67]. In this chapter and the next, we

study mechanisms to shape the recharging rate profile of EVs with explicit consideration

for the voltage profile in the distribution system. This investigation also allows us to

search for a solution that will enhance the voltage security as compared to the case of

random uncoordinated recharging.

3.2 Organisation of the Chapter

In Section 3.3, the literature is reviewed and relevant research work is identified. In

Section 3.4, the fundamentals of electric power flow and the load flow problem are

reviewed. In Section 3.5, the relationship between voltage drops and active power flow is

explored and an analogy between voltage drops in the secondary circuits and the pressure

in a system of fluids is presented. In Section 3.6, energy demand is approximated by

an energy demand particle system (EDPS) and a correspondence is established between

an EDPS and a fluid particle system (FPS). In Section 3.7 a two stage framework is

presented that can be used to construct recharging schedules for EVs that are aimed at

avoiding congestion in the secondary circuits. In Section 3.8 a method, called smoothed

particle hydrodynamics (SPH), for solving equations of fluid dynamics is reviewed and

an algorithm that applies SPH method to the FPS is presented. Finally, in Section 3.9

the proposed approach is evaluated and compared with the state of the art approaches

using two examples.
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3.3 Literature Review

Recently, there has been great amount of interest in EV recharging schemes and specif-

ically in the impacts of integration of these recharging schemes with the electric power

system. Depending on the particular role that EVs are expected to play, researchers have

pursued different lines of investigation. For example, several papers can be found that

try to flatten the aggregate (EV + non-EV) demand on electric power system [68, 69].

Other researchers have: a) studied the use of EVs as small electric power generators to

supply electric power at peak times [9, 21], b) investigated the impacts of uncontrolled

or uncoordinated recharging of EVs on electric power system [70, 71], c) proposed al-

gorithms for scheduling the recharging of EVs to reduce impacts on the distribution

system [72, 73] In this section, we restrict ourselves to a review of those works which

directly address the impacts on distribution system voltages taking into consideration

the recharging profiles of EVs.

Clement et. al. [71, 74] appear to be the first to have suggested coordinated recharging

of EVs based on consideration of voltage in the distribution system. Their study in [74]

is based on stochastic simulation of EV energy demand and hence it might be useful in

studying the impacts of recharging EVs and suggesting upgrade of infrastructure where

necessary. In [74] the problem is formulated by scaling down an IEEE 34 node distri-

bution feeder and considering it as a secondary circuit. EVs are recharged during two

periods of time in a day and during those periods an EV is either considered connected

or disconnected throughout the period. The energy demand from each EV is consid-

ered to be the same and equal to the battery capacity of the EV and at the start of

a recharging period, all EVs are assumed to have empty batteries. In this chapter, we

present an alternative scheduling method for recharging EVs with a more general for-

mulation in that EVs can recharge at any time in the day and EVs can demand different

amounts of energy in different periods of time. The work presented in [74] is focused on

calculating impacts of recharging EVs using stochastic simulation of various scenarios.

In contrast, the work presented in this chapter is focused on a scheduling method that

avoids congestion in the secondary circuit.

Sortomme et. al. [72] have suggested an optimal scheduling method for recharging EVs.

They use the notion of equivalence of i) minimising voltage impacts, ii) minimising

losses, iii) minimising load variance and iv) maximising load factor. The authors in [72]
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propose to schedule recharging EVs based on minimising load variance or maximising

load factor. In the same paper it is suggested that the optimisation problems correspond-

ing to i) minimising load variance and ii) maximising load factor are convex, but there

is no reference to the proof. The argument in [72] also relies on remarks from references

[71, 74] to assume equivalence between loss minimisation and the minimisation of volt-

age drop and its associated impacts. The equivalence relationship between load factor

and losses is based on Buller and Woodrow formula [75] which in turn relies on empirical

study of few distribution systems. Unfortunately Buller and Woodrow formula has been

criticised by Mikić [76] as unreliable for general use. We also note that the equivalence

relationship derived between minimising losses and minimising load variance neglects

the topology of distribution system and assumes nominal voltages at each node in the

distribution system. According to [72], this assumption yields a convex optimisation

problem but Taleski et. al. [77] have shown that the assumption of nominal voltage at

each node significantly reduces the accuracy of estimates of losses. The work presented

in this chapter avoids relying on these equivalence relationships and highlights, through

a simple example in Section 3.5.1, that there might be multiple recharging schedules

that have the same load factor but different impacts on voltages. Therefore, maximising

the load factor does not necessarily minimise the impacts on voltages.

Deilami et. al. [73] have presented a real time coordinated recharging scheme for im-

proving voltage profiles and reducing losses, and a similar approach has been presented

in [78]. In these studies EVs are considered as non-elastic loads. Note also that the work

in [73] can be seen as an admission control problem rather than a scheduling problem,

because EVs that can cause voltage constraint violations are denied admission and are

recharged with a delay. An EV can have one of three priority levels and all EVs with

higher priority level are admitted before the EVs in the next lower priority level are

considered. EVs that have the same priority level are selected based on the sensitivity

terms obtained from the Jacobian matrix in a load flow problem and the EVs whose

recharging rate causes the least sensitivity to voltage are admitted earlier. EVs whose

admission can cause a violation of constraints are not admitted and are recharged with

a delay. The work in [73] considers the full topology of distribution system and hence

avoids approximations used in [72]. However, because the underlying nature of problem

in [73] is of admission control, the output recharging schedules might be improved by

taking a different scheduling approach such as the one presented in this chapter. The
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examples presented in Section 3.9 highlight cases where we first use [73] and [72] to

construct an initial recharging schedule and then improve it.

Despite the limitations with the formulation in [72] the advantage of reduction in required

computation is significant. Hence, in this chapter we propose a rescheduling strategy

that uses a two stage framework. We first use the two objectives of i) minimising

load variance and ii) maximising load factor, to obtain an initial schedule as phase 1.

Subsequently, in phase 2, the initial schedule is further improved by using characteristics

of the topology of the distribution system.

The proposed approach is inspired by a system of particles seeking equilibrium. The

idea is to discretise the energy demand and map it into a particle system. The equations

modelling the dynamics of the particle system can then be solved using a appropriate

numerical method. We note however, that to solve equations of a particle system might

be computationally expensive if they are solved on a Central Processing Unit (CPU),

but if the behaviour of each particle is simulated on a thread on a Graphics Processing

Unit (GPU), then particle systems of large number of particles can be solved in real

time by taking advantage of GPU’s parallel computation. For example, up to 64,000

particles have been reported to be simulated in real time at 60 frames per second (that is,

60 iterations of SPH method per second where each iteration involves 64,000 particles)

[79]. We note that the simulation reported above also includes computational cost of

rendering complex fluid surfaces in 3D. In contrast, we will need only a 2D simulation

of fluid particles and no graphic rendering is necessary, therefore particle systems with

even higher number of particles can be simulated in real time.

To compare the characteristics of the relevant published solutions and the proposed

approach, we use the following features as guidelines.

• Topology Aware: A scheduling scheme is topology aware if it does not neglect

the topology of the distribution system

• Elastic Demand: A scheduling scheme is based on elastic demand from EVs if

the recharging rate of EVs can be varied over a given range.

• Computational cost: It is the computational time required by the algorithm

used in the scheme.
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• Voltage Improvement: It is the expected improvement in voltage (relative to

uncoordinated scheduling) that the scheme might achieve.

Types
Topology

Aware

Elastic

Demand

Comput-

ational

Cost

Voltage

Improve-

ment

Loss minimisa-

tion [72, 74]
Yes Yes High Significant

Variance minimi-

sation, load factor

maximisation [72]

No Yes Low Moderate

Admission con-

trol based [73]
Yes No Moderate Light

Particle system based Yes Yes Low 1 Significant

Table 3.1: Comparative view of relevant solutions published in the literature

The works reviewed in this section are those which stated that the objective of scheduling

solution was to reduce the impact of recharging EVs on voltages in the distribution

system. Thus, we have not considered, for example, [80] as strongly related to our work

because it’s stated objective is to maximise the profit of distribution network operator

(DNO) although it does include voltage as a constraint in the formulated optimisation

problem.

Finally, it is not simple to compare works in [72, 73] and [74] as there is no metric that

can be used to assess the prepared output recharging schedules. These schemes rely

on visual inspection of voltages and power losses to show that coordinated recharging

achieves better results when compared with uncoordinated recharging, but it is very

difficult to gauge the relative performance of schedules based on visual inspection alone.

A metric to compare our solution with other relevant solutions is proposed in Section

3.9.2.

1potentially low with parallel computing (see, for example, [79])
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3.4 Relationship of Voltage to Power Transfer

The relationship between electric power transfer and voltage in a distribution system is

in general non-linear. For an Nb bus electric power system, we can write the relationship

between bus current injection and bus voltage using the (Nb×Nb) network admittance

matrix Y .
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(3.1)

Where Vi = |Vi|∠δi is the voltage on bus i, Yi,i = |Yi,i|∠θi,i is the self admittance or

“driving point admittance” of bus i and Yi,k = |Yi,j |∠θi,j is the mutual admittance

between bus i and bus k. And noting that the net apparent power injection in bus k

can be given by

S∗
k = Pk − jQk = V ∗

k Ik (3.2)

Where Sk, Pk, and Qk are respectively the net apparent power, net active power, and

net reactive power injected to bus k. Now we can write

Pk − jQk = V ∗
k

N
∑

n=1

Yk,nVn (3.3)

and

Pk =

Nb
∑

n=1

|Yk,nVkVn| cos(θk,n − δn − δk) for k = 1, . . . Nb (3.4)

Qk = −
Nb
∑

n=1

|Yk,nVkVn| sin(θk,n − δn − δk) for k = 1, . . . Nb (3.5)

The 2Nb equation in Eq. (3.4) and Eq. (3.5) taken together, are called power flow

equations and they specify the exact relationship between all power flows and voltages
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in the electric power system. These equations can be solved numerically by using various

methods, for example, the Newton Method and the Gauss Seidel Method. Given the

power injections at (Nb-1) buses and a reference voltage on a bus, a solution of the

power flow equations is called the solution of load flow problem.

3.5 Relating Voltage Drops in the Secondary Circuits

With Active Power Flow

Electric vehicles are connected to recharging sockets at the secondary circuit nodes as

shown in Fig. 1.2. In this setting, secondary circuits can be most vulnerable to congestion

and voltage drops due to the addition of EV loads and their uncoordinated recharging.

Some of the reasons for this vulnerability of the secondary circuits are:

1. The distribution feeder typically has a tap changing transformer at the substa-

tion end and a shunt capacitor bank at a distribution feeder node. Both the tap

changing transformer and the shunt capacitors can be used to regulate voltage on

the distribution feeder. In contrast, secondary circuits typically have no voltage

regulating equipment and a voltage drop in secondary circuit is reflected as a drop

in utilisation voltage.

2. Distribution feeders and lateral lines can carry large currents. In contrast, the

current carrying capacities of secondary circuits is often quite limited.

3. The cost of upgrading a distribution feeder is small when compared with the cost

of upgrading all secondary circuits associated to it.

Because of the reasons stated above, in this chapter, we focus on the impacts of recharg-

ing EVs on voltage drops in the secondary circuits. In this context, we note that the

voltages in a distribution system are affected by both active power P and reactive power

Q. However, when considering recharging of EVs, our interest lies in controlling active

power P and not the reactive power Q since a flow of reactive power Q cannot be stored

as energy in the batteries of EVs.

To represent a secondary circuit we will use a simplified one line diagram shown in

Fig. 3.1. In this figure the short vertical line is referred to as bus, which represents a
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Figure 3.1: A simplified diagram for secondary circuit

secondary circuit node. The bus connected to the output of distribution transformer is

numbered zero. Hence, the voltage at this bus is V0, and is also referred to as Vs (source

voltage). All buses are numbered and voltage on a bus is specified as Vj where j is the

bus number. The impedance of the secondary circuit segment between secondary circuit

nodes i and j is Zi,j and the segment is labelled as Zi,j in Fig. 3.1.

3.5.1 Remarks on the Impact of Recharging Schedules the Secondary

Circuit Voltages

Consider two EVs connected to two recharging sockets in the same secondary circuit

but at two different nodes. Let EV 1 be connected to a recharging socket at node 1

and EV 2 be connected to a recharging socket at node 2. We note that there are many

possible ways in which EVs can be recharged. For example, in Fig. 3.2 (a) and (b), we

show two possible ways of recharging the two EVs. Let p1(t) represent the recharging

rate of EV 1 and p2(t) represent the recharging rate of EV2, then
∑

pj(t) denotes the

aggregate recharging rate of the two EVs. Let us represent the active power flow caused

by recharging EV 1 as the height of blue rectangles in Fig. 3.2 (a) and (b) and the active

power flow caused by recharging EV 2 as the height of the red rectangle 3.2 (a) and (b).

Note that the area of blue rectangles in Fig. 3.2 (a) and (b) is the energy delivered to

the battery of EV 1 and the area of the red rectangles 3.2 (a) and (b) is the energy

delivered to the battery of EV2.

Let us refer to the schedule in Fig. 3.2 (a) as Schedule 1 and the schedule in Fig. 3.2

(b) as Schedule 2. We note that, Schedule 1 and Schedule 2 are equivalent in terms

of meeting demand from EVs and both have load factor equal to 1. These schedules,

however, are different in terms of their start and end times of recharge, and the their

impacts on the voltage drops in the secondary circuit.
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t t

∑

pj
∑

pj

t1 t2 t1 t2
(a) (b)

(c) (d)

Figure 3.2: Two maximum load factor recharging schedules (a) Schedule 1 and (b)
Schedule 2, and two containers in (c) and (d) each with two fluids

This very simple example illustrates an important aspect that the results presented

in [72] have overlooked. We note that there may exist many load factor maximising

recharging schedules when all loads are not at the same secondary circuit node. However,

not all of these load factor maximising schedules are optimal with respect to the voltage

drops in the secondary circuit. Therefore this is further evidence that the search for

a recharging schedule that minimise voltage drop, cannot be formulated as a convex

program based on maximising load factor.

In the remainder of this chapter, we present a novel approach for constructing recharging

schedules that uses an analogy between the recharging schedule of different EVs con-

nected to different secondary circuit nodes and a system of fluids with different fluids of

different densities. Fig. 3.2 (c) and (d) show two containers each filled with two fluids

with different densities. Lets assume that the density of white fluid is greater than the

density of grey fluid. The configuration of fluids in Fig. 3.2 (d) corresponds to Schedule

2 in Fig. 3.2 (b), and is an equilibrium for the system of fluids under the only influence

of gravity. While configuration of system of fluids in Fig. 3.2 (c) corresponds to Schedule

1 in Fig. 3.2 (a), and would be an unstable configuration under the same assumption of

different density of the constituent fluids. If we use the behaviour and the equilibrium of

the system of fluids in Fig. 3.2 (c) and (d) as an analogy to select a recharge scheduling

policy for two EVs, then we would select Schedule 2 (stable configuration) and rejects

Schedule 1 (unstable configuration).
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Figure 3.3: Analogy of recharging schedules to a system of fluids

3.5.2 Analogy of Recharging Schedule to a System of Fluids

Consider the one line diagram for a secondary circuit as shown in Fig. 3.3 (a). Let

∆V0,2(t) be the voltage drop between bus 0 and bus 2 caused by the power flow corre-

sponding to the recharging schedule shown in Fig. 3.3 (b). Then we can write 2

∆V0,2(t) = I1(t)Za + I2(t)(Za + Zb) (3.6)

Now consider Fig. 3.3 (c) which is a system of fluids with two fluids. Fluid 1 (Fl1) has

density ρa [kg/m3] and fluid 2 (Fl2) has density ρa + ρb [kg/m3]. Then, from Fig. 3.3

(c), we notice that we can write the expression for pressure q [N/m2] in the system of

fluids as

q(xt, yP ) |yP=0 = q(xt, 0) = gh1(xt)ρa + gh2(xt)(ρa + ρb) (3.7)

where h1(xt) [m] is the height of fluid 1, h2(xt) [m] is the height of fluid 2, g [m/s2]

is the acceleration of gravity, and xt [m] and yP [m] are the two coordinate axis of the

system of fluids.

2V, I, and Z are phasors
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Assuming that the force of gravity is normal to coordinate axis xt, we know from fluid

statics that a necessary condition for equilibrium of fluid is given by Eq. (3.8).

∂q(xt, 0)

∂xt
= 0 (3.8)

The condition in Eq. (3.8) could be interpreted to mean that at equilibrium the system

of fluids will choose, from among all possible configurations, a configuration that min-

imises the maximum value of pressure q(xt, 0) subject to containment of its fluid within

boundaries and subject to conservation of its volume. That is, there is no other config-

uration of system of fluids for which the maximum value of pressure q(xt, 0) is strictly

less than the maximum value of pressure q(xt, 0) for the configuration at equilibrium.

By observing the structure of expressions in equations (3.7) and (3.6) and their similarity,

it is our conjecture that if we a construct a recharging schedule from the equilibrium

configuration of the system of fluids, then the maximum voltage drop |∆V0,2(t)| is a

minimum among maximum voltage drops caused by all other schedules.

The analogue of Eq. (3.8) for voltage drops in the secondary circuit can be given as

∂|∆V0,2(t)|

∂t
= 0 (3.9)

In order to get more insight into the physical interpretation of Eq. (3.9), let us now

reconsider the example studied in Section 3.5.1 and assume that both EVs arrive at

corresponding recharging sockets at the same time and depart at the same time. It

will be verified in Section 3.5.2.1 that Eq. (3.9) holds for all t for Schedule 2 except for

arrival and departure times of EVs. It can also be verified that Eq. (3.9) does not hold

for Schedule 1 in Fig. 3.2 (a) for at least one point in time t which is not the arrival or

departure time of either of the EVs. Therefore, we can expect that

max(|∆V0,2(t)|2) ≤ max(|∆V0,2(t)|1) (3.10)

where max(|∆V0,2(t)|k) is the maximum voltage drop between secondary circuit node 0

and secondary circuit node 2 for Schedule k. It will be verified in Section 3.5.2.1 that
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this is indeed the case and that

max |∆V0,2(t)|2 < max |∆V0,2(t)|1 (3.11)

3.5.2.1 Analytic Verification for Constant Current Loads

Let us consider the Schedule 1 and Schedule 2 as schedules for constant current loads.

Without loss of generality, we can write the expressions for currents drawn and associated

voltage drop ∆V0,2 due to both Schedule 1 and Schedule 2.

Schedule 1

I1(t) = (u(t)− u(t− t1)) e
jα1 (3.12)

I2(t) = (u(t− t1)− u(t− t2)) e
jα2 (3.13)

where u(t) is the unit step function.

u(t) =











0 if t < 0

1 otherwise

(3.14)

hence,

∆V0,2(t) = (u(t)− u(t− t1))Zae
jα1 + (u(t− t1)− u(t− t2)) (Za + Zb) e

jα2 (3.15)

Differentiating Eq. (3.15) with respect to t, we get:

∂∆V0,2(t)

∂t
= (δ(t)− δ(t− t1))Zae

jα1 + (δ(t− t1)− δ(t− t2)) (Za + Zb) e
jα2 (3.16)
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Therefore,
∂∆V0,2(t)

∂t
= 0 over the open intervals (0, t1) and (t1, t2), and

∂∆V0,2(t)
∂t

6= 0 for

t = t1.

To calculate the maximum value of |∆V0,2(t)|, we calculate its value in both interval

(0, t1) and interval (t1, t2) and choose the greater of the two.

|∆V0,2(t)| = |Za| for t ∈ (0, t1) (3.17)

and

|∆V0,2(t)| = |Za + Zb| for t ∈ (t1, t2) (3.18)

Let Za = |Za|∠γa, and Zb = |Zb|∠γb,

Since the resistance of secondary circuit cannot be negative or zero and secondary circuits

are inductive,

|γa − γb| <
π

2
rad (3.19)

Now, for any two complex numbers Za and Zb, we can write

|Za + Zb|
2 = |Za|

2 + |Zb|
2 + 2|Za||Zb| cos(γa − γb) (3.20)

Using Eq. (3.19), from Eq. (3.20), we conclude,

|Za + Zb| > |Za| (3.21)

Therefore,

max(|∆V0,2(t)|1) = |Za + Zb| (3.22)
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Schedule 2

In Schedule 2, relative to Schedule 1, the magnitude of currents can be halved and

duration of currents can be doubled.

Thus,

I1(t) =
1

2
(u(t)− u(t− t2)) e

jα1 (3.23)

I2(t) =
1

2
(u(t)− u(t− t2)) e

jα2 (3.24)

hence,

∆V0,2(t) =
1

2
(u(t)− u(t− t2))Zae

jα1 +
1

2
(u(t)− u(t− t2)) (Za + Zb) e

jα2 (3.25)

Differentiating Eq (3.25) with respect to t, we get:

∂∆V0,2(t)

∂t
=

1

2
(δ(t)− δ(t− t2))Zae

jα1 +
1

2
(δ(t)− δ(t− t2)) (Za + Zb) e

jα2 (3.26)

Therefore,
∂∆V0,2(t)

∂t
= 0 over the open interval (0, t2).

To calculate the maximum value of |∆V0,2(t)|, we evaluate it at any time in the interval

(0, t2).

max (|∆V0,2(t)|2) = |
1

2

(

Zae
jα1
)

+
1

2
(Za + Zb) e

jα2 | (3.27)

Now using the triangular inequality, we can write

max (|∆V0,2(t)|2) ≤ |
1

2
(Za) |+ |

1

2
(Za + Zb) | (3.28)
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Now once again using Eq. (3.21)

max (|∆V0,2(t)|2) < |
1

2
(Za + Zb) |+ |

1

2
(Za + Zb) | (3.29)

and hence,

max (|∆V0,2(t)|2) < | (Za + Zb) | (3.30)

We note that the right hand side of Eq. (3.30) is the same as the right hand side of

Eq. (3.22), therefore,

max |∆V0,2(t)|2 < max |∆V0,2(t)|1 (3.31)

Hence, we have verified Eq. (3.11).

3.6 Energy Demand Particle System (EDPS) and Fluid

Particle System (FPS)

We use particle systems to simulate the dynamics of system of fluids and to construct

recharging rates from the system of fluids at equilibrium. For convenience in exposition,

we need to distinguish between two particle systems: Energy Demand Particle System

(EDPS) contains particles which represent energy demands; and Fluid Particle System

(FPS) represents a collection of particles of matter. Where necessary, we will clearly

specify which particle system we are referring to. However, the term “particle system” is

used often without exact specification where the context of its use is sufficient to makes

the meaning clear. The relationships of recharging schedules, EDPS, FPS and system

of fluids is shown in Fig. 3.4.

3.6.1 Energy Demand Particles (EDPs)

An energy demand particle (EDP) is an imaginary particle that represents an active

power flow of pedp [kw] sustained over a time of tedp [h] and hence delivers pedp∗tedp [kwh]
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Figure 3.4: Relationships among (a) recharging schedules, (b) system of fluids, (c)
Energy Demand Particle System (EDPS), and (d) Fluid Particle System (FPS)

of energy. Energy demand particles are used by recharging sockets to deliver energy to

the batteries of EVs. Therefore, EDPs acts as a load of pedp [kw] at a secondary circuit

node.

Energy Demand Particles belong in a (t,P ) plane, where t (h) represents time and P

(kw) represents electric power. The t-coordinate of an EDP in (t,P ) plane denotes the

planned time at which the recharging socket will start delivering pedp (kw) of electric

power to the battery of the EV. When a recharging socket has started delivering electric

power corresponding to an EDP and has not finished yet (because electric power flow

must be sustained for tedp (h)), we say that the EDP is “active” at the recharging socket.

Several EDPs may be active at a recharging socket at a given time. The aggregate electric

power delivered because of all active EDPs at a recharging socket is the recharging rate

of the EV connected to the recharging socket. Each EDP is associated to a single

secondary circuit node (to which the recharging socket using the EDP is connected) in

the distribution system. When an EDP becomes active, a load of pedp (kw) is added to

the load at associated secondary circuit node.

A recharging socket may deactivate an EDP at any time and stop the flow of electric

power corresponding to that EDP. This can happen if other controllers in the electric
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power system send commands to recharging sockets requiring them to deactivate some

EDPs. The EDPs can be deactivated as a reaction to events like, for example, the event

of a drop in frequency, or the event of overload in the secondary circuit. An EDP is

deactivated automatically if it has been active for tedp (h) because the recharging socket

would have delivered the energy for this EDP to the battery of EV.

3.6.2 Fluid Particles (FPs)

A fluid particle (FP) represents, in the context of this thesis, a very small volume of fluid

that we consider as a particle. A FP has a mass which is a function of the density of

fluid that FP represents. For each EDP in (t,P ) plane, there corresponds a fluid particle

(FP) in a (xt,yp) plane. The type and characteristics of the FP corresponding to a given

EDP depends on the secondary circuit node to which EDP is associated.

Given an EDP at (t1,P1) associated with secondary circuit node j and EV k, we construct

a FP at (xt1,yp1) as follow:

xt1 = Kt,xt1 (3.32)

yp1 = Kp,yP1 (3.33)

where Kt,x and Kp,y are constants that are used to transform a point in (t, P ) plane to

a point in (xt, yp) plane. The mass assigned to a FP is calculated using Eq. (3.34)

m = K0,m +KZ,m|ZTj,0| (3.34)

where K0,m and KZ,m are constants, and ZTj,0 is the sum of all impedances between

secondary circuit node j and the distribution transformer. The choice of values of these

constants will be discussed in Section 3.9.1.

In all the cases that we study, initial velocity and acceleration of FP are set to zero.

v(τ = 0) = 0 (3.35)

a(τ = 0) = 0 (3.36)
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Figure 3.5: Constructing Energy Demand Particles (EDPs) and Fluid Particles (FPs)
from a recharging rate profile

where τ is the simulation time in the FPS.

3.6.3 Constructing EDPS and FPS for a Recharging Schedule

Figure 3.5 shows the process of transforming a recharging rate profile into EDPs in the

EDPS and then constructing FPs in the FPS. First note that the area under the curve

of the recharging rate profile is approximated by the aggregate area of EDPs. Thus

the energy delivered by the recharging rate profile and as the energy delivered by the

collection of EDPs are equal up to the error of approximation. Where the error of

approximation is the difference between the area under a recharging rate profile and the

aggregate ares of all EDPs for the recharging rate profile.

For a recharging schedule, the EDPS and the corresponding FPS are constructed by con-

structing EDPs and corresponding FPs for each recharging rate profile in the recharging

schedule.

3.6.4 Constructing a Recharging Rate Profile from EDPS

A recharging rate profile can be constructed once we have done the mapping of FPS

into the EDPS. We can use the following steps to calculate recharging rate of EVj,k at

time t1 :

1. Count the number Nj,k(t1) of EDPs belonging to EVj,k that are active at time t1
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2. Obtain the recharging rate pj,k(t1) of EVj,k by multiplying the number of the active

EDPs and the electric power per EDP pj,k(t1) = Nj,k(t1) ∗ pedp.

Here EVj,k is the kth EV connected to secondary circuit node j, pj,k is the recharging

rate of EVj,k, and pedp is the electric power associated with an EDP.

3.6.5 Transformation of Constraints on Energy Demand to Constraints

on EDPs and FPs

There are two constraints on the energy demand from a given EV that need to be

considered.

The first constraint ensures that the energy delivered to the EVj,k is equal to the energy

demand specified by the EVj,k.

∫ t Dj,k

t Aj,k

pj,k(t)dt = EDj,k (3.37)

Where t Aj,k is the arrival time of EVj,k at the recharging socket, t Dj,k is the departure

time of EVj,k from the recharging socket, and EDj,k is the energy demand specified by

EVj,k.

The second constraint ensures that electric power is scheduled only in a window of time

for which EV is connected to a recharging socket.

pj,k(t) =



























0 if t < t Aj,k

≥ 0 if t Aj,k < t < t Dj,k

0 if t Dj,k < t

(3.38)

These two constraints on energy demand, namely Eq. (3.38) and Eq. (3.37), can be

translated into two properties of particle systems by observing:

1. The EDPs associated with EVj,k should not move outside the boundaries defined

by t Aj,k and t Dj,k. Thus FPs associated to these EDPs should not move outside

the boundaries x Aj,k and x Dj,k that are obtained by transforming t Aj,k and

t Dj,k using Eq. (3.32).
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2. The EDPs associated with EVj,k are constructed such that their aggregate area

in (t, P ) plane equals EDj,k. As each EDP has an area that does not change and

it is not allowed for an EDP to be destroyed at any time, the aggregate area of

EDPs will remain constant.

3.7 Proposed Approach

Now we use the particle systems introduced in the previous sections to build congestion

avoiding recharging schedules for EVs. A two stage framework will be used to build

recharging schedules. The output of Stage 1 is an intermediate schedule that, though

feasible, can be improved with respect to the impact on voltages at the secondary circuit

nodes. Stage 2 takes a initial feasible recharging schedule and modifies it such that: a)

The EV energy demands are conserved, and b) The extreme values of voltage drops in

the secondary circuits are reduced.

3.7.1 The Two Stage Framework

• Stage 1: Feasible Solution

1. Obtain an initial recharging schedule by solving a problem with the objective

of, for example, minimising load variance or maximising load factor [72].

With regards to voltages at the secondary circuit nodes, Stage 1 needs only

to check the feasibility of the recharging schedule which can be done by solving

a sequence of load flow problem where a load flow problem is solved for each

time slot in the schedule.

• Stage 2: Voltage Drop Reduction

1. Construct an EDPS from the initial recharging schedule and map it to a FPS.

2. Allow the FPS to seek equilibrium. This step relies on a numerical method

based on Smoothed Particle Hydrodynamics (SPH) to simulate the dynamics

of FPs in FPS (Algorithm 1 in Section 3.8.3 ).

3. Update positions of EDPs in EDPS in accordance with the positions of their

corresponding FPs in FPS using equations (3.32) and (3.33).
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Figure 3.6: Two stage process for building congestion avoiding recharging schedules

4. Build a recharging schedule corresponding to the EDPS.

A block diagram of the two stage process is shown in Fig. 3.6.

The Stage 1 can be performed off-line. We note that if Stage 1 builds a schedule that is

optimal with respect to the voltage drops, then Stage 2 will not change it unless updates

are received by Stage 2 that imply that the schedule built by Stage 1 is no longer optimal.

3.7.2 Remarks about Communication Requirements

Both stages of the two stage framework in Section 3.7.1 require communication of in-

formation between the recharging socket and the schedule building process. Therefore,

particle system based scheduling will also require communication of information between

recharging sockets and the FPS solver, which could be located near the distribution

transformer. We note that, at the level of secondary circuits the population of loads as

well as the distances from the physical locations of the loads to the distribution trans-

former are small. Therefore, Field Area Networks (FAN) can provide communication

services [81]. Field Area Networks may use various technologies and media like cellu-

lar networks such as GSM and WIMAX, and wired networks like cable broadband and

digital subscriber lines (DSL) [82].
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3.8 Review of Smoothed Particle Hydrodynamics Method

In this section we describe the numerical method based on smoothed particle hydrody-

namics (SPH) method that allows the FPS to pursue equilibrium. SPH method was

first suggested by astrophysics researchers [83], and, since has also found many other

applications in engineering and sciences [84]. We first review the Navier Stokes equa-

tions which model the dynamics of fluids. Then, we review the SPH method which can

be used to solve a simplified version of the Navier Stokes equations [85]3.

The general form of the Navier Stokes equations is given by:

ρ

(

∂v

∂t
+ v.∇v

)

= −∇q +∇.T+ f (3.39)

Where

∇ =
∂

∂x
î+

∂

∂y
ĵ +

∂

∂z
k̂ (3.40)

and ρ [kg/m3] is the density of fluid, v = [vx, vy, vz]
T [m/s] is the velocity field, q [N/m2]

is the pressure, f = [fx, fy, fz]
T [N/m3] is the body force that acts throughout the volume

of fluid, and T [N/m2] is the stress tensor.

For many applications, the exact behaviour of fluid may not be of interest and simplified

version of the Navier Stokes equations can be used. Since we are interested in taking a

system of fluids to an equilibrium position and the fluids are not necessarily real fluids,

we can use a simplified version that is often used in simulation of fluids in computer

graphics [85]:

ρ

(

∂v

∂t

)

= −∇q + µ∇2v + ρg (3.41)

Where g [m/s2] is the external force density field and µ [Ns/m2] is the viscosity of the

fluid.

Before we review the application of SPH method to solve Eq. (3.41), we review some

basics of SPH method as presented in [83].

3Both the Navier Stokes equations and the SPH method are very well known in the literature on fluid
dynamics and astrophysics. Müller appears to be the first to have applied the SPH method for solving
a simplified version the Navier Stokes equations in [85].
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3.8.1 Background of the SPH Method

Let us consider a particle system in a space in R3, a scalar field A(r), and the identity

in Eq. (3.42), which is the sifting property of Dirac delta function.

A(r) =

∫

A(r′)δ(r− r′)dr (3.42)

where r = [r1, r2, r3]
T ∈ R3, and δ(r) is the Dirac delta function with the following

properties: δ(r) = 0 if r 6= 0, and
∫∞
−∞ δ(r)dr = 1.

Now, consider the following approximation for the scalar field A(r).

As(r) =

∫

A(r′)w(r− r′, h)dr′ (3.43)

where w(r − r′, h) is an interpolating kernel with the properties in Eq. (3.44) and

Eq. (3.45) and h is called the smoothing length of kernel.

∫

w(r, h)dr = 1 (3.44)

and

lim
h→0

w(r, h) = δ(r) (3.45)

Let us now consider the density field (mass per unit volume) ρ(r) in the considered

space, and rewrite Eq. (3.43) as:

As(r) =

∫

A(r′)

ρ(r′)
w(r− r′, h)ρ(r′)dr′ (3.46)

Let us now divide the volume which contains the particle system into N small elements

with masses m1,m2, . . . ,mN , then the contribution to the integral in Eq. (3.46) from an

element k with mass mk and centre of mass rk can be given by:

A(rk)

ρ(rk)
w(r− rk, h)mk (3.47)
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Hence, the scalar field A(r) in Eq. (3.46) can be now written in terms of discrete particles

masses as:

As(r) =

N
∑

k=1

A(rk)

ρ(rk)
w(r− rk, h)mk (3.48)

Using Eq. (3.48) any field A(r) can be approximated by analytic function As(r) provided

that w(r, h) is differentiable [83]. If this is the case, the density of particle system can

be estimated as [83]:

ρs(r) =
N
∑

k=1

mkw(r− rk, h) (3.49)

The gradient and Laplacian of A(r) can also be estimated using SPH as [85]:

∇As(r) =
N
∑

k=1

A(rk)

ρ(rk)
∇w(r− rk, h)mk (3.50)

∇2As(r) =

N
∑

k=1

A(rk)

ρ(rk)
∇2w(r− rk, h)mk (3.51)

Equation (3.50) is needed for computing pressure gradient and Eq. (3.51) is needed to

calculate viscous forces based on the Laplacian of velocity field.

3.8.2 Kernel Selection for SPH

The choice of kernel w(r, h) plays an important role in accuracy and stability of SPH

method [85]. In the work reported in this chapter and the next one we used two kernels:

i) The wpoly6(r, h) suggested by Müller, Charypar and Gross [85], and ii) the wspiky(r, h)

suggested by Desburn [86]. The reasons for using two kernels are explained in the next

paragraph.

wpoly6(r, h) =











315
64πh9

(

h2 − r2
)3

if 0 ≤ r ≤ h

0 otherwise

(3.52)
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Figure 3.8: (a) wspiky, (b) |∇wspiky| and (c) ∇2wspiky

wspiky(r, h) =











15
πh6 (h− r)3 if 0 ≤ r ≤ h

0 otherwise

(3.53)

Where r = ‖r‖2 =
√

r21 + r22 + r23.

The kernel wpoly6 uses r
2 and hence can reduce computational cost as it does not require

the calculation of square roots [85]. This kernel has been used in Eq. (3.49) to estimate

density due to its reduced computational cost. However, it might not be a good idea to

use the same kernel for estimating pressure gradient [85], the reason becomes evident

if we look at the information given in Fig. 3.7 and Fig. 3.8. Figure 3.7 shows a

one dimensional kernel wpoly6(r, h) for h = 1, the magnitude of its gradient and its

Laplacian, each normalised with respect to their maximum value. Figure 3.8 shows the

same information but now for wspiky(r, h). Note that the gradient of wpoly6 approaches

zero as r→ 0. Therefore, when wpoly6 is used to compute pressure gradient, if particles

come too close to each other, the estimate of pressure gradient also tends to zero, which

can cause the particle to form clusters [85]. For the problem under consideration cluster
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formation in FPS is undesirable because it will translate into clusters of EDPs in EDPS.

That is, a recharging schedule built using an EDPS with EDP clusters will cause sudden

rise and fall in the flow of electric power from recharging sockets to the batteries of EVs.

As a consequence of this, the energy demand will rise and fall periodically. In contrast,

note that the gradient of wspiky in Fig. 3.8 does not approach zero as r→ 0. Therefore

wspiky is better suited for computing pressure gradients as it prevents clustering of

particles [85].

Since we use a particle system in a plane and r = [r1, r2]
T ∈ R2, we will use modified

normalisation coefficients for the two kernels as suggested in [87].

wpoly6(r, h) =











4
πh8

(

h2 − r2
)3

if 0 ≤ r ≤ h

0 otherwise

(3.54)

wspiky(r, h) =











10
πh5 (h− r)3 if 0 ≤ r ≤ h

0 otherwise

(3.55)

3.8.3 Algorithm of the SPH Method

The SPH method applied to the FPS is described using the pseudo code in Algorithm

1 where the following notation is used for properties of FPs and FPS:

• m = mass of a FP,

• x = [xt, yp]
T = the position of FP in FPS,

• x.xt = xt coordinate of x,

• v = [vx, vy]
T = velocity of FP,

• a = [ax, ay]
T = net acceleration of FP,

• ai,q = acceleration of FP i due to the force generated by pressure gradient,

• ai,e =the acceleration of FP i due to the external force field, which typically is the

force of gravitation,

• ρ = density of FPS,
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• ρr = rest density of FPS,

• q = pressure in the FPS,

• τ = FPS simulation time,

• ∆τ = a time step in FPS simulation time,

• xl = minimum value of xt coordinate of a FP defines the left boundary that the

FP cannot cross,

• xr = maximum value of xt coordinate of a FP defines the right boundary that the

FP cannot cross,

• K and L are constants, which are non-negative.

For properties of an FP shown here without subscript, a subscript i in the pseudo code

in Algorithm 1 signifies that we are referring to the ith FP.

3.9 Evaluation of Proposed Approach

In this section we will present examples that highlight various aspects of the proposed

approach. For these examples, we choose a 4 node secondary circuit as shown in Fig. 3.1

(on page 79), where Z0,1 = Z1,1 = Z2.3 = 0.05+ j0.05 (p.u), Vs = 1∠0 (p.u), Vbase = 415

(V), Sbase=1 (MVA). Three EVs are considered and EV i, for i= 1,2,3 is connected to

a recharging socket at secondary circuit node i.

The EDPs are constructed using pedp = 1 (kw) and tedp = 300 (s) (which correspond

to 5 minutes), and FPs are constructed using Kt,x = 12 (mm/h) (each hour in time

maps to 12 (mm) in the system of fluids), yP1 = 1 (mm/kw), K0,m = 0.5 (mg), and

KZ,m = 0.707 (mg/p.u).

For SPH method in Algorithm 1, the values of parameters used are: h = 2 (mm),

ρr = 0.2 (mg/mm3), ∆τ = 0.1 (s), K = 1(mm2/s2), and L = 0.2×mi (mm/s2) where

mi is the mass of FP for which L is to be used in Algorithm 1. These values have been

used for SPH method throughout this thesis.
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Algorithm 1 Pseudo code for SPH method

loop
τ ← τ +∆τ
for each FP i in the FPS do

//find current neighbours
Ni = {j| ‖xj − xi‖ ≤ h}
//calculate density at FP i’s position
ρi ←

∑

j∈Ni
mjwpoly6(xj − xi, h)

//calculate pressure at FP i’s position
qi ← K(ρ− ρr)

end for
for each FP i in the FPS do

//calculate acceleration of FP due to pressure
//acceleration of FP is calculated directly without calculating force

ai,q ← −
∑

j∈Ni

(

qi
ρ2i

+
qj
ρ2j

)

wspiky(xj − xi, h)
xj−xi

‖xj−xi‖

//calculate acceleration of FP due to external force field (gravitational force)
ai,e ← [0,−L]T

//calculate net acceleration of FP i
ai ← ai,q + ai,e

end for
for each FP i in the FPS do

//calculate velocity of particle i using Euler integration method.
vi ← vi + ai∆τ
//calculate position of particle i
xi ← xi + vi∆τ
//check boundaries for this FP. If FP has moved outside its allowed boundaries,
assign it boundary a position.
if xi.xt < xl,i then
xi.xt ← xl,i

end if
if xi.xt > xr,i then

xi.xt ← xr,i
end if

end for
end loop

3.9.1 Remarks About Parameter Values

Without loss of generality, for mapping an EPDS to FPS using equations (3.32) and

(3.32), we have selected the two systems such that an hour in time in EDPS is mapped

to a few millimetres in FPS, and a kilowatt in EDPS is mapped a millimetre in FPS.

This choice is not strictly necessary, but it is convenient to deal with a volume of few

cubic centimetres of fluids when using particle based methods.

In the selection of K0,m and KZ,m introduced in Eq. 3.34, we map the typical range of



100 Chapter 3 Distribution Voltage Congestion Avoidance

per unit values of impedance in a distribution system to a typical range of densities of

real fluids. Although it is not necessary to choose densities of simulated fluids to be close

to the densities of real fluids, it is a convenient choice because literature on simulation

of real fluids can be easily consulted.

In respect to the parameters for the SPH method, we have noticed that the FPS sim-

ulation time step ∆τ is the only critical parameter to be considered carefully. Other

parameters values also affect the dynamics of simulated fluid, but our aim is to reach

equilibrium and not necessarily to accurately simulate the exact dynamics of a real fluid.

Therefore, as long as the choice of parameters does not make the method unstable, we

can choose convenient values. The value of ∆τ is a choice that can make the method un-

stable especially by introducing oscillations at the boundaries of the FPS. Such effects

of instability can be avoided by selecting a small value of ∆τ and decreasing it until

stability is achieved. Using smaller values of ∆τ can decrease the simulation speed,

therefore, ∆τ should not be selected too small unless the choice is necessary to ensure

stability.

3.9.2 Performance Metric

In order to compare previously published approaches and the proposed one, we suggest a

performance metric that measures the voltage deviation in a secondary circuit for given

recharging schedule.

J =

∫ T

0
(10max

i
(|Vs| − |Vi|))

6dt (3.56)

where T is the total time for which recharging schedule is constructed, Vs is the voltage

at the output of distribution transformer, Vi is the voltage at secondary circuit node i,

and maxi(|Vs| − |Vi|) is the maximum of all voltage drops that can occur between the

distribution transformers and a the secondary circuit node. Hence, J in Eq. (3.56) grows

very rapidly if maxi(|Vs| − |Vi|) exceeds 0.1 p.u or 10 % of voltage at the output of the

distribution transformer, thus smaller values of J indicate better schedules.

In all the examples studied here, the performance of schedule is measured by computing

the performance metric J in Eq. (3.57).
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J =

∫ T

0
(10(|V s(t)| − |V3(t)|))

6 dt (3.57)

where V3 is selected because it is the lowest of all voltages on secondary circuit nodes.

3.9.3 Example 1 : Using a Maximum Load Factor Schedule as Initial

Schedule

In this example, we use an initial feasible recharging schedule (the output of Stage 1)

with the maximum load factor [72]. Since there can be multiple maximum load factor

schedules, this particular initial schedule recharges the three EVs one after the other

as if the EVs are in a queue and are served one by one. We then improve the initial

schedule using Stage 2 of the proposed approach and compare the improved schedule to

the initial schedule.

Figure 3.9 shows the FPS corresponding to the initial schedule. This figure show the

positions of FPs for the three EVs at the start of FPS simulation time τ = τ0. The

FPs are plotted in the (xt, yp) plane. Figure 3.10 shows an intermediate configuration

of the FPS at FPS simulation time τ = τ0+ τ1. The FPS has been reconfigured but has

not reached equilibrium. Figure 3.11 shows a configurations of FPS at FPS simulation

time τ = τ0 + τ1 + τ2. At this stage the rate of change in FPS is very low and FPS has

reached near equilibrium. The recharging schedule corresponding to this configuration

of the FPS can be considered the final recharging schedule.

In this example and the next, the time is divided into time slots. Each time slot has a

duration of 5 minutes. The total time duration of schedule is assumed to be 3 hours and

20 minutes which results in 40 time slots. In this example, all 3 EVs under consideration

will remain connected to their respective recharging sockets for 40 time slots.

In relation to the same example, Fig. 3.12 shows the initial and the final recharging

rates of each of the EVs in each of the time slots. These recharging rates have been

calculated from the corresponding configurations of FPS. It is evident from Fig. 3.12

that initial recharging schedule will recharge EVs one by one in a sequence, whereas, as

shown in Fig. 3.13, the final recharging schedule will recharge EVs simultaneously but

with reduced recharging rate for each of the EVs.
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Figure 3.9: The FPS for the initial recharging schedule for three EVs
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Figure 3.10: The FPS seeking equilibrium
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Figure 3.11: The FPS near equilibrium
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Figure 3.12: Recharging rates for the initial recharging schedule

In Fig. 3.14 the voltage at secondary circuit node 3 for the initial and the final recharg-

ing schedules are shown. It can be seen from the Fig. 3.14 that final recharging schedule

reduces the maximum voltage drop between the distribution transformer and the sec-

ondary circuit node 3, especially in time slots 26 to 40.

Figures 3.15 and 3.16 show the mean and standard deviation of voltage drops at all of the

three secondary circuit nodes. It can see seen that the mean of voltage drops is similar for
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Figure 3.13: Recharging rates for the final recharging schedule
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Figure 3.14: |V3(t)| for (a) Initial schedule, (b) schedule constructed from near equi-
librium particle system

both schedules, however the standard deviation of voltage drops is significantly smaller

for the final schedule as compared to the initial schedule.

Finally, in Fig. 3.17, the performance metric introduced by Eq. (3.57) for the initial

Ji and the final enhanced recharging schedules Je are shown. Using this performance

metric, since (Je = 5.4 × 10−7) < (Ji = 15.3 × 10−7), the final recharging schedule will

perform better as compared to the initial recharging schedule.
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Figure 3.16: Standard deviation of voltage drops

3.9.4 Example 2: Using Admission Control Based Schedule as Initial

Schedule

In this example an initial recharging schedule used that is based on admission control

as suggested in [73]. The initial schedule is a feasible schedule that tries to recharge

each EV as soon as possible after the EV connects to a recharging socket. Stage 2 of

the proposed approach is then used to enhance the initial schedule. In this example, all

EVs connect to their respective recharging sockets at t = 0. EV 2 needs to depart after

2 hours and 45 minutes, hence EV 2 will depart at the end of time slot 33. EV 1 and
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Figure 3.17: Ji = J for the initial schedule [72] and Je = J for the final recharging
schedule
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Figure 3.18: Recharging rates for the initial recharging schedule

EV 3 will remain connected for approximately 3 hours and 20 minutes, hence they will

remain connected for 40 time slots.

In Fig. 3.18, the recharging rates are shown for the initial schedule and in Fig. 3.19

the recharging rates for the final schedule are shown. The initial recharging schedule,

which is based on admission control scheme, starts recharging all EVs at time slots 0 and

finishes recharging at time slot 15. In the case of this example, it is feasible to recharge all

EVs at maximum recharging rates simultaneously. Therefore, initial recharging schedule

will recharge all 3 EVs simultaneously at the maximum recharging rates. In contrast, the

final recharging schedule will recharge EVs simultaneously but with reduced recharging
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Figure 3.19: Recharging rates for the final recharging schedule
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Figure 3.20: |V3(t)| for (a) the initial recharging schedule and (b) the final recharging
schedule

rates. It will finish recharging EV 1 at time slot 33, and it will finish recharging EV 2

and EV 3 at the end of time slot 40.

In Fig. 3.20, the voltage at secondary circuit node 3 for the initial and the final recharging

schedules are shown. The initial recharging schedule causes |V3| = 0.9961 (p.u) (a 0.4%

voltage drop in the secondary circuit) in the time slots 1 to 15 and then it causes voltage

drops in time slots 15 to 40. In contrast, the final recharging schedule causes an almost

uniform |V3| ≈ 0.9985 (p.u) (approximately 0.15% voltage drop in secondary circuit) in

almost all time slots.
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Figure 3.21: Mean of voltage drops
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Figure 3.22: Standard deviation of voltage drops

Figures 3.21 and 3.22 show the mean and standard deviation of voltage drops at all

three secondary circuit nodes. In this case too, the mean of voltage drops is similar

for both schedules with the final schedule having slightly larger mean voltage drops.

The standard deviation of voltage drops is significantly smaller for the final schedule as

compared to the initial schedule.

Finally, Fig. 3.23 shows the performance of the initial and the final enhanced recharging

schedules as measured in terms of the performance metric in Eq. (3.57). Since Je < Ji,

the final schedule performs better as compared to the initial recharging schedule.
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Figure 3.23: Ji = J for the initial recharging schedule [73] and Je = J for the final
recharging schedule

3.10 Final Remarks

In this chapter we present an approach that modifies any feasible initial recharging

schedule to a schedule for coordinated recharging of EVs that reduces the voltage drops

between the distribution transformer and the secondary circuit nodes. Recharging sched-

ules are constructed in two stages. The first stage does not need to consider the impacts

on voltages and, for example, builds an initial schedule for maximising load factor. The

second stage uses information about topology of the distribution system and enhances

the initial schedule with respect to impact on voltages at secondary circuit nodes. Two

example cases are presented, which show that the presented approach can construct

recharging schedules which have only small impacts on the voltages when compared

with other approaches in state of the art literature.

In the next chapter, we will show that the approach proposed in this chapter can dy-

namically reschedule EV loads in order to accommodate unexpected events (for example,

unexpected load arrival or drop in frequency), and can reduce the potential impacts of

such unexpected events on the voltage in the distribution system.





Chapter 4

Voltage Congestion Aware

Frequency Control Service

4.1 Introduction

Let us consider again the scenario of several EVs recharging at the same time in a

secondary circuit. If this schedule has been obtained using the approach in Chapter

3, the EVs will be recharged according to the recharging schedule that avoids voltage

congestion. If the schedule is planned at the start of the planning period and never

changed during its execution, then energy delivered to each EV will satisfy its energy

needs when the schedule has been executed. However, in a real world environment,

power system operations is continuously facing episodes of uncertainty, and the outset

and evolution of such episodes is very difficult to predict in advance. For example,

there can be sudden changes in the amount of generated electric power because of an

unexpected event like a failure of a large generator. Therefore, even though a planned

schedule will recharge EVs and reduce the impact of recharging on secondary circuit,

it might not appropriately respond to spontaneously changing conditions in the electric

power system. EVs have the intrinsic capacity to store energy and ability to defer energy

demand. Therefore, in this chapter we investigate a particle system based mechanism

that aims at reducing the impact of uncertainties on operation of electric power system

by exploiting the intrinsic elastic nature of the energy demand of the majority of parked

EVs.

111
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In this chapter, we will use the particle system introduced in Chapter 3 to dynamically

rebuild the recharging schedule if unexpected events occur. The aim is to devise the

capability of an on-line schedule building process so that it can respond to unexpected

changes as well as deliver the right amount of energy to EVs before a given deadline,

and avoid congesting the secondary circuits.

4.2 Motivation

If an EV recharging policy only considers the frequency regulation (either with the aim

of improving security of the electric power system with respect to a sudden loss of an

electric generator, or with the aim of neutralising the impact of uncertain availability of

renewable sources) without considering the voltage profile in the underlying distribution

system, then congestion may arise in the distribution system. In contrast, if EVs are

recharged considering only the impacts on utilisation voltages with the aim of improving

adequacy of the secondary circuits in the distribution system (but without allowing EVs

to take part in demand response (DR) schemes), then their ability to defer demand

and their ability to store energy will not be optimised in respect to security of electric

power system. Therefore, to investigate scheduling algorithms that will allow EVs to

recharge and improve both security and adequacy of electric power system is worth

further research.

4.3 Organisation of the Chapter

In Section 4.4, background information about frequency control services is presented.

In Section 4.5, the context of the problem addressed in this chapter is established by

reviewing research that has used dynamic demand control to provide frequency control

services. In Section 4.6 and 4.7 the particle system mechanism, introduced in Chapter 3,

is extended to non-elastic loads that spontaneously become active in the system. These

loads are different from EV loads because their service cannot be delayed. In Section 4.8,

the extended particle system mechanism is used to dynamically add virtual non-elastic

load that emulate a portion of primary frequency control reserve. In Section 4.8 another

alternative approach is presented that uses the shift in boundary of the particle system

to emulate a portion of primary frequency control reserve. In Section 4.9 it is shown
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that the usage of the mechanisms of virtual non-elastic load or shifting the boundary of

the particle system, can avoid congestion in the distribution system by re-planning the

recharging schedule.

4.4 Frequency Control Services

Frequency control services are generally used at three levels. The exact definitions and

properties of frequency control services vary from country to country [88]. To enable a

consistent use of terms, we use the terms as specified in Table 4.1. These terms can be

mapped to country specific terms, where applicable, using Table. II on page 351 of [88].

Primary Secondary Tertiary

Purpose
Arrest frequency

fall or rise

Restoration of:

(a) frequency;

(b) tie line flow.

(a) Transmission

congestion management

(b) economic operation

Control Local automatic
Centralised

automatic
Centralised manual

Deployment

start
0–30 (s) 10–30 (m) 60 (m)

Table 4.1: Frequency control services

Some of the terms of used in Table 4.1 are now explained in the following text. When

a frequency control service is activated, the delivery of active power will start with a

delay that depends on the type of the frequency control service. Deployment start is the

time interval of maximum size between the time of activation of service and the time

of delivery of active power by the service. Transmission congestion management refers

to the process of regulating the power flow over transmission lines, which is needed if,

during the restoration of frequency by primary and secondary frequency control service,

some transmission lines had been overloaded. Economic operation refers to the use of

most cost effective generators to supply a given load within the operational constraints.

Primary frequency control service is provided by on-line generators that are fitted with

speed governors and are normally not operating at full capacity. These generators can
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change their output power within a few seconds. These are essential to maintain sta-

bility of electric power system as they prevent large sudden changes in frequency. The

secondary frequency control service is provided by generators that can either increases

their output or can be brought on-line within a few minutes [88]. Secondary frequency

control service is used to relieve primary frequency control reserves, and to restore the

frequency and the interchange of electric power with other systems to their target values

[89, 90]. The tertiary frequency control is generally provided to manage congestion in

the transmission system, ensure economic operation and to bring the flow on tie lines

to their target values if the secondary frequency control failed to do so.

The usage of frequency control services varies from country to country. For example,

the U.K. electric power transmission system is not interconnected to other systems.

Therefore, the electric power system in the U.K. is subject to larger and faster frequency

deviations as compared to the frequency deviations of interconnected systems like the

mainland Europe and North America [88]. In the U.K. secondary frequency control

service is not used. Instead primary frequency control service is provided by using three

types of frequency control reserves. The primary reserves and secondary reserves are

used as positive frequency control reserve, and high frequency reserve is used as negative

frequency control reserve.

In the U.K., the electric power transmission system is managed by the National Grid,

which has an obligation to control frequency within the limits specified in the Electricity

Supply Regulations. The frequency must remain within a band of ±1% of the nominal

frequency of 50 Hz under normal circumstances.

In this chapter, we use the particle system approach presented in Chapter 3 to recharge

EVs, but now with a composite objectives of improving both; i) the security of electric

power system with respect to unexpected changes in generated electric power, and ii) the

adequacy of secondary circuits in the distribution system. We will use EVs to provide

a share of the primary frequency control reserve by delaying the recharging of those

EVs that can accept delayed recharging. Those EVs will eventually start recharging

again after the secondary frequency control service start delivering electric power. The

underlying aim is to reduce the impact of disturbance caused by, for example, a sudden

failure of an on-line electric generator.
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4.5 Dynamic Demand Response and Frequency Control

Traditionally frequency control services have been provided by electric power generators.

However, there has been increasing interest recently in allowing demand side participa-

tion in frequency control services, and several interesting dynamic demand response

schemes have been proposed and used in case studies. In this section, we are going

to review the existing literature on dynamic demand response schemes for frequency

control which are most relevant to the work presented in this chapter.

One way to provide dynamic demand response is to switch off certain devices belonging

to a certain class of loads (for example, air conditioners and refrigerators) and switch

them on at a later time. Such schemes can be implemented in a completely distributed

manner but often result in so called rebound effect [91] where the loads that try to catch

up (for example, to restore the temperature that rose when the refrigerator was switched

off) create a peak in demand when they are switched on again. Some works also refer

to rebound effect as recovery peak.

In [92] refrigerators are used to respond to changes in frequency where the target temper-

ature inside refrigerator compartment varies as a linear function of frequency deviation.

Refrigerators use a hysteresis switch to turn on and off periodically in order to keep the

temperature inside the compartment within a specified range. If a drop in frequency is

detected by the refrigerators, their target temperature is increased. Therefore, a certain

percentage of population of refrigerators temporarily switch off. The electric generators

that provide secondary frequency control service then restore the frequency to its nom-

inal value. After the frequency has been restored, the refrigerator’s target temperature

is reduced and refrigerators start turning on at roughly the same time resulting in a

rebound effect. We note that, in this case, there might be several such refrigerators

using the same secondary circuit or distribution feeder, hence the rebound effect might

also introduce congestion in the distribution system and increase the voltage drops on

distribution feeders and secondary circuits. To the best of our knowledge, the problem

of potential congestion in the distribution system caused by the rebound effect has not

be explicitly addressed in the existing literature, although the mitigation of rebound

effect through de-synchronisation of switching times and diversification of duty cycles of
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periodic switching has been highlighted as a valuable research topic that is worth fur-

ther investigation. Centralised and distributed de-synchronisation schemes have been

recently investigated [93].

In [93], the authors have used a stochastic approach to manage the switching on/off

of refrigerator loads using a Markov chain with the state transition probabilities linked

to the frequency deviation of the electric power system. The work in [93] aims at de-

synchronising the duty cycle of refrigerators and thus reduce the periodic oscillations

and the recovery peak. This approach can manage the recovery peak or the rebound

effect in a completely distributed manner with no communication requirement. We will

refer to this approach as “stochastic de-synchronisation”.

An important difference between the work presented in this chapter and the existing

published work on frequency control using dynamic demand, is that our proposed mech-

anism is not a frequency controller in the strict sense, but provides a fixed amount of

reduction in load in response to a drop in frequency. The proposed mechanism provides

a share of frequency control reserve, that could be interpreted as a complementary fre-

quency control service. Such service can be provided by simply switching off some loads

for a short duration of time (for example, 15 minutes) and switching them on again.

However, our contribution here is not simply to switch off recharging sockets and switch

them on again, but also to re-plan the recharging schedule so that the recharging does

not cause a recovery peak; and that the secondary circuits do not get congested after the

frequency has been restored and recharging sockets are switched on again. In addition,

compared to stochastic de-synchronisation, our proposed approach also aims at manag-

ing the recovery peak as well but from the different perspective of reducing congestion

in the distribution system. Furthermore, we also note that the population of loads may

be small for a given secondary circuit and hence, if there are 50 refrigerators that use

the same distribution transformer and the same secondary circuit, then a randomisation

of their duty cycles may not produce sufficient de-synchronisation. In contrast, even

a small population of EVs can be scheduled for recharging without causing congestion

by using the particle system. The particle system, however, requires communication

between recharging sockets and the FPS solver.



Chapter 4 Voltage Congestion Aware Frequency Control Service 117

 

 

 

    

           

Figure 4.1: Non-elastic load as terrain of FPS

4.6 Representing Non-Elastic Loads in Particle System

In this section, the FPS introduced in Chapter 3 is extended to non-elastic loads. We

can represent non-elastic loads in the FPS in two ways: 1) Terrain of the FPS, and 2)

Particle groups in the FPS.

4.6.1 Terrain of the Particle System

The aggregate non-elastic load can be incorporated as the terrain over which the FPs of

the FPS move. Let PNE(t) be the aggregate non-elastic load in a secondary circuit. We

can define a terrain yP,min(xt) where xt in FPS and t in EDPS are related by Eq. (3.32)

(on page 88) and yP in FPS and PNE in EDPS are related by Eq. (3.33). The terrain is

defined such that for each FP in FPS with position (xt1,yP1), it must be the case that

yP1 > yP,min(xt1) as shown in Fig. 4.1.

This representation is not used in this thesis, but can be used in the future work. Using

aggregate non-elastic load as terrain of FPS simplifies the handling of non-elastic load

and its impact on the scheduling of EVs for recharging. However, it is not possible to

distinguish between the non-elastic loads at different secondary circuit nodes because all

non-elastic load is aggregated without considering the secondary circuit nodes to which

non-elastic loads are connected. The recharging schedules might be improved if we could

distinguish between the non-elastic loads that are at different secondary circuit nodes.

In the following section an alternative representation that can model non-elastic load on

different secondary circuit nodes is presented.
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Figure 4.2: Various FP groups (shown as white), whose corresponding EDPs construct
the same non-elastic load profile

4.6.2 Particle Groups in the Particle System

Figure 4.2 shows an alternative way of representing non-elastic loads in FPS. In this case

a non-elastic load can be seen as a group of FPs in the FPS. Each FP in the group has

a fixed x-coordinate that does not change during the application of the SPH method to

the FPS. In the SPH algorithm these FPs are handled as ordinary FPs but with vx = 0,

where v = [vx, vy]
T is the velocity of the FP in the FPS. This representation is used in

the remainder of this chapter.

When compared with the representation of non-elastic loads as in Section 4.6.1, this

representation has the advantage that the properties assigned to the FPs can distinguish

between non-elastic loads on different secondary circuit nodes, and hence, could be

used to build schedules that reduce voltage drops in the secondary circuits. We note,

however, that a FPS (FPS 1) that represents all non-elastic loads as groups of FPs might

not always produce recharging schedules that are better than the recharging schedule

produced by another FPS (FPS 2) that represents all non-elastic loads as terrain of the

FPS. This is due to the fact that, in the FPS 1, FPs for non-elastic loads have very

restricted mobility and can block the FPs for elastic loads.

The two representations of non-elastic loads introduced in this section and Section 4.6.1

are not mutually exclusive. We could use a combination of the two representations

where the non-elastic loads (whose switching times can be predicted with high degree

of certainty) are represented as terrain of FPS and some (especially those that arrive

unexpectedly) are represented as groups of FPs in the FPS.
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Figure 4.3: Particle system and its relation to a secondary circuit

4.7 Dynamically Adding Non-elastic Loads

Using either of the representations discussed in Section 4.6, non-elastic loads can be

added dynamically to FPS and the FPS will respond by reconfiguring itself. Using the

reconfigured FPS, a modified recharging schedule can be dynamically built such that the

modified schedule will include the consideration for the newly added non-elastic load.

In this section, we use an example that shows the dynamic addition of non-elastic loads

that are represented by particle groups in the FPS.

4.7.1 Example 1: Non-elastic Loads in the Particle System

Consider a secondary circuit shown in Fig. 4.3 which has the same parameters values

as in Chapter 3: Z0,1 = Z1,2 = Z2,3 = 0.05 + j0.05 and V0 = 1∠0. Furthermore, let us

consider 3 EVs: EV 1, EV 2, and EV 3. Let EV i be connected to secondary circuit

node i for i = 1, 2, 3.

As explained in Chapter 3, a two stage process is used to build a recharging schedule for

the three EVs. In the Stage 2 of the two stage process, a FPS is used in the same manner

as discussed in Chapter 3. To explain the impact of dynamically adding a non-elastic

load, a sequence of four figures (4.4–4.7) is presented here. This sequence of four figures

shows the FPS at four different times in the FPS simulation time τ (at, say, τ0, τ0+∆τ1,

τ0 +
∑2

i=1∆τi, and τ0 +
∑3

i=1∆τi). At any time τk in the FPS simulation time τ , the

configuration of the FPS can be used to construct a feasible recharging rescheduled plan,
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which can be executed in real world time t. Thus, the sequence of four figures shows

the variable of interest if four recharging plans are constructed (at four instances of the

FPS simulation time τ), and executed in the real world time t.

Let us consider Fig. 4.4, which is composed of three sub-figures. Fig. 4.4 (A) shows the

FPS used for this example. The positions of FPs in the FPS are plotted in the (xt,yp)

plane. Three types of FPs can be seen in the FPS, where each type of FPs is associated

to one of the EVs. For example, the FPs plotted as red diamond shapes are FPs that

belong to EV 1. The key for associating each type of FP to an EV is given in the

caption of Fig. 4.4. Figure 4.4 (B) shows the recharging rate profiles for all EVs under

consideration, which are constructed1 from the FPS in Fig. 4.4 (A).

Note that xt in Fig. 4.4 (A) and t in Fig. 4.4 (B) are related by the expression in

Eq. (3.32), that is, xt = Kt,xt. Here Kt,x is 1/300 (mm/s) or 12 (mm/h), which is the

same as in Section 3.9. Figure 4.4 (C) shows the voltage |V3| at the secondary circuit

node 3. Note that the recharging rate profile of EV i, for i = 1, 2, 3, acts as a load on

secondary circuit node i. We calculate the voltage by first calculating the loads at all

secondary circuit nodes and then solving a load flow problem using forward backward

sweep method (see, for example, [94]).2

The key to the Fig. 4.4 will be also used for subsequent figures 4.5–4.7.

We use an initial recharging schedule which is a maximum load factor schedule [72] built

by Stage 1 of the two stage process described in Section 3.7.1 in Chapter 3. Figure 4.4

corresponds to the initial schedule at τ = τ0 (s). It can be seen from Fig. 4.4 (A) that the

FPs for EV 1 are positioned between xt = 0 (mm) and xt = 10 (mm), which means that

EV 1 will recharge in the time interval between t = 0 (s) to t = 3000 (s). Similarly, EV

2 and EV 3 will recharge in the time intervals t ∈ [3000, 6000] (s) and t ∈ [6000, 9000]

(s) respectively. Figure 4.4 (B) shows the recharging rates for τ = τ0. Figure 4.4 (C)

shows the voltage V3 at secondary circuit node 3 at τ = τ0, which shows that when EV

3 is recharging in the interval t ∈ [6000, 9000] (s), it causes large voltage drops between

secondary circuit node 0 and secondary circuit node 3 (approximately 0.75% of |V0|)

as compared to the same voltage drops when only EV 1 is recharging in the interval

t ∈ [0, 3000] (s) (approximately 0.25% of the |V0|).

1The construction process has been discussed in Section 3.6.4 (on page 89) and Section 3.6.2.
2methods for solving the load flow problem are very mature and well known, and therefore are not

repeated in the thesis
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Figure 4.4: A snapshot at the start of FPS simulation time τ = τ0
Key: (A): FPS where (i) FPs for EV 1, (ii) FPs for EV 2, and (iii) FPs for EV 3 (iv)

FPs for non-elastic load;
(B): Recharging rates and non-elastic load where (a) p1(t), (b) p2(t), (c) p3(t), and (d)

electric power consumed by non-elastic load; and
(C): voltage at secondary circuit node 3 for (e) initial schedule, and (f) final schedule

Starting from the FPS in Fig. 4.4 (A) at the FPS simulation time τ = τ0 = 0, if we

apply the SPH method in Algorithm 1 in Chapter 3 to the FPS and increment τ by

∆τ , the SPH method will start to reconfigure the FPS. Figure 4.5 (A) shows a snapshot

of the FPs at a later time in the FPS simulation time, say at τ = τ0 + ∆τ1 after the

SPH method has been applied to the FPS. Figure 4.5 (B) shows that EVs are no longer

recharged one after the another, but their recharging time windows start overlapping.

Figure 4.5 (B) shows that the voltage drop in |V3| is starting to reduce in time window

t ∈ [6000, 9000] (s) where the largest voltage drops had been at τ = τ0.

Figure 4.6 (A) shows a snapshot of the FPs at the FPS simulation time τ = τ0+
∑2

i=1∆τi.

At this time τ new FPs are being introduced into the FPS, which represent a non-elastic

load (as explained in Section 4.6.2) at the secondary circuit node 1. The newly added
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Figure 4.5: A snapshot where FPS is in the process of seeking equilibrium

FPs are assigned the same mass as that assigned to all FPs that represent load at the

secondary circuit node 1.

Figure 4.7 (A) shows a snapshot of the FPs at simulation time τ = τ0+
∑3

i=1∆τi. Note

from Fig. 4.7 (B) that the recharging rate of EV 1 ( (a) in the figure) has been reduced

to nearly zero in the time interval t = [2700, 5700] (s). This is the time interval where

the non-elastic load has been switched on. We note that EV 1 and non-elastic load are

connected to the same secondary circuit node, hence the SPH method has reconfigured

the FPS such that the EV 1 produces a load that is complementary to the non-elastic

load. Figure 4.7 (C) shows that at this FPS simulation time τ , the extremes values of

voltage drop are lower than the extreme values of voltage drop for the initial schedule,

even though the initial schedule is supplying less load.

This sequence of figures shows the ability of the proposed approach to dynamically

absorb non-elastic loads and avoid voltage congestion.
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Figure 4.6: A snapshot where FPs for a non-elastic load, which is introduced at
secondary circuit node 1, are added to FPS

4.8 Voltage Congestion Aware Frequency Control Service

Using FPS

In this section, we present two approaches for providing primary frequency control re-

serve using the particle system, which are: 1) using FPs that represents a virtual non-

elastic load, and 2) dynamically shifting the boundary of the FPS. These two approaches

are described in the following sections.

4.8.1 Using FPs That Represent Virtual Non-Elastic Load

In this approach, the frequency control reserve is activated by adding FPs in the FPS for

a virtual non-elastic load. The addition of FPs for virtual non-elastic loads causes FPs

for EV loads to move sideways (towards right) in the (xt, yP ) plane. Such movement of

FPs for EV load either defers the recharging of EVs or reduces their recharging rates.
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Figure 4.7: A snapshot where FPS seeks equilibrium after addition of new FPs

In this way, we can emulate a virtual non-elastic loads to provide a portion of primary

frequency control reserve.

Example 2: Using Virtual Non-elastic Load to Provide Frequency Control

Reserve

In this example, we highlight the impact of a virtual non-elastic load that is added in

response to a drop in frequency, on the voltage at secondary circuit node 3, and on

the frequency of the underlying electric power system. To calculate the impact on the

voltage we use the secondary circuit shown in Fig. 4.3, which has the same parameters

values as in Chapter 3: Z0,1 = Z1,2 = Z2,3 = 0.05 + j0.05 and V0 = 1∠0. Let us also

consider three EVs (EV 1, EV 2, and EV 3). Let EV i be connected to secondary

circuit node i for i = 1, 2, 3. The test system used for the frequency control is shown

in Fig. 4.8. Since we are using a very small population of EVs, we have used a scaled

down electric power system where a loss of a 100 kw generator can affect the frequency.

Also each energy demand particle (EDP) causes a load of 2 (kw). The test system in
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Figure 4.8: Particle system and its relation to the frequency control service

Fig. 4.8 has the same parameter values as in Chapter 2: H = 3.5, D = 1, R = 0.05,

Fh = 0.3, TR = 8, and PSP = 0. Here Pbase = 1 MVA. In the initial schedule, the total

instantaneous EVs load is 48 (kw) on average which is 0.048 (p.u) with respect to Pbase,

thus non-EV load3 is 0.952 (p.u) or 952 (kw). We assume that all of the non-EV load

is non-responsive to change in frequency. The primary frequency regulation is mainly

provided by a generator driven by a steam reheat turbine, which is fitted with a speed

governor with droop of 5%. At t = 0 (s), an electric power generator of size 100 kw or

0.1 (p.u) fails suddenly causing a 10% loss in the electric power generation. A secondary

generator starts producing 100 (kw), at t = 600 (s) or t = 10 (m), to compensate the

the earlier loss in the electric power generation.

Similar to Example 1, once again we will use a sequence of figures 4.9–4.12) to demon-

strate the evolution of the FPS in the FPS simulation time τ . We recall that at any

time τk in the FPS simulation time τ , the configuration of the FPS (the positions of

FPs in the FPS) can be used to construct a recharging schedule which is a plan that

can be executed in real world time t. Thus, the sequence of figures shows the variable of

interest if four different plans are constructed, ( at, say, τ0, τ0+∆τ1, τ0+
∑2

i=1∆τi, and

τ0 +
∑3

i=1∆τi) and executed in the real world time t. All figures in the sequence are

plotted in the same manner. For example, let us consider Fig. 4.9, which is composed

of three sub-figures (A), (B), and (C). Figure. 4.9 (A) shows the FPS in the (xt,yP )

3In calculating voltage on secondary circuit node 3 for this example, we have assumed that the this
non-EV load is not in the secondary circuit used by the EVs. The non-EV load is assumed to be either
in a different distribution system or in other secondary circuits of the distribution system.
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Figure 4.9: A snapshot at the start of FPS simulation time τ = τ0
key: (A): the FPS where (i) FPs for EV 1, (ii) FPs for EV 2, (iii) FPs for EV 3;
(B): frequency deviation ∆ω for (a) the initial schedule (b) current schedule; and

(C): the voltage |V3| for (c) the initial schedule at τ = τ0 and (d) the current schedule

plane. A key is provided in the caption of Fig. 4.9 that should be used for interpreting

the sequence of figures.4 Figure. 4.9 (B) shows the frequency response of electric power

system. The frequency response is obtained by solving the differential equations corre-

sponding to the test system shown in Fig. 4.8. Figure 4.4 (C) shows the voltage |V3| at

secondary circuit node 3.

Let us now observe the figures in the sequence one by one starting from Fig. 4.9.

Fig. 4.9(A) shows a snapshot at the start of FPS simulation time, that is, τ = τ0.

It can be observed from the positions of the FPs that EV 1 is recharged first, then EV

2 is recharged, and finally, EV 3 is recharged. Figure 4.9(B) shows that frequency drops

below its nominal value in the time interval t ∈ [0, 600] (s) where ∆ω ≈ −0.005 (p.u)

in the interval t ∈ [0, 600] (s). Figure 4.9(C) shows the voltage at secondary circuit

node 3, which shows that when EV 3 is recharging in the interval t ∈ [6000, 9000] (s),

4The key in the caption of Fig. 4.9 will be also used for subsequent figures 4.10–4.12. These figures
should be interpreted in the same manner as described above for Fig. 4.9.
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Figure 4.10: If a drop in frequency is detected, a virtual non-elastic load is added
The load is assumed to be switched on for 10 minutes

|V3| ≈ 0.9925 (p.u), which indicates a voltage drop 0.0075 (p.u) or 0.75% of the voltage

at the output of the distribution transformer.

Figure 4.10 (A) shows a snapshot of the FPs at the FPS simulation time τ = τ0 +∆τ1

when primary frequency control reserve is activated as a drop in frequency is detected.

The FPS responds by adding FPs for virtual non-elastic load. Recall that it is assumed

that secondary frequency control service will start delivering active power after 10 min-

utes. Therefore, the virtual non-elastic load is assumed to have a duration of 10 minutes.

Figure 4.10 (B) shows that the frequency deviation will start to decrease as the FPS

starts to accept FPs for the virtual non-elastic load.

Figure 4.11 (A) shows a snapshot of the FPs at the FPS simulation time τ0+
∑2

i=1∆τi.

The FPS has finished accepting the FPs for virtual non-elastic load. Figure 4.11 (B)

shows that the maximum frequency deviation has been decreased and now ∆ω ≈

−0.0025 (p.u). Finally, Fig. 4.12 (A) shows a snapshot of the FPs at FPS simulation

time τ0+
∑3

i=1∆τi, when FPS has reached near equilibrium. Figure 4.12 (B) shows that
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Figure 4.11: After the virtual non-elastic load has been added, the maximum fre-
quency deviation is reduced.

the magnitude of frequency deviation (shown as (b)) has increased slightly as compared

to the frequency deviation in Figure 4.11 (B). However, at this FPS simulation time

τ , the voltage drops in the interval t ∈ [6000, 9000] (s) have been reduced as shown in

Fig. 4.12 (C). When compared with Fig. 4.9, Fig. 4.12 shows that the approach based on

the particle system can be used to decrease both the frequency deviation and extreme

values of voltage drops in the secondary circuit.

We note that to respond to a drop in frequency, the FPS must first detect it. This is

due to the fact that a drop in frequency cannot be predicted in advance, it can only be

detected after it has occurred. Therefore, while the FPS simulation will be running in

the FPS simulation time τ (after having detected a drop in frequency), the frequency

would already have dropped and ∆ω ≈ −0.005 (p.u) by the time the remedial action

takes place. In this example, as soon as the FPS responds to the drop in frequency,

the frequency deviation will be brought back to ∆ω ≈ −0.0025 (p.u) in the interval

t ∈ [0, 600] (s). The time it will take to decrease the magnitude of frequency deviation
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Figure 4.12: FPS reaches equilibrium and reduces maximum voltage drop in the
secondary circuit

depends on the speed at which the FPS can be simulated.

4.8.2 Voltage Congestion Aware Frequency Control Service Using Shift

in the Boundary of FPS

An alternative mechanism to provide frequency control reserve is to shift the boundary

of the FPS. For example, when a drop in frequency is detected, the left boundary of

FPS is shifted to the right. With the help of Fig. 4.13, we will show the mechanism for

a shift in the boundary of the FPS. Figure 4.13(a) shows the FPS which corresponds

to, say a EV that is planned to recharge at a constant recharging rate. Suppose that

as soon as the recharging starts, a significant drop in the frequency of electric power is

detected. As a result, the boundary of the FPS is shifted which in turn shifts to the

right all the FPs near the origin of the (xt, yp). As the FPs shift towards right, they form

a secondary peak as shown in Fig. 4.13(b). After the boundary of the FPS has been

shifted, the FPS is no longer at equilibrium. Figure 4.13(c) shows that FPS has reached
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Figure 4.13: A shift in the boundary of the FPS

a new equilibrium. A recharging rate profile corresponding to new equilibrium of the

FPS will recharge the EV with a delay but at increased recharging rate as compared the

original recharging rate profile.

Example 3: Frequency Control Service Using Shift in the Boundary of FPS

In this example, we emulate a shift in boundary of the FPS to provide a primary fre-

quency control reserve. In exactly the same manner as described previously, we will use

a sequence of figures (4.14–4.16). All the figures in this example can be interpreted in

the same manner as described in Example 2.
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Figure 4.14: A snapshot at the start of FPS simulation time τ = τ0
Key: (A): FPS for current schedule where (i) FPs for EV 1, (ii) FPs for EV 2, (iii)

FPs for EV 3;
(B): frequency deviation where (a) ∆ω for initial schedule, (b) ∆ω for current schedule;

and
(C): voltage where (c) |V3| for initial schedule, and (d) |V3| for current schedule con-

structed from FPS

Figure 4.14 shows a snapshot at the start of the FPS simulation time τ = τ0. This figure

is very similar to Fig. 4.9 and hence the description for Fig 4.9 applies here.

Figure 4.15 (A) shows a snapshot of the FPs at the FPS simulation time τ = τ0 +∆τ1

when primary frequency control reserve is activated as the drop in the frequency of

electric power is detected. The FPS responds by shifting its left boundary towards

right. In this example, it is assumed that secondary service will start delivering active

power after 10 minutes. Therefore, this example also shows that Figure 4.15 (B) shows

that the magnitude of frequency deviation starts decreasing and ∆ω ≈ −0.0025 (p.u)

for t ∈ [0, 300] (s) but still ∆ω < −0.005 (p.u) some time t ∈ [500, 600] (s).

Figure 4.16 (A) shows a snapshot of the FPs at the FPS simulation time τ = τ0 +∆τ1

when the boundary of the FPS has been moved to the desired position and also the FPS
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Figure 4.15: The boundary of FPS is shifted

has reached equilibrium. Figure 4.16 (B) shows that the magnitude of the frequency

deviation has been reduced and ∆ω ≈ −0.0025 for t ∈ [0, 600] (s). Therefore, this

example also shows that the recharging schedule constructed at this point in the FPS

simulation time τ , reduces both the maximum frequency deviation and the maximum

drop in voltage in secondary circuit.

4.9 Advantage of Using Particle System

In this section four recharging schedules are compared in terms of their performance as

measured by performance metric J introduced in Section 3.9.2 (in Chapter 3) and their

impact on frequency response of electric power system. The settings are the same for

testing all four schedules and are the same as used in Example 2 in Section 4.8. The

four schedules that have been selected for the purpose of comparison are:
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Figure 4.16: FPS reaches near equilibrium after the boundary has been shifted

1. Schedule A: This schedule is constructed by the Stage 1 of the two stage frame-

work introduced in Section 3.7 (in Chapter 3) and is never improved by Stage

2. It is a maximum load factor schedule [72] where EV 1, EV 2 and EV 3 are

recharged in a sequence such that EV i starts recharging when EV (i− 1) finishes.

The schedule is never changed during execution and hence it does not respond to

a drop in frequency.

2. Schedule B: This schedule is constructed by taking Schedule A as an initial

schedule and apply Stage 2 of the two stage framework in Section 3.7.1. A FPS is

constructed for the Schedule A, SPH method is applied to the FPS, and a schedule

is constructed from the equilibrium configuration of FPs in the FPS. Schedule B

is never changed during its execution and hence it does not respond to a drop in

frequency.

3. Schedule C: This schedule is constructed by taking Schedule B as the initial

schedule and it differs from schedule B in one aspect in that it responds to a
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Figure 4.17: max(|∆ω|) as maintained by primary frequency control before restora-
tion of frequency vs J for the four schedules

drop in frequency by simply delaying the demand for 10 minutes. Any demand

scheduled at times later than 10 minutes after the drop in frequency is not affected.

4. Schedule D: This schedule is also constructed by taking Schedule B as the initial

schedule. It uses the same FPS as used by Schedule B, however in contrast to

Schedule B, Schedule D responds to a drop in frequency by shifting the boundary

of the FPS and allowing the FPS to reach a new equilibrium. After the FPS has

reached new equilibrium, a new schedule is constructed and executed.

Note that similar results are obtained if the FPS reacts to a drop in frequency by

adding a virtual non-elastic virtual load. Therefore, the results for Schedule D are

also representative of results for a schedule that could have been constructed from

the equilibrium configuration of FPs in the FPS after a virtual non-elastic load

had been added.

Figure 4.17 shows the comparative performance of the four selected schedules, where J

is given in Eq. (3.57), which is:

J =

∫ T

0
(10(|V s(t)| − |V3(t)|))

6 dt
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It can be seen that Schedule B achieves better performance as compared to Schedule

A in terms of voltage impacts but is otherwise equivalent to Schedule A in terms of

frequency response. Schedule C improves the frequency response but increases voltage

impacts and can potentially cause congestion. In this case it does not cause congestion

because there are only 3 EVs in the secondary circuit. Schedule D manages to improve

the frequency response as well as manages to avoid potential congestion.

4.10 Final Remarks

In this chapter we have extended the particle system, introduced in Chapter 3, to handle

non-elastic loads and the impact of their arrival on recharging schedules of EVs. Using

the particle system approach, two mechanisms have been presented that can enable EVs

to participate in frequency control services. When using particle systems for scheduling

EVs energy demands, the demand can be deferred with the addition of virtual non-elastic

loads, or by a simple shift of boundary of FPS. It is clear from the Fig. 4.17 that using

particle system, both frequency response and voltage performance of schedules can be

improved. Furthermore, we have shown with a simple example that using the particle

system to provide a frequency control reserve has an advantage over the approach of

simply delaying the demand. This is due to the fact that the particle system also avoids

potential congestion in the distribution system.

In the context of dynamic demand response using stochastic de-synchronisation, we

further note that the nature of EV loads is more flexible as compared to the refrigerator

loads. It would be interesting to further investigate the possibility of combining the

stochastic de-synchronisation approach using refrigerator load (which addresses a global

problem of frequency control) with the particle system based congestion avoidance using

EV loads (which addresses a local problem of improving utilisation voltage).





Chapter 5

Conclusions and Future Work

5.1 Summary and Conclusions

The aim of this thesis is to investigate recharging schemes for energy demand manage-

ment of electric vehicles. The contributions made in this research can be summarised as

follows.

Chapter 2: Distributed Recharging Rate Control

In Chapter 2, we have presented a distributed recharging rate controller that combines

the objectives of regulating frequency and improving utilisation of electric generators.

The controller creates an incentive policy for autonomous EV that are randomly connect-

ing to and disconnecting from the electric grid. Furthermore, we note that the proposed

recharging rate controller can be used to realise a DM solution to, for example, reconcile

EVs energy demand profiles with the output of available energy sources.

The features of the controller and its implementation can be summarised as follows.

• EVs act as frequency regulators which can control their participation role by mod-

ifying their respective payment rates as individual EVs connect and disconnect at

arbitrary times.

• The incentive policy encourages EVs to demand energy when non-EV demand is

low and utilisation of electric generators needs to be improved. A simple game is

137
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used to show that the incentive policy would encourage some EVs to defer their

demand relative to the other EVs.

• The controller is able to allocate proportionally fair recharging rate to EVs and

requires only binary information about frequency of electric power system.

• The controller is implemented for a single synchronous machine. It is shown that

the frequency deviation can be used as a proxy to the imbalance between the

generation and consumption of the electric power.

• The controller is modified and a protocol is discussed that can be used to im-

plement the modified controller in a multi-machine electric power system. It is

shown, via simulation, that in the multi-machine system, the controller allocates

proportionally fair recharging rates and also regulates the frequency of electric

power system.

• The integration of the controller with the legacy protection system was also sug-

gested, which causes the controller to shed all EV load if the frequency drops below

the statutory limits of operation.

• It is also shown that the distributed billing for recharging EVs is possible using

the proposed recharging rate controller.

The proposed controller enables EVs to learn by safely experimenting with their recharg-

ing rates and the payment rates, and at the same time ensures that the EVs improve the

frequency stability of the electric power system. Furthermore, the results presented in

the thesis show that the proposed recharging rate control algorithm can help to decrease

the required size of frequency regulating turbines.

Chapter 3: Distribution Voltage Congestion Avoidance

In Chapter 3, we have presented a novel recharging schedule building approach that

modifies a given feasible initial recharging schedule to a recharging schedule that reduces

the voltage drops between the distribution transformer and the recharging sockets at

secondary circuit nodes. The work in this chapter can be summarised as follows.
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• An analogy is highlighted between the voltage drops in the secondary circuit and

the pressure in a system of fluids. Using a simple example, expected properties of

desired voltage avoiding schedule are verified analytically.

• A correspondence is established between a fluid particle system and a recharging

schedule by transforming the recharging schedule to an energy demand particle

system.

• A two stage framework is presented, where the first stage does not need to consider

the impacts of recharging schedule on voltages in the distribution system and, for

example, builds an initial recharging schedule for maximising the load factor. The

second stage uses a particle system that includes information about topology of the

distribution system, and enhances the initial schedule with respect to the impacts

on voltages at secondary circuit nodes. The second stage is based on the smoothed

particle hydrodynamics method, which had been previously used for simulation of

fluid dynamics.

• A metric for comparing recharging schedules built by existing approaches and the

proposed approach is developed.

• Two example cases are presented, which show that the proposed approach can

construct recharging schedules which have only small impacts on the voltages when

compared with other approaches in state of the art literature.

In summary, the particle system based approach is an alternative to the scheduling

methods (reported in the literature for recharging EVs) that aim at avoiding voltage

congestion in the distribution system.

Chapter 4: Voltage Congestion Aware Frequency Control Service

In Chapter 4 we extended particle system presented in Chapter 3 with the aim of de-

ferring EV energy demand to respond to a drop in frequency of electric power system.

The deferment of EV energy demand is achieved in a manner that is aware of subse-

quent voltage congestion in the distribution system. The work in this chapter can be

summarised as follows.
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• Two representations of non-elastic loads in the fluid particle system are discussed.

The first representations is by means of terrain of fluid particle system. The second

representation is by means of groups of FPs with restricted mobility in the fluid

particle system. The relative benefits and disadvantages of the two representations

are discussed.

• The particle system is then extended to handle non-elastic loads and the impact

of their arrival on recharging schedules of EVs.

• Using the extended particle system, two mechanisms are presented that can enable

EVs to participate in frequency control services. The deferment of the recharging of

EVs can be achieved by adding virtual non-elastic load or by shifting the boundary

of the FPS.

• To highlight the advantage of providing a frequency control reserve using the par-

ticle system, four schedules are compared in terms of their impact on the frequency

of electric power system and the voltage drops in the distribution system.

In summary, the approach presented in Chapter 3 and extended in Chapter 4 is shown

to be very useful when providing a congestion aware frequency control reserve.

5.2 Future Work

The work reported in this thesis highlighted some further developments in implementa-

tion of the recharging schemes that should realise the full benefits of electric vehicles.

However, much remains to be done in order to further develop, analyse and deploy the

recharging schemes in real world settings.

Chapter 2: Distributed Recharging Rate Control

A large body of work already exists that addresses most of outstanding aspects in this

chapter, but there could be specific issues related to EVs that haven’t been addressed

in the existing literature.
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• The emergent behaviour of the population of the EV agents could be further

investigated as a function of their demand submission strategies when their reward

and cost functions are defined.

• The capacity control for recharging EVs that is to be solved as a revenue manage-

ment problem.

• The quantification of decrease in the required size of frequency regulating turbines

as a function of parked and recharging EVs.

• Alternative methods that use the frequency deviations to allocate rechargine rates

in a distributed manner.

Chapter 3: Distribution Voltage Congestion Avoidance

• The performance of proposed approach can be tested with large populations of EVs

and IEEE test distribution systems. It would be necessary to explore optimisation

of SPH method for this purpose.

• To compare recharging schedule in terms of voltage congestion, other metrics can

be proposed and used. For example, the mean and variance of voltage drops over

the planning period might also indicate the preference for different schedules.

• The optimisation and implementation of the SPH method on parallel computing

platforms is also an interesting research direction in itself. The optimisation is

required to speedily simulate a large number of FPs in the FPS.

• Dynamically adapting the value FPS simulation time τ to achieve faster conver-

gence of the FPS to equilibrium is also a very interesting problem.

• The recharging sockets can take decisions about individual EDPs before activating

them. This feature can be used to build more sophisticated mechanisms for energy

demand management. For example, instead of applying admission control to EVs,

admission control could be applied to individual EDPs (as there may be more than

one EDPs for a given EV), which could result in fair admission control policies for

EVs, because an EV will not be completely blocked and made to wait while other

EVs are recharged at maximum recharging rates.

.
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Chapter 4: Voltage Congestion Aware Frequency Control Service

• The mechanisms in Chapter 4 could be extended to selectively defer the demand of

EVs based on their energy demand and the time of departure. Thus the mechanism

could have the ability to dynamically filter and choose the EVs whose demand can

be safely deferred.

• Alternative representations of non-elastic load in the particle system, for example,

as a terrain of the fluid particle system could be investigated and their relative

benefits and disadvantages could be further researched.

• It would be interesting to explore ways in which the mechanism in Chapter 4 could

be integrated with dynamic demand control schemes.
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Appendix A

Supplementary Proofs for

Chapter 2

Convergence of control laws in Eq. (2.3)

For the problems of the form

maximize
x

f(x)

subject to gi(x) ≤ 0, i = 1, 2, . . . , m

(A.1)

where x ∈ R
n, f : Rn → R and gi : R

n → R, i=1, 2, ..., m. Let us define

Ω =
m
⋂

i=1

{x : gi(x) ≤ 0}

and

J(x) = {i : gi(x) > 0}

In [60] it is shown that the differential inclusions of the form

τ ẋ(t) =











∇f(x(t)) if x(t) ∈ Ω,

−µ
∑

i∈J(x(t))∇gi(x(t)) if x(t) /∈ Ω

(A.2)
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have an equilibrium point that is the maximizer for Eq. (A.1).

Taking

f(P) =
∑

i|νi∈ν

wi,1log(pi) (A.3)

and

g1(P) =
∑

i|νi∈ν

pi − C (A.4)

gi+1(P) = pi − pimax for i = 1, . . . , N (A.5)

and

gi+N+1(P) = −pi for i = 1, . . . , N (A.6)

and m = 2N +1, where N is the number of EVs connected to recharging sockets we can

see that problem (2.1) has the form (A.1).

Clearly

[∇f(P)]i =
wi,1

pi
(A.7)

Also

[∇gi+1(P)]i = 1, [∇gi+N+1(P)]i = −1 for i = 1, . . . , N (A.8)

We also note that

[∇gi+1(P)]j = 0, [∇gi+N+1(P)]j = 0 for i 6= j (A.9)

Now define

θ1 =











1 if g1(P) > 0

0 otherwise

(A.10)

φ1(pi) =



























1 if gi+1(P) > 0,

−1 if gi+N+1(P) > 0

0 otherwise

(A.11)

for i = 1, . . . , N
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θ̄1 =











1 if θ = 0

0 otherwise

(A.12)

and

φ1(pi) =











1 if φ(pi) = 0

0 otherwise

(A.13)

Using these values in equation Eq. (A.2) and writing x(t) = P(t) , α = 1
τ
, β = µ

τ
, we

get:

d(pi(t))

dt
=

αwi,1(t)

pi(t)
θ̄1φ1(pi(t))− β(θ1 + φ1(pi(t))) (A.14)

Which is same as Eq. (2.3)

Thus the differential inclusions Eq. (2.3) have the equilibrium point that is the solution

of Eq. (2.1).

Intermediate Results For Procedure A

This section shows that kj+1 ≥ kj in procedure A on page 50.

Proof. From Eq. (2.17) we have

κj =
Cj

Nj
∑

k=0

wk,1

(A.15)

κj+1 =
Cj+1

Nj+1
∑

k=0

wk,1

(A.16)

At step 2 of jth iteration we assign EVs to G1,j or G2,j and set of EV for (j + 1)th

iteration is reduced to G1,j hence we can rewrite Equations (A.15) and (A.16) as

κj =
Cj

∑

k|vk∈G1,j∪G2,j

wk,1
(A.17)
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hence

κj =
Cj

∑

k|vk∈G1,j

wk,1 +
∑

l|vl∈G2,j

wl,1
(A.18)

κj+1 =
Cj+1
∑

k|vk∈G1,j

wk,1
(A.19)

and

Cj+1 = Cj −
∑

k|vk∈G2,j

pk,max (A.20)

Using Eq. (A.20) in Eq. (A.18) and dividing the numerator and denominator by
∑

k|vk∈G1

wk,1,

we get

κj =

Cj+1+
∑

k|vk∈G2,j

pk,max

∑

k|vk∈G1,j

wk,1

1 +

∑

k|vk∈G2,j

wk,1

∑

k|vk∈G1,j

wk,1

(A.21)

Now using Eq. (A.19) and simplifying we get

κj +

∑

k|vk∈G2,j

κjwk,1

∑

k|vk∈G1,j

wk,1
−

∑

k|vk∈G2,j

pk,max

∑

k|vk∈G1,j

wk,1
= κj+1 (A.22)

Now clearly for vi ∈ G2,j , κwi ≥ pi,max. It immediately follows that

∑

k|vk∈G2,j

κjwk,1

∑

k|vk∈G1,j

wk,1
−

∑

k|vk∈G2,j

pk,max

∑

k|vk∈G1,j

wk,1
≥ 0 (A.23)

combining Eq. (A.22) and Eq. (A.23) we get

kj+1 ≥ kj (A.24)

which is required.
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Pareto Efficiency

The following argument to show Pareto efficiency is based on work by Arrow [61].

Consider a two resource economy. Each agent has two resources: money and energy. The

agents can trade these resources as they consider appropriate. The agents are rational

and autonomous. Each agent wishes to accumulate resources in order to maximise its

own utility. The price of money is 1 [$/$]. The price of energy is 1
κ
[$/kwh]. All agents

observe the same value of these prices.

Let us assume that each agent is initially endowed with some quantity of each of the

resources. For instance, here EVs are endowed with money and wish to exchange it for

energy. The generators are endowed with energy and wish to exchange it for money.

Consider this economy in a given second. An EV receives an amount of energy pi/3600

[kwh] if it pays wi/3600 [$].

For the sake of convenience in notation we introduce,

Ei = energy held by the ith agent

Mi= money owned by the ith agent

If ith EV spends 1 [$], it reduces Mi by 1 [$] and increases Ei by κ [kwh]. Let (Ei,e,Mi,e)

be the initial endowments of ith agent. At equilibrium, given 1
κ
, the ith EV would select

(Ẽi, M̃i) that maximises its utility Ui(Ei,Mi) which is a function increasing in both Ei

and Mi.

maximise Ui(Ei,Mi)

subject to

1

κ
Ei +Mi =

1

κ
Ei,e +Mi,e

(A.25)

Let (Ẽq, M̃q) be the solution to Eq. (A.25). Then,

1

κ
Ẽi + M̃i =

1

κ
Ei,e +Mi,e (A.26)
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Suppose we claim that for the qth EV, there exists (Êq, M̂q) 6= (Ẽq, M̃q) such that

Uq(Êq, M̂q) > Uq(Ẽq, M̃q)

and

Ui(Êi, M̂i) ≥ Ui(Ẽi, M̃i) ∀i 6= q

It can be shown that this claim is false because it leads to a contradiction.

To show this, note that

1

κ
Êq + M̂q >

1

κ
Ẽq + M̃q =

1

κ
Eq,e +Mq,e

and

1

κ
Êi + M̂i ≥

1

κ
Ẽi + M̃i =

1

κ
Eq,e +Mq,e ∀i 6= q

Performing a sum over the whole population of EVs and generators

1

κ

∑

Êi +
∑

M̂i >
1

κ

∑

Ei,e +
∑

Mi,e (A.27)

but
∑

Êi =
∑

Ei,e

and
∑

M̂i =
∑

Mi,e

Because the total energy and the total money are conserved in the transaction process.

Thus, the two sides of Eq. (A.27) must have the same value. Hence, we have a contra-

diction.
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Proportional Fairness

Proportional fairness was introduced by Kelly [55] and we use similar steps to prove it.

Let P0 = [p01, p02, . . . , p0N ] be a recharging rate vector for N EVs that is feasible. For

a given payment rate vector W1 = [w1,1, w2,1, . . . , wN,1], we say that P0 is proportional

fair if for any other feasible P1 6= P0 the aggregate weighted proportional change is

negative. i.e.,
N
∑

i=1

w0i
p1i − p0i

p0i
< 0 (A.28)

Let P0 be some feasible recharging rate vector for a given W1. It can be shown that if it

is optimal, then it is proportionally fair [55]. To show this, consider a small perturbation

∆P0 = P1 −P0. The perturbation causes the value of objective to change. Note that

the objective is
N
∑

i=1

wi,1log(pi) (A.29)

The change in objective by the small perturbation in P0 is given by

N
∑

i=1

wi,1
∆p0i
p0i

=
N
∑

i=1

wi,1
p1i − p0i

p0i
(A.30)

Note that if P0 is optimal, then the concavity of the objective implies that

N
∑

i=1

wi,1
p1i − p0i

p0i
< 0 (A.31)

for all feasible P1. Hence P0 is proportionally fair.
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