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Abstract. Exploratory gaze movements are fundamental for gathering
the most relevant information regarding the partner during social inter-
actions. We have designed and implemented a system for dynamic atten-
tion allocation which is able to actively control gaze movements during
a visual action recognition task. During the observation of a partner’s
reaching movement, the robot is able to contextually estimate the goal
position of the partner hand and the location in space of the candidate
targets, while moving its gaze around with the purpose of optimizing the
gathering of information relevant for the task. Experimental results on a
simulated environment show that active gaze control provides a relevant
advantage with respect to typical passive observation, both in term of
estimation precision and of time required for action recognition.
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1 Introduction

The introduction of active vision [2, 1] was a fundamental step towards over-
coming the limits of the classical vision paradigm as formulated by Marr [11].
Nevertheless, the perception of dynamic events still poses fundamental prob-
lems, such as the timely detection of the relevant elements, and the recognition
of the discriminant dynamics. An archetypal and behaviorally relevant example
of event perception is the recognition of an action executed by another agent. In
order to deliver a behavioural advantage, and allow for timely action selection,
the target and the end effector of an action should be predicted in advance,
notwithstanding the limited perceptual and computational resources of the ob-
server, and its knowledge of the environment, which is never optimal, due to
occlusions and inner visual complexity.

We present here an attention system which integrates top-down with bottom-
up attentional mechanisms. Starting from the simulation theory of mind point
of view for action perception, we manage attention allocation in an active way,
according to the predicted plausibility of candidate actions and possible targets.
For a given action, the information that the attention system extracts during
action observation is the state of the variables that the corresponding inverse
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model would control if it was executing that same action. For example, the in-
verse model for executing an arm movement will request the state of the arm
when used in perception mode. This novel approach provides a principled way
for supplying top-down signals to the attention system, which is to be integrated
with bottom-up signals such as saliency maps or movement detectors. The in-
fluence of different attention biases can be modulated according to the task, the
perceived interaction stage, what we know regarding the partner, and so forth.

We consider top-down attention as a competition of resources between multi-
ple inverse models that seek to confirm their hypotheses about what the demon-
strator’s action/intention is. The saliency of a request for resources from each
inverse mode can be linked to the quality of the predictions it offers. The compu-
tational and sensorimotor resources of the robot are distributed to the different
inverse models as a function of the quality of the predictions they offer about
forthcoming states of the interaction. In the meanwhile, a continuous estimation
of environmental affordances allows for a dynamical update of which inverse
models are applicable to the current state of the interaction.

In this way, the system is able to provide a prediction of the position of the
observed agent effector, and thus an interpretation of his action, and also an esti-
mation of the location of objects in the environment which constitute potential
targets for the action being executed. Saccadic movements are performed ac-
cording to a certain confidence level attributed to each of the competing models,
and to the saliency of a feature (either hand or object).

Differently from previous approaches, which required the knowledge of the
features of the different targets present in the environment to detect them [5],
or the knowledge of their positions, in this work we propose a model that can
overcome these limits, allowing for simultaneous exploration of the environment
and recognition of the actions, exploiting both source of information to achieve
faster action recognition. Also, according to a foveal model of vision, we con-
sider that visual information gets more reliable and less noisy moving from the
periphery to the center of the visual field.

2 The problem

Perception in active vision is constituted by a sequence of visual shots interleaved
by saccadic movements[1, 2], aimed at purposefully exploring the environment, in
order to extract the information relevant for pursuing the current goals. Given
this strategy, the quality of the obtained information is due in great part to
efficient and intelligent gaze control. A fundamental issue on this regard is the
implicit indetermination of attending to something we cannot precisely locate
yet. This requires a concurrent evolution of both the knowledge regarding the
environment and the quality of the attention strategy. In our case, for achieving
a shared, dynamical attention allocation during a social interaction, decisions
on where to look are strictly linked to the movements of the partner. This adds
further complexity to the task, which now has to account for a changing visual
scenario. Human behavioural studies, on tasks like face recognition [7] and visuo-
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motor control [15, 10], have shown that humans are able to adapt their visual
exploration to the specific requirements of the task at hand.

Robotic studies on adaptive active vision so far have focused on the previ-
ously mentioned topics in isolation. In [17] an artificial fovea is controlled by
an adaptive neural controller. Without a teacher, this learns trajectories causing
the fovea to find targets in simple visual scenes and to track moving targets. The
model in [9] solve active sensing problems under uncertainty. A reinforcement
learning algorithm allows it to develop active sensing strategies to decide which
uncertainties to reduce. However, in this study the model of the task is known
a-priori and motor control is hardwired. Other works (e.g. [3, 19]) employ evolu-
tionary learning techniques for developing adaptive active vision systems. These
approaches are robust to the perceptual aliasing problem, however they do not
allow on-line adaptation to changing environments. In [12] a neural architecture
for eye arm coordination is proposed which learns autonomously task-specific
attentional policies, exploiting a strong link between attention and execution of
actions. The authors also proposed that a bottom-up attention system can be
exploited to bootstrap learning, and hypothesised on the basis of neural simula-
tions that the limited size of fovea can play an important role in the efficiency
of learning [14].

In this work, we deal with the above issues by letting an integrated attention
system assume gaze control while observing a partner performing a reaching
action toward one of a small set of target objects. Neither the goal of the action,
nor the exact location of the potential targets are known beforehand, so that
hand trajectory and target position have to be estimated contextually while
trying to understand what is the action goal, i.e. where the partner is moving
its hand towards. An example of a possible experimental setup is provided in
Fig. 1, where the humanoid robot iCub is observing a human partner starting a
reaching movement towards one of three potential target objects placed in the
common working space. The robot has to decide where to observe (estimated
hand or object position) in order to 1) estimate the objects exact positions and
2) understand where the partner’s hand is reaching at.

3 Action recognition with dynamic allocation of attention

In this work, we build on some of the concepts introduced with the HAMMER
model for action perception and imitation based on the direct matching hy-
pothesis [4]. The system described here is based on the integration of the latest
HAMMER framework implementation [16] with a gaze controller which directs
attention in order to maximise discrimination performance, while maintaining
robustness to noise, and a contextual estimation of both end effector location
and position of all potential targets.

A number of different models, at least one for each of the possible targets of
the action, concur for both attention allocation and for the final discrimination of
the action goal. Following HAMMER guidelines [5], the discrimination between
the available action hypotheses is based on the computation of a confidence
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Fig. 1. Example of experimental setup, with iCub looking at target objects and arm
movement (its own pointing movement is not relevant here).

value that measures the overall Euclidean distance between the predicted action
trajectories and the observed motion trajectories. To compute such prediction,
HAMMER uses a combination of forward and inverse model pairs which are the
same models that can be used for action control.

Formally, an inverse model is a function that, given a certain goal g, maps
the current state S to the action A the agent has to execute to achieve the goal:
ig : S → A. A forward model is a function that maps the current state and the
action being executed to the next expected state fg : S timesA → S.

In this work, the candidate actions among which the observer has to chose
are different reaching movements toward different targets in space, g. A reaching
model mg, composed of a pair of inverse and forward models (ig, fg) is required
for each different g. Each reaching model works directly in the space of the end-
effector, and the action space is coincident with the state space (A ≡ S), because
the used inverse model computes the next desired end-effector position pt+1, and
the forward model returns the same value, too.

The following is the equation, akin to a PID controller, employed by a model
mg to compute the next position pt+1, when the target is at position pg:

pt+1 = pt + τ{ṗt + τ [K(pg − pt)−Dṗt]}. (1)

This equation leads to a motion with a smooth linear trajectory that brings
asymptotically toward the target. The confidence function for each model and
time step c

g
t is updated employing the difference between the predicted end-

effector position p̃t+1 and the perceived one pt+1:

c
g

t+1 =
1

1.0 + ‖p̃t+1 − pt+1‖
+ c

g
t . (2)

For increased plausibility, we assume that the observations of the end-effector
and of the affordances are affected by noise that is dependent on the sensors
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configuration, i.e. gaze position. Thus, if the observer gaze position is poso, the
actual observation of an object at position p is distributed according to:

N(p, 0.15‖p− poso‖
2
). (3)

This noise model is an approximation of human foveal vision, where the most
of the visual receptors are located in the central area (fovea) of the retina and
their density, and thus the visual resolution, decreases departing from the fovea.

In order to manage the noisy input, each model uses Kalman filters for the
estimation of the end-effector and affordance positions, and an active vision
system is integrated that exploits the estimation of the uncertainty produced by
the Kalman filters. The main assumption is that the observer can use features
which allow to discriminate between the different affordances and the effector.
This approach is similar to that of [8] and [18] but, instead of being limited
to track or to find objects in a dynamic environment, it allows for the active
recognition of a dynamic event.

In this work, independent Kalman filters are used for each action element.
An action element has position p and produces an observation z. The associated
Kalman filter produces an estimated probability distribution bp and a corrected

probability b̂p, which uses the observation received at the current time step.

In order to produce these estimations the Kalman filter uses a process model
and noise model. The process model has the form p(t+ 1) = Ap(t) + b(t). For
both the effector and the targets, matrix A is the identity matrix I. We assume
that the targets are still, thus their process noise b(t) is zero. The effector process
noise is 0.01 I to model small changes in the trajectories.

In this work, we decoupled the prediction and the correction phases of the
Kalman filters for the end-effector in each model. The mean position of the
end-effector is updated in accordance with the action model in eq. 1, after the
correction of estimated position of the target and the prediction (not corrected)
of the end-effector using the process model as described above. The variance
estimated by the process model is not modified. After this update the Kalman
correction phase takes place also for the end-effector.

In our task, we need to take into account the implicit imprecision of the sen-
sory information, together with the lack of exact knowledge regarding hand and
targets position. As a consequence, the typical Kalman formulation have to be
adapted, so that the observation models of the Kalman filters are able to account
for the change of the sensory configuration and the uncertainty regarding the
real environment. While observation noise increases with the distance between
observation point and real object position, the latter is not known, and only a
prior estimation bp = N(p̄,Σp) is available before saccade execution. Thus, the
resulting observation model depends on current gaze position and belief state:

P (z|poso, bp) =

∫
p(z|p,poso)bpdp. (4)
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The implemented observation model is expressed by the following normal
distribution, considering that Kalman filters assume Gaussian distributions and
linear dynamics:

P (z|poso, bp) ≈ N(p̄, 0.15(‖p̄− poso‖
2
I+ 0.9Σp)). (5)

The attention system uses the probability distribution estimated by the
Kalman filters in all the models and the confidence value of each action hypoth-
esis. The attention system minimises uncertainty on the most probable action.
The effects of reducing uncertainty between the different action hypotheses is
not directly taken into account by the current system for computational reasons.
Gaze point selection currently considers only instantaneous saccades even if the
system is allowed to select a new saccade target only after the previous attentive
action has been completed.

Each element of each model, e.g. target and effector , is considered indepen-
dently by the attention system instead of integrating the different probability
distributions associated to elements shared by different models. e.g. the different
expected positions of the end-effector for the different models. In this implemen-
tation each action hypothesis has two elements, effector and affordance, and the
attention system selects targets from a set of 2 ∗ na elements, where na is the
set of action hypotheses.

The selected target, with estimated position p̄ related to hypothesis g, is the
one which maximizes the following objective function:

log(|Σp|)(1 + cg). (6)

This objective function accounts at the same time for both the reduction of
uncertainty, which can be measured using entropy (i.e., in the case of a Gaussian
distribution, by the logarithm of the determinant of the covariance matrix), and
the relevance for the most probable action hypothesis.

There are several approximations in this objective function: a) it does not
consider the residual entropy of the target assuming that after the saccade the
object will be perfectly centered; b) it does not consider the information gain
on the other targets. At the same time, this formulation allows to select only
positions corresponding to estimated targets, while other positions may allow to
increase the overall information gain.

4 Experimental evaluation

The proposed model has been implemented on the iCub Simulator where the
simulated robot head was controlled by the attentional system. In the simulated
environment (Fig. 2) three target objects were created (small coloured boxes).
The system receives noisy observations, represented as small spheres of the same
colour as the actual objects. The simulated sensor noise is proportional to the
square of the distance between the real position (boxes) and the robot gaze point
(red cylinder), following Eq. 3. The end-effector of the other agent is displayed
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(a) Fixating laterally (b) Fixating at the hand

Fig. 2. Experimental setup with example of different gaze points. The big red cylinder
represents the gaze point of the robot. The boxes represent the real position of the
observed action target while the small spheres represent the related observations that
the robot senses. The dark small cylinder represents the end effector that is executing
the action and the brighter one the related observation.

by a black cylinder, while its observation is a gray cylinder. The head and eye
are controlled using the fixation point and the iKinGazeCtrl iCub module1. A
new fixation point is sent only when the previous movement has ended.

The end-effector of the other agent is moving, according to equation 1 with
K = 3 D = 0.5 and τ = 0.04, towards one of the target object, randomly se-
lected. The system is provided with three models, with the same parameters
for the three different objects, and with prior N(o, I), where o is an observa-
tion sampled according to the noise model, constituting the initial gaze point.
Examples of hand trajectories devised by the concurrent models are depicted in
Fig. 3. It can be observed how the hand terminates in each of the three target ob-
jects corresponding to the three candidate models. The top trajectory is the one
which is actually performed in this case. In order to characterise the behaviour
of the system in different working conditions and with different setup and pa-
rameters, a number of analyses can be performed on the system performance.
The results presented in this section take into account different aspects of the
system behaviour, and are currently being employed to improve the reliability
and generalization skills of our action recognition module.

First of all, we need to verify whether exploratory gazing movements per-
formed according to the attention control provide an actual advantage with re-
spect to a typical passive perception paradigm. We have performed experiments
with moving gaze, performed as described above, and with steady gaze, in which
the robot was fixating the same random location of its working environment for

1 http://eris.liralab.it/iCub/main/dox/html/group iKinGazeCtrl.html
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Fig. 3. Estimated hand trajectories according to the three competing models, which
converge asymptotically to the three targets. Sudden changes in the two lower estimated
trajectories are due to gazing actions that change the related observation models.

the whole test. In both moving and steady gaze experiments we made sure that
all relevant stimuli were always visible to the robot. We executed twenty trials
with each of the paradigms, and averaged their outcomes, obtaining the results
summarized in Table 1. Max confidence error is the overall mean distance be-
tween the real effector position and the estimation provided by the most credited
model (i.e. the one with highest confidence) at each time step. Winner error

is the same mean distance computed at each time step for the winning model
(this error can only be computed a posteriori, when it is known what model has
prevailed). There is a clear difference between the methods in this regard, as
the moving gaze paradigm error is about half of the steady gaze error. It is also
interesting to observe that, in both paradigms, the two different errors assume
similar values, indicating that the Max confidence error represents a good
on-line approximation of the actual performance of the winner model.

Indexes Choice TS in Table 1 represent potential decision moments, accord-
ing to two different thresholds. More exactly, they show the time step at which
the confidence of the dominant model, computed according to Eq. 2, is 20% and
10% higher than the others, respectively. The performance of the attention-based
protocol is again clearly better than the passive protocol. The 20% threshold is
achieved more than 5 time steps earlier on average by the former (corresponding
to a 10% improvement). Even more significantly, the 10% threshold is attained
about 8 time steps earlier on average, which is like saying that the moving gaze
system decides 24% more quickly than the steady gaze system.
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Table 1. Comparison of performance in trials with moving and fixed gaze

Moving gaze Steady gaze

Max conf. error 0.049 0.118
Winner error 0.048 0.099
Choice TS (20%) 44.6 49.9
Choice TS (10%) 24.4 32.1

A typical evolution of the confidence level for each of the three competing
models can be observed in Fig. 4 for both Moving gaze and steady gaze protocols.
It is again possible to observe how the active paradigm is able to differentiate
the goal action around time step 20 (Fig. 4(a)), whilst the passive paradigm
seems to fail completely in the task (only at the very end of the trial a small,
still non-significant prevalence of one of the models can be spotted, Fig. 4(b)).
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(b) Steady gaze

Fig. 4. Evolution in time of confidence with (a) and without (b) attentional gaze
control. With gaze control the right action is clearly identified before time-step 20.
Without gaze control the agent is not able to recognize the performed action.

To better understand how the active exploration of the environment through
the execution of saccadic movements is performed, Fig. 5 shows an example
of the evolution of gaze direction during an experiment, computed by the at-
tention model as described in the previous section. Three different phases are
highlighted. During the first half of the trial (dots in Fig. 5), gaze moves rather
erratically all around the task space, but after this bootstrapping phase more
regular behaviours can be observed. Time steps from half to three quarters of
action execution show gaze points approximately distributed along the dominant
hand trajectory, suggesting that the system has now understood where the ac-
tion is going on (plus symbols in Fig. 5). Finally, in the last quarter of the trial,
one of the model seems to be clearly dominant over the others. Estimations of
both hand trajectory and location of target object are reasonably accurate, and
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Fig. 5. Evolution of gaze point during different stages of action observation (dots: first
half; plus: third quarter; circles: fourth quarter).

the dominant model makes the system move forth and back between these two
locations, which are now definitely considered the most interesting, to further
improve their estimation (circles in Fig. 5).

The last results we present concerns the actual prediction capabilities of the
system in terms of estimation of hand trajectory and object position. Fig. 6 shows
the error observed in the approximation obtained by each model in its estimation
of the effector trajectory and target location. It can be observed that only one
of the models achieves a correct estimation of the actual hand position (i.e. the
model that correctly recognize the action), whilst the others wrongly convergence
towards the wrong targets (Fig. 6(a)). Nevertheless, Fig. 6(b) shows that even the
targets associated to the losing models are detected with a good approximation,
and the first of the phases depicted in Fig.. 5 is critical in this regard, as it
allows to achieve a good representation of all stimuli in the environment while
gradually shifting the focus toward the supposedly most interesting one.

5 Conclusions

The results reported in this work show that the proposed approach is viable for
the problem of action recognition in unknown environments. A relevant contri-
bution given by this paper is related to the importance of using the simulation
approach when perceiving actions with limited perception. Differently from the
teleological and associative approaches (see [13] for the distinction), the sim-
ulation approach describes mechanisms that implement action recognition by
producing dynamic internal representations that can be used also to direct at-
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(a) Hand estimation error
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Fig. 6. Evolution of estimation error on hand position (a) and on target position (b)
according to the three competing models. End-effector position is estimated correctly
only by one of the models (a), while target location is estimated with good approxi-
mation by each model, reaching a 50mm error in the worst case.

tention. This is particularly evident in this model, which actually employs the
simulated position to drive attention, whilst in previous models prediction was
used to modulate bottom-up attention (see e.g. [6]). Experimental results have
confirmed the advantages of the attention-based action recognition system, both
in terms of precision and, maybe more importantly, in terms of decision time.
This latter aspect is indeed critical when an agent has to interpret or recognise a
partner’s action. For a robot, being able to understand what a human partner is
doing some tenth of a second earlier can be of fundamental importance in order
to achieve a meaningful interaction, avoiding the inconvenient obligation for the
human to wait for the robot to interpret his movements.

We are now working on the recognition of real human actions, and the com-
parison with human performance in the same task. We aim to substitute the
current action models with more realistic ones that account for more peculiar-
ities of human movements, that can thus allow for higher accuracy and faster
recognition, i.e. using the pre-shaping of hand for gasping. Then, we plan to test
the robustness of the system with respect to incorrect models, and to the pres-
ence of a high number of action hypotheses, differentiated also for the different
parameters chosen, e.g. different execution speeds. Another interesting improve-
ment would be the use non myopic target selection, for a better estimation of
the relative importance of targets and effectors in visual perception of actions.
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