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ABSTRACT 

Small scale distributed compressed air energy storage (D-CAES) has been recognized 

as a promising technology which can play a major role in enhancing the use of 

renewable energy sources with affordable cost, environment friendly and flexible 

operation. Small D-CAES is a technology that is still under development and further 

research is required for improving the system overall efficiency. Due to the transient 

behaviour of the compressed air during the discharging phase, there are significant 

variations in air pressure, temperature and mass flow rate resulting in low turbine 

efficiency (18-52%). This research aims to improve the expansion process of the small 

scale D-CAES system through optimization of a small scale axial turbine that can 

operate efficiently over a wide range of operating conditions leading to higher 

efficiency. 

Based on the dynamic modelling of the proposed small D-CAES using 

Matlab/Simulink, a small scale axial air turbine (1kW) has been developed using 1D 

Meanline approach and CFD modelling using ANSYS CFX 16.2. The turbine’s 

performance was investigated for different blade profiles and the total losses were 

predicted using traditional loss schemes and  CFD simulation. For improving the 

turbine efficiency, different optimization approaches like single and multi-operating 

point optimization were performed based on 3D CFD turbine modelling. 

The turbine blade profiles for both stator and rotor have been optimized for minimum 

losses and maximum power output based on 3D CFD modelling and Multi Objective 

Genetic Algorithm (MOGA) optimization technique for single and multi-operating 

points. The single operating point optimization could increase turbine total to static 

efficiency at the design point by 7.56% through blade profile optimization for both 
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maximum efficiency and maximum output power. To achieve higher efficiency levels 

during off design operating conditions, multi-operating point optimization was 

performed for a range of mass flow rate. Using multi-operating point optimization, the 

maximum turbine total to static efficiency of 82.767 % was achieved at the design 

point and this approach improved the overall efficiency of D-CAES system by 8.07% 

for a range of inlet mass flow rate indicating the potential of this optimization 

approach in turbine design development. For more reliable turbine design, 

multidisciplinary optimization was conducted using CFD and finite element analysis 

(FEA) to ensure that the optimized aerodynamic blade profile can withstand the 

mechanical stresses. The multidisciplinary optimization approach could reduce the 

total equivalent stresses from 49.715 𝑀𝑃𝑎  to 41.729 𝑀𝑃𝑎  while maintaining the 

turbine total to static efficiency at 80.95%. 

The developed design methodology was validated as a powerful design tool by 

manufacturing and testing the developed small axial turbine. By comparing the CFD 

simulation results with the experimental data, there were observed deviations with 

16.5% and 12% in efficiency and power output respectively which can be reduced by 

considering the surface roughness in turbine CFD simulation. This method has 

improved the D-CAES overall efficiency by 8.07% thus reducing the effect of 

transient behaviour of the compressed air and improves the discharging phase through 

turbine design optimization. 
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A Area [m2] 
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Re Reynolds number [-] 
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𝑉𝑓 Final air volume [m3] 

W Work [W] 

𝑤 Flow relative velocity [m/s] 

∆W Specific work [W/kg] 
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Y Losses coefficient [-] 

Yk Tip Clearance Loss [-] 
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𝛼 Absolute flow angle [Degree] 
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2
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3
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휃 Camber angle [Degree] 
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 ζR Rotor Loss Coefficient [-] 

∆η Efficiency change [-] 

ηo Efficiency at zero clearance [-] 

Subscripts Description  

hub Blade hub  

𝑚 Blade mean   

tip Blade tip  
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𝑖𝑛 Turbine rotor inlet  
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t turbine  
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f Final state  
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CAES Compressed air energy storage 
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DOE Design of experiments 
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CHAPTER 1 

INTRODUCTION 

1.1 General Background: 

In recent years, electricity consumption has increased due to significant growth of world 

population. This increase in electricity demand results in excessive consumption of 

conventional fossil fuels leading to significant increase in CO2 emissions. According to the 

International Energy Agency (IEA), the expected trend of energy consumption shows an 

increase in energy demand of 70% by 2050 with 60% increase in global emissions (Agency 

2014). The future scenario of energy production proposed by IEA aims to reduce the average 

temperature rise from 6𝑜𝐶  to 2𝑜𝐶  by 2050 through reducing CO2 emissions. The general 

frame work proposed by IEA aims to create sustainable environmental friendly power 

generation systems based on distributed power generation (DPG) technology instead of the 

traditional centralized power generation (CPG). The power generation based on traditional 

CPG plants leads to 12% losses in delivered energy through transmission lines with an 

increase of 30 % in fuel consumption (Council 2013) and similar increase in CO2 emissions. 

In this regard, great efforts have been carried out by EU to save 20% of the energy by 2020 

using CPG systems based on renewable energy sources particularly in residential sector which 

consume around 27% of the total energy in EU (Micro 2010).   

DPG system is a small on-site power generation plant which can generate electricity locally. 

This small generation unit is simple compared to conventional steam CPG systems. It can be 

operated at low temperature and pressure which can be achieved using low grade heat sources 

or renewable energy sources. 
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Distributed power generation systems are classified according to cycle capacity into: micro 

DPG (1 W to 5 kW); small DPG (5 kW to 5 MW); medium DPG (5 MW to 50 MW); and 

large DPG (50 MW to 300MW). The importance of using distributed power generation 

systems is that their ability to reduce thermal losses and transmission losses through the grid 

which reach 30% in centralized power generation (Ackermann, et al. 2001).  

The integration of DPG systems with renewable energy sources like photovoltaic and wind 

turbines is gaining the interest of many power production projects for more financial and 

energy savings with lower emissions.   Although the technology of power generation using 

renewable energy sources has matured, it cannot meet consumer’s electricity demand due to 

significant changes in weather conditions which make solar and wind uncontrollable and 

unpredictable energy sources. To enable further increase in using renewable resources in DPG 

there is a great need to implement energy storage technology to maintain electricity supply 

and provide controllable operation. 

There are different storage technologies which are able to store energy in different forms 

(mechanical, electrical, and thermal) according to application, cost, safety, and life time. 

Batteries are the classical common storage technology for short life applications, however, 

they cannot fulfil long life cycle and recycling requirements (Lemofouet and Rufer 2005).  

Alternative energy storage solutions for long term and high storage capacity include 

compressed air energy storage (CAES) system. 

 

Large scale CAES technology is a proven technology and its history goes back to the first 

power plant in 1978 Huntorf, in Germany with large underground cavern and could generate 

290 MW for four hours. The second compressed air plant was McIntosh Alabama in USA 

which generated 110 MW for 26 hours (Safaei and Keith 2014). The power generation 

process in conventional CAES includes using the stored air for the combustion of fuel to 
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produce gases at up to 550
o
C which increase the fuel consumption and CO2 emissions (Loose 

2011). Also, there is a significant loss in heat during the compression stage which affects the 

cycle efficiency. Furthermore, the development of conventional CAES based on renewable 

energy has limitations due to the complex geological characteristics of large underground 

caverns (Fort 1983, et al. 2014).  

Small D-CAES is an alternative option for distributed power generation based on compressed 

air energy storage with high pressure man-made vessels. This option is a promising 

technology for stand-alone power generation at consumption point based on wind and solar 

energy applications. In D-CAES the air is compressed and then stored in pressurized cylinders 

up to 300 bars for distributed power cycle with an overall efficiency reaching 50% (Ibrahim, 

et al. 2008). 

The small D-CAES offers many advantages which include: long cycle time, safe technology, 

environmental friendly, high storage capacity compared with batteries, can be integrated with 

renewable energy sources for cost effective electricity supply, less installation restrictions, 

appropriate for small and micro power generation, non-toxic and simple manufacturing.  

In the literature review, limited studies have been conducted on the developments of small D-

CAES system. According to the literature review conducted by Venkataramani et al. (2016), 

Miroslav et al. (2013), Li et al. (2012), Villela et al. (2010), KIM et al. (2010), Paloheimo et 

al. (2009), Grazzini et al. (2008) and the future developments of small D-CAES systems 

depends on the integration of the system with renewable sources like solar and wind energy 

and adapting the system with high efficiency small compression and expansion devices. Also 

the small D-CAES technology is still under development and further in-depth research is 

required to achieve efficient and reliable systems. The main challenges associated with 

developments of small D-CAES include improving both compression and expansion phases 

(Luo 2013, Petrov, Arghandeh et al. 2013, Luo 2014). 
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In D-CAES systems, the small turbine is the main component which is used for power 

recovery by converting the energy stored in the compressed air to mechanical power. The 

overall performance of D-CAES system is strongly affected by turbine efficiency, operating 

conditions, and heat source (Bao and Zhao 2013, Saadatfar, et al. 2013).  The design of high 

efficiency small turbine is the main important part in developing the D-CAES cycles. High 

efficiency small scale turbine (1-10kW) that can be operated using low temperature heat 

source with economic operation cost and low emission is still a great challenge in the field of 

power generation systems and many researchers are working to develop novel turbines with 

high efficiency and minimum cost(Qiu 2011). The existing gap in developing the expansion 

process of small D-CAES system is the design optimization of small scale axial turbine to 

achieve high efficiency in both on and off design operating conditions.  

1.2 Research Objectives: 

As discussed in the previous section, the small D-CAES system is a new technology and there 

is a great need to improve the system’s overall performance through enhancing the 

compression and expansion processes. For the expansion process, the small turbine is the key 

component that affects the cycle overall performance. In D-CAES system the small turbine 

works in off design mode for long time due to the transient characteristics of compressed air 

leading to low efficiency levels. This research aims to improve the expansion process of the 

small D-CAES by developing an efficient small scale axial air turbine based on CFD 

modelling and design optimization. This can be achieved through the following objectives: 

 Detailed dynamic modelling using Matlab/Simulink for the thermodynamic cycle of a 

small D-CAES system based on solar energy. The cycle dynamic modelling aims to 

define the stored capacity of the system, charging /discharging energy, 

charging/discharging time, and turbine design specification like output power, mass 

flow rate, and inlet pressure. 
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 Developing a new small scale axial air turbine using one dimensional meanline 

modelling for preliminary turbine design based on the D-CAES thermodynamic 

analysis. This initial design is followed by CFD modelling for better aerodynamic 

performance. 

 Predicting the total aerodynamic loss for both stator and rotor using CFD simulation 

for more accurate performance and to investigate the impact of blade profile geometry 

on development of losses at different operating conditions. 

 Improving the turbine efficiency by performing different optimization techniques 

including single and multi-operating point optimization. The multi-operating point 

optimization aims to improve the turbine performance for a range of operating 

conditions. Also performing multidisciplinary optimization in order to optimize the 

blade profile for maximum efficiency and minimum stresses at the same time to 

ensure that the optimum aerodynamic design does not conflict with mechanical design 

requirements. 

 Manufacturing a prototype of the developed small axial turbine and constructing a test 

rig facility based on compressed air in order to validate the design methodology by 

comparing experimental results with turbine CFD simulation. 

 

1.3 Thesis Outlines: 

This thesis is divided into eight chapters. Chapter one provides a general introduction about 

the research background and thesis objectives. Chapter two reviews the distributed power 

generation systems, energy storage technologies, small scale expander’s availability, design, 

and developments. Chapter three introduces a detailed thermodynamic analysis of small D-

CAES cycle based on solar energy. Chapter four describes the design methodology of the 

axial turbine based on 1D meanline modelling, CFD simulation and mechanical design. 
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Chapter five describes different optimization techniques and explains the turbine optimization 

process based on 3D CFD modelling. Chapter six provides a detailed description of the test 

rig facility, measuring instruments, and uncertainty analysis. Chapter seven discusses the 

results of design methodology and experimental validation of the developed turbine. Chapter 

eight summarises the main findings and conclusions of this research.
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CHAPTER 2 

2 LITERATURE REVIEW ON DISTRIBUTED 

POWER GENERATION SYSTEMS 

 

2.1 Introduction: 

Distributed power generation (DPG) has become an attractive technology for reliable, clean, 

and cost-effective electricity generation. The trend has been set towards more developments 

in the DPG systems due to the rapid increase in energy demand, excessive consumption of 

fossil fuels, global warming concerns and significant energy loss in transmission lines for 

centralized power plants. This chapter provides a comprehensive literature review of DPG 

systems, working principles, applications and the expanders used as a key component in such 

DPG systems. 

2.2 Distributed Power Generation Definition: 

Although the technology of DPG is widespread over the world, there is still no consistent 

universal definition of the DPG. In the literature, the DPG is generally defined based on two 

aspects which are the location and power rating (Bhadoria, et al. 2006). According to the 

location, the DPG system is defined as a power generation unit which is installed on-site at 

the consumption point or connected directly to the distribution grid (Fraser 2002).  
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According to the power capacity of DPG system, there are many definitions in the literature 

as shown in Figure 2.1 which classifies the DPG systems based on the power rating into 

micro, small, medium, and large (Ackermann, et al. 2001).  

 

Figure 2.1 Distributed power generation power rating (Ackermann, et al. 2001). 

The classification of DPG based on power rating varies over countries and international 

organizations as follows: 

 The DPG is defined by the USA Department of Energy as a power generation system 

with a capacity of 1 kW up to 10 MW (Bhadoria, et al. 2006). 

 The California Energy Commission defines the DPG as a small generation unit with 

power rating of 3 kW to 10 MW (Association 2016). 

 The American Gas Association defines the DPG as systems with power rating of 5 kW 

up to 25 MW (Bhadoria, et al. 2006). 

 The IEEE refers to the DPG as a small power unit which is connected directly to the 

consumption point with power rating less than 10 MW(L’Abbate, et al. 2007).  

 According to the International Council on Large Electricity Systems, the power rating 

of DPG systems is 50 kW to 100 MW (Fraser 2002). 

 The Electric Power Institute defines DPG as a small generation system with power 

capacity less than 20 MW (Gonzalez-Longatt and Fortoul 2002). 

DPG Capacity

Micro Small Medium Large

1W-5kW 5kW-5MW 5MW-50MW 50MW-300MW
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 The DPG systems are treated as the generation units with power rating up to 1,500 kW 

in Sweden, up to 300 MW in Germany, and up to 100 MW in England (Ackermann, et 

al. 2000, El-Khattam and Salama 2004). 

Based on the previous discussion, there are many definitions of DPG systems with a wide 

range of power rating. For the purpose of this research and to avoid any confusion, the DPG 

has been defined as a small on-site power generation unit with power capacity of 1 kW up to 

10 MW. 

 

2.3 Distributed Power Generation Drivers: 

The use of DPG systems for electricity generation is driven by many factors which increased 

the interest in small DPG developments. These drivers can be classified into environmental 

concerns, electricity market and national policy (Lopes 2007). 

2.3.1 Environmental Drivers: 

Due to the high consumption of fossil fuels by centralized power plants and other power 

generation systems, two thirds of gaseous emissions originate from the electricity generation 

sector (EPA 2011). In order to limit the air pollution and greenhouse effect, there is a need to 

integrate the DPG systems with renewable energy sources and CHP cycles. The other 

environmental aspects include avoiding the noise associated with large power units and large 

transmission networks. In this regard, small and medium DPG units based on renewable 

energy sources and waste heat from industrial processes can be a promising solution to reduce 

environmental concerns with cost effective solutions (Pepermans 2005, Lopes 2007). 
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2.3.2 Market Drivers: 

The electricity generation market plays a major role in the development of DPG systems. The 

market players are looking for reliable DPG systems with lowest financial risks. For this 

reason, the DPG units with lower capital installation cost and lower maintenance demand are 

favoured by the electricity market. Furthermore, independent electricity generation in isolated 

areas and near to the load centre can improve the operation reliability and the power quality 

(Lopes 2007). 

2.3.4 National Regulation Drivers: 

To decrease the concerns about the energy security, the main focus of energy policy is how to 

keep the electricity generation secure and sustainable. The failure of centralized power plants 

has serious economic, social, and political impacts on the community. The small and medium 

DPG systems with quick installation and low starting time can be effective in emergency 

situations and can overcome the power capacity shortfalls at lower prices (Pepermans 2005, 

Martin 2009). 

2.4 Overview of DPG Technologies: 

For the purpose of distributed power generation, there are numerous technologies which are 

selected based on installation cost, level of CO2 emissions, energy source, power rating and 

sustainability (L’Abbate, et al. 2007). The DPG technologies can be classified into non-

renewable technologies (traditional generation) and renewable technologies or non-traditional 

technologies as shown in Figure 2.2 (El-Khattam and Salama 2004). The following sections 

introduce the various DPG technologies and their applications and a detailed comparison 

between these technologies are presented in Table 2.1. 
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DPG 
Technologies

Traditional 
Technologies 

Non-Traditional 
Technologies 

Stirling 
Engine

Steam 
Turbines

Gas 
Turbines

Microturbines
Internal 

Combustion 
Engines

Fuel Cells
Renewable 

Devices
Storage 
Systems

 

Figure 2.2 Classification of DPG technologies (El-Khattam and Salama 2004).
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 Table 2-1  Distributed power generation technologies 

Technology Power rating Application Efficiency Fuel type Starting 

time 

Emission 

[kg/MWh] 

Capital Cost 

[€/kW] 

Operation 

cost 

[€/MWh] 

Availability 

Internal Combustion 

Engine 

5kW-10MW Stand by 

emergency 

generation 

25-48% 

Up to 85% in 

CHP 

Diesel 

Natural gas 

10s-1min Co2:430-760 

Co:0.2-27 

NOx:0.2-24 

300-1400 5-20 Mature 

Gas Turbines 1-250MW Emergency 

power supply 

and CHP 

20-45% 

Up to 80% in 

CHP 

Gaseous- 

hydrocarbons- 

kerosene 

2min-10min Co2:480-1030 

Co:0.5-0.55 

NOx:0.2-4.3 

200-1900 3-10 Established 

Microturbine 30kW-1MW DPG and CHP 14-30% up to 

70%in CHP 

Natural gases 

biogas 

30s-2min Co2:580-870 

Co:0.2-0.8 

NOx:0.9-0.6 

600-2600 5-20 Established/ 

under 

development 

 

Stirling Engine 2-10kW DPG and CHP 12-30% up to 

80%in CHP 

hydrocarbon 

biogas – solar 

energy 

Not obtained Co2:670 

Co:0.5 

NOx:0.4 

Not obtained Not obtained under 

development 

Fuel cells 50kW-1MW Transport and 

DPG 

 Methanol Not obtained Not obtained Not obtained 5-40 Established/ 

under 

development 

Solar PV 20W-100kW DPG 5-25 Solar radiation 0-1min 

(optimal) 

zero 3000-7000 1-4 Mature 

Solar Thermal 1-10MW DPG and CHP  Solar radiation 0-1min 

(optimal) 

zero Not obtained Not obtained Established/ 

under 

development 

Wind Turbine 200W-3MW Power 

generation 

20-50 Wind energy 0-1min 

(optimal) 

zero 800-3000 10-20 Mature 
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2.4.1 Non-renewable (Traditional) Technologies: 

The DPG using these technologies is based on traditional power generation systems with 

small sizes and power rating. These traditional technologies include: 

2.4.1.1 Internal Combustion Engines: 

Reciprocating engine is an internal combustion (IC) engine which burns fossil fuels using 

compressed air and the energy released is used to move the pistons to drive electrical 

generator. The IC engines are widely used for DPG based on Diesel and Otto cycles coupled 

with electrical generator as shown in Figure 2.3. The power rating range of IC engines is 1kW 

up to 50MW with an average efficiency of 30-48% and 1500-3000RPM (L’Abbate, et al. 

2007). The DPG using ICES increases the environmental pollution with combustion products 

like CO, CO2, and NOx gases. Furthermore, the high noise levels during engine operation, 

high operation cost, and maintenance demands are issues that limit their use (L’Abbate, et al. 

2007, Martin 2009). 

 

Figure 2.3 ICE coupled with electrical generator (L’Abbate, et al. 2007). 
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2.4.1.2 Stirling Engine: 

This engine is an external combustion engine which converts the temperature difference 

between engine ends into useful mechanical power. The heat energy is generated by burning 

the fuel and air externally with limited CO2 emissions compared to ICE. Figure 2.4 shows a 

typical Stirling engine with power rating of 55kW. The average efficiency range of the 

Stirling engine is 25-30% and the amount of dissipated heat in this engine is higher than the 

output power. The Stirling engine faces many technical issues which include starting up time, 

output power control, and overheat during high loads (L’Abbate, et al. 2007). 

 

Figure 2.4 Typical Stirling engine with capacity of 55kW (L’Abbate, et al. 2007). 

 

2.4.1.3 Steam Turbine System: 

A steam turbine cycle can be used for small and large DPG applications with power rating from 

50kW to 100MW. Figure 2.5 shows a steam turbine cycle in which the water is pumped and 

heated in the boiler by burning different fuels to generate high pressure steam. The high pressure 

steam then expands through a turbine to produce mechanical energy for the electrical generator 
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operation.   After the expansion process, the steam is condensed to be circulated again in the cycle. 

The steam turbine cycle is used for combined heat and power (CHP) applications at higher cycle 

efficiency (L’Abbate, Fulli et al. 2007). The steam turbine cycle can burn different fuels like coal, 

wood, oil, and natural gases. The emission level of this system depends on the used fuel and 

emission control is required to reduce NOx.CO, and CO2 gases (Goldstein 2003). 

 

Figure 2.5  Steam turbine cycle components. 

 

2.4.1.4 Gas Turbine System: 

Gas turbine technology is available for DPG with power range of 500kW to 25 MW. It is 

commonly used as standby power units for peak shaving, and grid support (Goldstein, et al. 

2003). The gas turbine system works based on a Brayton cycle as shown in Figure 2.6. In this 

cycle, the compressor is used to compress the atmospheric air to high pressure and this air is 

heated by burning fuel in the combustion chamber. The hot combustion products expand in 

the turbine which drives an electricity generator. Compared to steam turbine system, the gas 
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turbine has higher efficiency and higher power rating as a result of higher turbine inlet 

temperature and inlet pressure. Due to the high power of the gas turbine system, it is suitable 

for on-site electricity generation in industrial applications. For more cost effective operation, 

gas turbine units are operated in combined cycles of gas and steam turbine cycle configuration 

where the steam turbine cycle extract the high thermal energy in the gas turbine exhaust as 

shown in Figure 2.7. The gas turbine has high installation cost, high emissions, and regular 

maintenance demands (L’Abbate, et al. 2007). 

 

Figure 2.6  Gas turbine cycle components. 

 

 

Figure 2.7  Gas turbine cycle with heat recovery system (Rahbar 2016). 
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For on-site DPG and CHP application, there is also microturbine which is very small gas 

turbine with power rating from 30kW up to 400kW as shown in Figure 2.8 (Goldstein, et al. 

2003). Similar to large gas turbine units, the microturbine has high exhaust temperature 

(around 400
o
C) which makes this technology attractive for waste heat recovery application 

like integration with small Organic Rankine Cycle (ORC) as shown in Figure 2.9. Compared 

to the ICEs, microturbine is simple DPG technology with higher efficiency and power rating 

and lower maintenance demands. However, there are some concerns of using microturbine in 

DPG which include high capital cost and high emission levels. Furthermore, the overall cycle 

performance require enhancement by improving the compressor and turbine design which 

experience high pressure loss due to small size (Goldstein, et al. 2003, L’Abbate, et al. 2007). 

 

Figure 2.8 Microturbine system components (Goldstein, et al. 2003). 
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Figure 2.9 Microturbine integrated with ORC (Rahbar 2016). 

 

2.4.2 Renewable DPG Technologies: 

Distributed generation systems based on renewable energy sources play a major role in 

reducing the excessive consumption of fossil fuels with lower installation requirements and 

cost-effective energy operation. The DPG renewable technologies include: 

2.4.2.1 Fuel Cells: 

The fuel cell is a clean electricity generation technology based on electrochemical process for 

converting the chemical energy to electricity with an efficiency of around 60% and power 

rating from several kW to 6 MW (El-Khattam and Salama 2004). Fuel cells use different 

hydrogen rich fuels like propane, natural gases, biofuels and gasoline which react with oxygen 

producing DC current in each fuel cell. The DC current is converted to AC using a power 



Chapter2: Literature Review 

 

19 | P a g e  

 

subsystem and the total output depends on the fuel type, number of cells and operating 

temperature which varies from ambient temperature to 200
o
C (Hughes 2001, Rahman 2001). 

 

Figure 2.10 Fuel cell components (Hughes 2001). 

 

Figure 2.10 shows a typical fuel cell device which contains two electrodes. The first electrode 

is known as anode and the second is named cathode. The fuel is passed through the anode and 

the air is fed through the cathode. Compared to traditional DPG technologies, the fuel cells 

provide cost effective power with low emission level. However, the hydrogen reforming 

process occurs at high temperature with a significant amount of wasted energy through the 

reformation device (Ellis, et al. 2001, Farooque and Maru 2001). 

2.4.2.2 Solar Energy: 

Solar photovoltaic panels convert the solar radiation into electrical energy. The PV cells 

generate DC current which is converted to AC using electrical converters a shown in Figure 

2.11(L’Abbate, al. 2007). The PV cells can also bypass the solar radiation to DPG cycles to 

operate mechanical generators (Zobaa and Cecati 2006). 
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Figure 2.11 Electricity generation using solar PV (map watt 2015) 

The PV cells are attractive technology for small DPG application with cost zero emissions. 

However, the PV cells have some limitations which include large space requirements for 

system installation, high installation cost, low power rating and implementation of high 

energy storage capacity technology is required for controlled and predictable operation (El-

Khattam and Salama 2004, Zobaa and Cecati 2006). 

The solar thermal energy can be used for DPG based on concentrated power units in which 

the solar collectors are used as a heat source in small thermodynamic cycles for energy 

conversion applications as shown in Figure 2.12 (L’Abbate, et al. 2007). 
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Figure 2.12  ORC power unit integrated with solar collectors (Rahbar 2016). 

2.4.2.3 Wind Turbine: 

Wind turbine is a set of rotor blades which use the wind energy to rotate a shaft. This shaft is 

coupled with electrical generator through gear box as shown in Figure 2.13. The wind 

turbines are available worldwide in small residential units and large wind farms with power 

rating up to 6 MW (L’Abbate, Fulli et al. 2007). This technology has high generation 

potential compared to other technologies due to large pressure difference between turbine 

blade surfaces leading to higher power output levels at moderate wind speed. However, wind 

turbines are limited by the wind speed and for sustainable predictable generation, applying 

high energy storage capacity is needed. 
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Figure 2.13 Wind turbine system (Energy 2013). 

2.4.2.4 Energy Storage Systems: 

To enable power generation using renewable energy, there is a great need for energy storage 

technologies in order to manage energy fluctuations and provide continuous supply (Ibrahim, 

Ilinca et al. 2008).  The small DPG unit at point of use can be setup as a single hybrid system 

based on solar PV and/or small wind turbines with the implementation of energy storage to 

support energy demand and offer the opportunity of supporting the grid during peak hours 

(Ruiz-Romero 2013). 

There are many energy storage technologies in which the energy can be stored in mechanical, 

thermal and chemical energy forms. Based on the application, the storage systems are 

classified into (Ibrahim, et al. 2008): 

 Small power generation systems in isolated locations and for emergency units. 

 Medium DPG systems for independent electricity generation in towns. 
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For small DPG applications, the energy can be stored using fuel cells, flywheels, batteries, 

and compressed air storage. These storage technologies are selected based on storage system 

characteristics which include storage time, storage capacity, charging /discharging duration, 

response time, safety and technology cost (Ibrahim, et al. 2008). 

Table 2-2 provides detailed comparison of the characteristics of different storage technologies. 

As illustrated the pumped hydroelectric storage (PHS), CAES, and fuel cells have long 

storage duration with small discharge time compared with other storage techniques like 

batteries which are suitable for short storage period applications. Also, the CAES, PHS, and 

thermal energy storage (TES) are good choices in terms of low capital cost with relatively 

high storage density. 

 

Table 2-2  Technical characteristics comparison for storage technologies (Succar and 

Williams 2008, Chen 2009,  Howlett 2014, Rogers 2014) 

Storage Technology Power 

Rating 

(MW) 

Discharge 

time 

System 

Efficiency 

(%) 

Energy 

density 

(kWh/m3) 

Storage 

duration 

Capital 

Cost 

($/kW) 

Technical 

Maturity 

Pumped 

hydroelectric storage 

PHS 

100-5000 1-24hr 70-85 0.5-1.5 Hours-months 600-2000 Mature 

Large CAES 5-300 1-24hr 42-54 3-8 Hours-months 600-800 Mature 

Small CAES 0.003-3 Up to 1hr ≈ 42 0.5-2 Hours-months 200-250 Under 

development 

Lead Acid Battery 0-20 Seconds-hrs. 75-85 16-33 Minutes-days 600-1800 Pilot Scale 

Nickel-cadmium 

(Nicd) Battery 

0-40 Seconds-hrs. 60-83 60-150 Minutes-days 500-1500 In use 

Sodium Sulphur 

(NaS) Battery 

50kW-8 Seconds-hrs. 89-92 150-250 Seconds-hours 1400-3200 Pilot Scale 

Fuel cells 0-50 Seconds-

24hr 

20-50 500-3000 Hours-months 3000-10000 Evolving 

Fly wheel 0-250 Seconds-

minutes 

89-95 20-80 Seconds-

minutes 

1600-3000 In use 

Low temperature 

TES 

0-50 1-8hr 20-50 37-92 Minutes-days 150-300 In use 

High temperature 

TES 

0-60 1-24hr 20-60 42-98 Minutes- 

months 

150-300 In use 
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Figure 2.14 shows a comparison between energy storage technologies based on storage 

capacity and output power. This comparison shows the matching between storage technology 

and the application field. For small power generation systems, supercapacitors, batteries, and 

small compressed air energy storage (CAES) are the best choice. However, large CAES and 

pumped hydro suit high power demand applications (Schoenung 2001). 

 

Figure 2.14 Storage technologies applications based on power output (Ibrahim, et al. 2008). 

Figure 2.15 shows a comparison between energy storage technologies in terms of capital cost. 

It can be observed that fuel cells are a good choice in the case of short discharging time and 

lead-acid batteries for longer discharging time. The CAES can be competitive in both short 

and large discharging time (Schoenung 2001). 
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Figure 2.15 Storage technologies: (a) discharging time [10min-2hrs] (b) discharging time [30-

60min] (Schoenung 2001). 

 

The comparison between energy storage technologies based on storage duration and capital 

cost is shown in Figure 2.16 which shows that the cost increases with storage time and CAES 

and pumped hydro are less expensive compared to other storage technologies. 

 

 

Figure 2.16 Storage technologies for different storage duration (Schoenung 2001).
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2.5 Overview of Compressed Air Energy Storage (CAES): 

CAES is a promising energy storage technology which has the ability to store renewable 

energy with high storage capacity reaching over 100 MW (Chen 2009). In conventional 

CAES power plant, the compressor is used to compress the air into underground large salt or 

rock cavern using off peak power as shown in Figure 2.17. 

 

Figure 2.17 Compressed air energy storage cycle layout (Tan 2013) 

 

In general the CAES cycles are classified into conventional CAES and alternative CAES 

systems. The main focus in developing CAES is to improve the cycle overall efficiency 

through new alternative CAES designs which include several CAES configurations which 

have been proposed as innovative cycles for higher performance (Fort 1983). 
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2.5.1 Conventional CAES: 

The conventional or large CAES is a proven technology and its history extends back to the 

first power plant in 1978 Huntorf, in Germany with large underground cavern capable to 

generate 290 MW for four hours. The second compressed air plant was in McIntosh Alabama, 

USA which generated 110 MW for 26 hours (Safaei and Keith 2014). 

The conventional CAES system relies on the implementation of CAES with a Brayton cycle 

where the compressed air is stored in underground caverns. The working principles of 

conventional CAES cycle are similar to a gas turbine plant. However, in CAES cycle the 

compressor and turbine are decoupled into separate operation phases which are the charging 

phase (compression) and discharging phase (expansion) (Ibrahim, et al. 2015). As shown in 

Figure 2.18, the schematic diagram of large conventional CAES includes: 

 A motor – generator system which provides the clutching for compressor or turbine. 

 Multi- stage compressor which is used for air compression process. 

 Turbine train with both high and low pressure turbines for combustion gases 

expansion. 

 Large CAES cavern or reservoir with some auxiliaries control units. 

The power generation process in conventional CAES includes burning the fuel with the stored 

compressed air which increases the fuel consumption and CO2 emissions (Loose 2011). Also, 

there are significant heat losses during the compression stage which affects the cycle 

efficiency. Furthermore, the development of conventional CAES based on renewable energy 

has limitations due to complex geological characteristics of large underground caverns (Fort 

1983, Li and Dai 2014). 
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Figure 2.18 Schematic diagram of McIntosh CAES power plant (Ibrahim, et al. 2015). 

 

2.5.2 Advanced Adiabatic CAES (A-A-CAES): 

The Advanced Adiabatic CAES (A-A-CAES) is a new concept developed by European 

Project to enhance the conventional CAES performance (Bullough 2004). This configuration 

of CAES aims to decrease or eliminate the fuel consumption completely by the 

implementation of thermal energy storage (TES) technology as shown in Figure 2.19. The 

main function of TES is to store the heat dissipated during the compression process and then 

recover this heat during the expansion process to reheat the air entering to the turbine without 

fuel burning (Lemofouet-Gatsi 2006). The analysis of the A-A-CAES proves its ability to 

improve the overall performance of the conventional CAES and an improvement by 30% in 

system overall efficiency can be achieved as a result of applying TES technology (Grazzini 

and Milazzo 2008, Wolf 2011, Rogers 2014). 

The A-A-CAES is still facing some technical issues which include: design of high capacity 

TES with minimum heat losses (Rogers 2014), low turbine efficiency due to deep off design 



Chapter3: Distributed Compressed Air Energy Storage 

 

29 | P a g e  

 

operating conditions, and the development of the compressor design for high compression 

ratio with ability to manage high temperatures (Wolf 2011). 

 

 

Figure 2.19 Schematic diagram of advanced adiabatic CAES plant (Lemofouet-Gatsi 2006) 

 

Insulated vessel for storing both thermal and potential energy can be implemented to produce 

A-A-CAES as shown in Figure 2.20 (Lemofouet-Gatsi 2006). This option was investigated at 

University of Clausthal in Germany and the results showed that the insulated air receiver can 

be implemented only for short periods and it is not applicable for long storage time due to 

significant heat losses as a result of poor insulation (Kentschke 2004). 
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Figure 2.20 CAES plant with isolated tank (Lemofouet-Gatsi 2006) 

 

2.5.3 Isothermal Compressed Energy Storage (I-CAES): 

The isothermal CAES (I-CAES) configuration aims to avoid any heat exchange between the 

system and surrounding to achieve closely isothermal compression and expansion processes. 

(Rogers 2014). As shown in Figure 2.21 this system relies on the injection of water or oil 

during the compression process in a reciprocating piston cylinder and these hot liquids are re-

injected during expansion phase to reheat the air entering the turbine (Crane, et al. 2012). The 

I-CAES is still under development and further improvements of heat transfer liquid and air 

with efficient liquid/air separation device (Luo and Wang 2013) are needed. There are some 

funded pilot scales I-CAES systems in operation including: General Compression (500MW), 

the project of Lightsail Enegy (8MW), and SustainX (2MW) (Bollinger 2010, Crane, et al. 

2012, Ingersoll, et al. 2012). 
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Figure 2.21 Schematic diagram of isothermal CAES plant (Ibrahim, et al. 2015) 

 

2.5.4 Distributed Compressed Air Energy Storage (D-CAES): 

Small scale CAES is an alternative option for distributed power generation based on 

compressed air energy storage with high pressure vessels as shown in Figure 2.22. This option 

is one of the promising technologies for small and medium stand-alone power generation at 

consumption point based on wind and solar energy applications. In D-CAES the air is 

compressed in pressurized cylinders up to 300 bars for distributed power cycle with an overall 

efficiency of 50% (Ibrahim, et al. 2008). 
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Figure 2.22  Schematic diagram of distributed CAES plant (Ibrahim, et al. 2008). 

 

The small CAES system offers many advantages including: long cycle time, safe technology, 

environmental friendly, high storage capacity compared with batteries, can be generated with 

renewable energy sources for cost effective electricity supply, less installation restrictions, 

appropriate for micro power generation, non-toxic and simple manufacturing. The main 

disadvantage of small CAES is that the technology is not proven yet and further research is 

required to improve both compression and expansion processes to enhance the overall cycle 

performance. 

 

2.6 Research and Development of Small D-CAES: 

2.6.1 Theoretical Research: 

Compared to conventional large CAES systems, there is limited reliable data available in the 

public domain regarding the research that has been conducted to examine the performance of 
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small D-CAES systems. This section discusses the limited published studies covering the use 

and analysis of small D-CAES. 

The development efforts of D-CAES technology require improvements in all system relevant 

components which include compressor, turbine, thermal energy storage, and electrical 

systems. The research in D-CAES aims to improve the overall system efficiency with 

minimum capital and operation costs (Luo and Wang 2013). According to the review on the 

developments of small scale D-CAES systems conducted by (Venkataramani 2016), the 

future developments of small D-CAES systems depends on the  integration of the system with 

renewable energy sources like solar and wind energy and adapting the system with high 

efficiency small expansion device.  

The feasibility of the practical implementation of small D-CAES based on renewable energy 

sources was investigated by (Petrov, et al. 2013). This study concluded that a small D-CAES 

with 6.85m
3 

air receiver could store 25kWh with expected profit of $500 annually leading to 

payback period of 15 years. Also the feasibility study of practical implementation of small 

CAES for portable electrical and electronic devices application based on small turbines was 

conducted by (Paloheimo and Omidiora 2009). This study concluded that the performance of 

small CAES unit is relatively low due to low efficiency levels of the small turbine which is 

still in the prototype phase and further research is required in developing high efficiency small 

turbines with low RPM for this application in order  to improve the cycle overall performance. 

A small scale compressed air storage system prototype for electricity generation based on 

solar PV for residential use was proposed by (Villela 2010). This work found that the system 

overall performance is correlated with both compressor and expansion machine RPM and 

efficiency. This design was considered as a first step and further research in developing small 

air storage system is required for both compression and expansion devices. 
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A variable configuration CAES system with input power of 500kW based on renewable 

energy sources was theoretically investigated by (Grazzini and Milazzo 2008) in order to 

estimate the overall efficiency of the system. The amount of stored energy was 14,400 MJ at 

pressure of 200 bars for charging duration of 8 hours. This study concluded that the system 

overall efficiency was overestimated (72%) as a result of simplified simulation assumption i.e. 

constant air properties, constant compressor and turbine efficiency, ignoring the pressure and 

heat losses. The proposed configurations can be used for off-the shelf applications and for 

DPG further improvements in compression and expansion processes are needed. 

An innovative tri-generation system integrated with small CAES and TES was proposed by 

(Li 2012) for electricity generation and space heating/cooling applications. In this system, the 

compressed air expansion through the turbine was used as cooling power instead of 

absorption system. The thermodynamic analysis of this system concluded that the overall 

system efficiency was higher than the conventional absorption chilling systems and the 

overall performance of the system depends on the efficiency of individual components e.g. 

compressor, turbine, and TES. 

A detailed energy and exergy analysis of small CAES for heating and cooling applications 

was performed and some innovative concepts were proposed by (Kim and Favrat 2010) for 

improving system overall performance. The analysis was conducted under different 

compression and expansion processes for a constant pressure vessel. The results showed that 

the potential of the CAES in terms of energy density and high efficiency levels (60%) can be 

achieved using quasi isothermal processes in both compression and expansion devices. 

A detailed sizing of small D-CAES was carried out by (Minutillo, et al. 2015) in order to 

provide a general assessment of the optimal design and operating conditions for the D-CAES 

integrated with a solar PV as energy source for stand-alone power generation applications. In 

this study and to achieve an adiabatic system, an oil tank was used as a TES to recover the 
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compression dissipated heat. The sensitivity analysis of cycle overall performance found that 

for fixed compressor and turbine efficiency, the charging pressure is the key parameter which 

has a significant impact on the amount of stored energy and the size of solar PV cells. 

The implementation of the technology of thermal energy storage (TES) in D-CAES is one of 

the key research areas in developing CAES for more efficient power production. A novel 

adiabatic small scale D-CAES with TES unit based on renewable energy source for energy 

supply to a radio mobile station was proposed by (Jannelli 2014). The sizing of all system 

components has been conducted in order to predict the cycle overall performance. The results 

highlighted the potential storage capacity of the system with good storage efficiency level 

(57%) and the cycle overall efficiency has increased by 17% as a result of applying TES. 

However, in this proposed cycle configuration the PV unit was oversized to meet the daily 

energy consumption. 

2.6.2 Experimental Research 

Although the small D-CAES technology is still in its early stages, there are some developed 

hybrid small CAES systems with power range of 2kW up to 1 MW (Luo 2014). The available 

small CAES systems in the market have been established by many companies including 

Energetix Group (UK), UK National Grid, Eskom (South Africa), and ATKA (USA). All the 

developed small D-CAES systems are based on scroll expanders which have low efficiency 

levels compared with other expansion devices like radial and axial turbines (Brandon , Wang 

2011, Luo 2014). 

A new hybrid CAES system integrated with wind turbine was developed by University of 

Warwick research team. The proposed D-CAES system aims to generate electricity using low 

wind speeds. The detailed dynamic modelling and thermodynamic analysis of this system was 

reported in (Sun 2011) based on scroll expander. The test rig facility for the system is still 
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under construction for theoretical analysis validation and more system investigations (Luo 

2014). 

A detailed analysis of mini CAES cycle was carried out by (Khamis 2011) for a system with 

pressure vessel of 270L at 11 bars for DPG using small turbine operating with 800RPM. The 

system could only obtain output voltage of 8V and the design goal was 12V. This gap is due 

to the drop in pressure and temperature of the air entering to the micro turbine. The main 

conclusion from this study is that the system experiences high energy losses and further 

improvement of the expansion device is required. 

The power tracking for small D-CAES system was analysed and investigated experimentally 

by (Kokaew, et al. 2013) using air motor coupled with a DC generator. The air motor in this 

system was integrated with power controller in order to track the maximum power at different 

operating conditions. The theoretical analysis using Matlab/Simulink showed good agreement 

with the experimental results for different operating conditions. The maximum power of 50W 

was achieved at tank pressure of 6bar and motor speed of 18,000 RPM. 

A new hybrid wind diesel system combined with CAES was investigated experimentally by 

Ibrahim et al (Ibrahim 2010). The main aim of this work was improving the efficiency of 

conventional diesel engine with minimum operation cost and less diesel consumption. The 

integration of the diesel engine with wind energy source and CAES system was proposed to 

solve the technical issues facing the development of DPG based on wind energy. The results 

showed that the diesel consumption in this new system with 10 bars air pressure was reduced 

by 27% compared to conventional system. Furthermore, the proposed configuration could be 

a competitive DPG technology in terms of life cycle and maintenance demands. 

The coupling of wind turbine with small CAES was studied experimentally by (Shaw, et al. 

2012). The main focus of this work was to improve the conversion efficiency of the wind 

energy into compressed air by developing a controller that adapts the gearbox to wind speed. 
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The results showed that the amount of stored energy depends on the maximum tank pressure 

which is controlled by the operating wind speed using a controller which was redesigned for 

wide range of wind speed. 

It is clear from the review on the small D-CAES that this technology is still under 

development and further research is required to achieve efficient and reliable system. The 

main challenges associated with the developments of small D-CAES include improving both 

compression and expansion devices (Luo 2013, Petrov, et al. 2013, Luo 2014). 

2.7 Expansion Devices: 

In distributed power generation systems, the expander is used for power recovery by 

extracting the energy of a passing working fluid and converting it to mechanical work. This 

small expander is a vital element in the D-CAES system and affects the efficiency, 

performance, and  cost of the power generation cycle (Bao and Zhao 2013, Saadatfar, et al. 

2013). The design of efficient small expansion device is the main important part in developing 

the DPG cycles. The expanders are selected based on cycle operating conditions, system size, 

and working fluid properties (Qiu, et al. 2011). 

In general, there are two main categories of expansion devices which include the velocity or 

dynamic type expansion devices (axial or radial turbines) and the volume or displacement 

type expansion devices (screw or scroll expander) (Qiu, et al. 2011). More detailed 

description of expander types are provided below. 

2.7.1 Velocity Type Expanders: 

The velocity type expansion machines are known as turbines or turbochargers which convert 

the kinetic energy of a passing fluid into mechanical energy by rotating shaft using set of rotor 

blades.  The small turbines are similar to conventional steam turbines with small size and 

work using different fluids. However, the use of other working fluids instead of steam leads to 
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change in turbine features and design requirements. The use of high density fluids leads to too 

small turbine size with low efficiency levels as a result of losses (Bao and Zhao 2013). The 

turbines used in power generation systems are classified into axial and radial turbines. 

2.7.1.1 Axial Turbine: 

In axial turbines the fluid passes through the turbine in axial direction as shown in Figure 2.23. 

For this reason the axial turbine is common in high flow rate applications with low pressure 

ratio. Due to axial flow through turbine blades, the axial turbine has lower aerodynamic losses 

and higher efficiency (Yahya 2010). 

 

Figure 2.23 Flow through axial turbine stage 

 

According to the type of the rotor blade, axial turbine is divided into: reaction and impulse 

turbine. In reaction turbine, the expansion is divided between stator and rotor. However, in 

impulse turbine the expansion process occurs only in the stationary stator vanes (Peng 2008). 
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2.7.1.2 Radial Turbine: 

Radial turbine is a turbomachine that generates centrifugal force by passing fluid in radial 

direction as shown in Figure 2.24. In radial flow turbine the change in flow area is significant 

due to the variations of mean radius between entry and exit area (Yahya 2010).  The radial 

turbines are the best choice for high pressure ratio with low mass flow rate and as a result of 

low flow rate the turbine blade geometry is small and expensive to manufacture (Krahenbuhl, 

et al. 2008, Dixon and Hall 2013). 

 

Figure 2.24 Flow through radial turbine stage. 

 

2.7.2 Volume Type Expansion: 

This type of expanders is common in micro-combined heat and power (CHP) systems. 

Volume expanders are considered in the cases of low mass flow rate, low RPM, and high inlet 

pressure (Lemort 2009). 
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2.7.2.1 Scroll Expander: 

Scroll expander is an expansion machine that can be achieved by modifying the normal 

compressor to expander. Compared with turbine expander, it has low performance levels due 

to friction and pressure losses (Lemort 2009). The maximum reported isentropic efficiency 

was around 65% at the best operating conditions (Clemente 2013). Using spiral warps, the 

scroll expander can work either as a compressor or expander based on the movement direction 

as shown in Figure 2.25. Although the scroll expander has low efficiency levels, it is still 

attracting the attention of many researchers because of its simplicity and low capital cost (Qiu, 

et al. 2011). 

 

Figure 2.25 Scroll expander working principles (Qiu, et al. 2011) 

 

2.7.2.2 Screw Expander: 

Screw expander is simply a pair of male and female screw rotors in one case and the energy is 

transferring as a result of volume change between the rotors. The working mechanism of 

screw expander consists of three phases as shown in Figure 2.26: intake, expansion and 

exhaust. The high pressure fluid enters the intake leading to increase in the volume. In the 

expansion phase the high energy of the fluid is extracted and converted into power through 
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rotors rotation. The exhaust is the last stage in which the fluid leaves the expansion and the 

space volume deceases to zero (Qiu, et al. 2011, Bao and Zhao 2013).  The screw expander is 

available in the market  for waste heat recovery applications with power range of 20 to 50 kW 

with capital cost up to 2000 £/kW (Leibowitz, et al. 2006). However, screw expanders with 

small power rating (<10kW) is still under development and cannot be found in the market 

(Qiu, et al. 2011). 

 

Figure 2.26 Screw expander working phases (Zhang 2014) 

2.7.2.3 Reciprocating Piston Expander: 

This type is a piston expander which is appropriate for internal combustion engine recovery 

applications. Piston expander is more complex compared to other expanders because of the 

complicated valves system for the intake and exhaust. Also, the overall cycle performance is 

affected by losses generated due to friction between piston and cylinder (Bao and Zhao 2013) 

and the maximum reported efficiency is around 60% (Glavatskaya 2012). The working 

principle of reciprocating expander is shown in Figure 2.27. 
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Figure 2.27  Working principles of reciprocating expansion/compression (Bloch and Godse 

2006) 

2.7.2.4 Rotary Vane Expander: 

Rotary vane expander is also known as air motor expander that uses vanes driven by 

compressed air as shown in Figure 2.28. This expander is easy to manufacture and its 

production cost is low compared to other expanders (Qiu, et al. 2011). Rotary vane expander 

has low rotational speed (around 3000 RPM) that leads to low noise operation without 

gearbox (Bao and Zhao 2013). Figure 2.28 shows the working mechanism of vane expander 

in which the working fluid expands in the space between the chamber and rotor vane. This 

expander is available with power output of 1.5 kW with reported maximum efficiency of 

55.45% (Qiu, et al. 2011). 

 

Figure 2.28 (a) Vane expander working mechanism (b) Vane expander components (Qiu 

2012) 
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2.8 Evaluation of Small Expanders for DPG Cycles: 

The current small DPG systems with different power capacity can achieve an overall 

efficiency of 24-30% which is relatively low. For this reason, significant interest have been 

generated by several researchers to enhance cycle overall efficiency and reduce operation cost 

with low emission. Developing efficient expansion machines (expanders or turbines), and 

selecting appropriate working fluid are the main factors in improving the overall conversion 

efficiency in certain energy cycles using renewable energy sources (Liss 1999).  Improving 

the expansion process in DPG cycles can improve the system overall efficiency by 20% and 

reduce the CO2 emissions by 10% (Pilavachi 2002). 

Nowadays, the demand for small distributed generation has increased and the future of the 

commercial market points to implement these systems in residential buildings. There are 

many companies over the world which developed some small DPG systems based on small 

turbines to meet market need. These companies introduced commercial DPG systems in 

England, U.S.A, and Sweden. These companies include: Free Power, Turbec, Ingersoll-Rand 

Energy Systems & Power Works
TM

, ORMAT Tech., Green Energy, Infinity Turbine LLC, 

AliiedSignal, and Elliott Energy Systems (Qiu, et al. 2011, do Nascimento, et al. 2013). 

Table2-3 summaries the available small DPG systems based on small turbines as expansion 

devices. 

Table 2-3 The available small distributed power generation systems 

Model Company Power 

Range(kW) 

Expander 

Type 

Heat Source 

Temperature 

Working Fluid 

IT10 Infinity 10 Radial turbine - R245fa 

IT50 Infinity 200 Radial turbine - R245fa 

IT100 Infinity 400 Radial turbine - R245fa 

IT250 Infinity 1000 Radial turbine - R245fa 

IC60 GMK 50 Axial turbine  Biogas 
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CHP2,3 Turboden 200-300 Axial Turbine - Steam 

FP85 FreePowerUk 85 Axial Turbine - - 

FP100 FreePowerUk 6-100 Axial Turbine 180
0
C - 

FP120 FreePowerUk 200 Axial Turbine - - 

SG10 Green Energy 10 Radial turbine - - 

ORMAT ORMAT,US 200 Radial 

Turbine 

150
0
C n-Pentane 

C30 Capstone 30 - - Natural gas 

C65 Capstone 65 - - Natural gas 

4200 Electratherm 35 Axial Turbine 93
0
C - 

4400 Electratherm 65  170
0
C - 

4500 Electratherm 110 Axial Turbine 240
0
C - 

WB-1 Triogen 130 - 130
0
C - 

TA45 Elliott Energy 45 - - - 

TA80 Elliott Energy 80 Axial Turbine - - 

TA100 Elliott Energy 100 Axial Turbine - - 

TA200 Elliott Energy 200 - - - 

 

The performance of small scale power generation system is strongly affected by turbine 

efficiency, operating conditions, and heat source (Saadatfar, et al. 2013). High efficiency 

small scale turbine that can be operated using low heat source (waste heat recovery 

application) with economic operation cost and low emission is still a great challenge in the 

field of power generation systems [12]. 

Qiu, et al. (2011) provided a review on available small scale expanders in the market that are 

used for micro-combined heat and power (CHP) systems. This review showed that small 

expanders (<10kW) that can be applicable for small DPG systems are still not available. The 

authors examined many types of expanders and the findings can be summarized as (Qiu, et al. 

2011): 

 Screw expanders require considerable modifications to be used in Micro-CHP to 

overcome sealing problems. 

 Scroll expanders and multi vane expanders can be suitable for small CHP with output 

range of 1-10kW but with low efficiency values. 
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 Scaling down to achieve miniature turbines and expanders leads to unacceptable 

efficiency levels. 

 Small scale turbines (1-10kW) are still under development and many researchers are 

looking for a novel turbine with high efficiency level and minimum cost. 

A scroll expander was investigated experimentally by (Aoun and Clodic 2008) under different 

operating conditions (pressure ratio and rotational speed) using air and steam as working 

fluids in small power generation cycle. The results showed low efficiency values of the scroll 

expander due to significant flow leakage and mechanical losses. Furthermore, there were 

considerable heat losses through the expander body. The maximum efficiency was 60% at 

pressure ratio of 4 and 2850 RPM and for higher efficiency values the scroll expander needs 

significant modification to reduce flow leakage (Aoun and Clodic 2008). 

The theoretical modelling and experimental testing of scroll expander in small Organic 

Rankine Cycle (ORC) were conducted by (Lemort 2009). Both the theoretical modelling and 

experimental validation were carried out using HCFC-123 as working fluid at different 

operating conditions (pressure ratio, mass flow rate, and RPM). The maximum efficiency was 

58% indicating the high pressure and mechanical losses impacting on the expander efficiency 

(Lemort 2009). 

The performance of a scroll expander was investigated experimentally in small ORC system 

by (Lemort, et al. 2012). The expander was designed to be used originally as a compressor 

and in this study was used as expander to deliver 2.5kW. The scroll expander was tested at 

different mass flow rates and pressure ratios using HFC-245fa as working fluid. The 

maximum achieved efficiency was 61.03% and this efficiency can be improved by modifying 

the compressor design to reduce the mechanical losses. 
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Clemente (2013) conducted a detailed thermodynamic analysis of small ORC model using 

different expanders (axial turbine, radial, scroll and reciprocating expander) with power 

output of 100kW. The main findings of this study are: 

 The efficiency levels of dynamic expansion machines (axial and radial) are higher 

than scroll and reciprocating expanders. 

 The turbine type (axial or radial) is selected based on operating conditions, 

manufacturing cost, the possibility of integration with other turbomachines. 

 Compared to turbines, scroll expander is simple, cheaper, and has low RPM (3,000) 

but with low efficiency values (< 65%). 

The thermodynamic analysis of micro gas turbine system with power rating ranging from 25 

up to 500kW was conducted by (Galanti and Massardo 2011) based on small axial turbine. 

This study found that the system performance was strongly affected by turbine efficiency and 

the electricity cost decreased with increasing the turbine efficiency. 

A microturbine system for electricity generation was developed by Holmes et al. (2004) at 

Imperial College London based on small axial turbine. The axial turbine was selected for this 

system because it can extract power from the flow at low pressure ratio with high efficiency 

compared to radial turbine. The developed axial turbine was modelled using CFD for a range 

of operating conditions and the optimum turbine efficiency of 52% was achieved at 1.1 

pressure ratio and 14,000RPM with power rating of 10W. The experimental verification of the 

turbine CFD modelling showed very good agreement between CFD and experimental results 

(Holmes 2004). 

A small axial air turbine for compressed air electricity generation cycle with power output of 

28W was developed by (Peirs, et al. 2004) based on similarity design approach (scaling down 

large turbine). The developed small axial air turbine (10mm rotor) was coupled with DC 

electrical generator and whole system was tested using different compressed air pressure. The 
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turbine efficiency was very low (18%) due to high profile loss which represents 10 times 

higher than the original large turbine indicating the scaling down effect on turbine 

performance. For higher small turbine efficiency, improving design methodology and 

performing blade profile optimization to reduce the losses were recommended. 

Krahenbuhl, et al. (2008) proposed a small compressed air electricity generation system based 

on small single stage axial air turbine with output power of 60W. Two different miniature 

axial turbines (impulse and reaction) were tested at different inlet pressures and mass flow 

rates. The maximum turbine efficiency of 28% was achieved using the reaction turbine. This 

low efficiency of the turbine was referred to the miniaturization impact on losses and for 

better system performance the small turbine needs a careful optimization methodology during 

the development. 

Based on the previous review of small expansion devices, the majority of research aimed to 

increase the expander efficiency which is the key factor in increasing cycle overall 

performance. Turbines (axial and radial) have higher efficiency levels compared to volume 

type expanders. The radial turbine can reach an isentropic efficiency of 85% with high 

rotational speed greater than 65,000 RPM and at high pressure ratio of 5 (Bao and Zhao 2013). 

However, for low pressure ratio applications the axial turbine can achieve higher isentropic 

efficiency compared to radial turbines (Holmes 2004). 

2.9 Axial Turbine Design: 

There are no guidelines or methods specific for the design of small axial turbines and in most 

cases they are designed based on similar approaches as those used in conventional large scale 

turbines. In order to meet market need, preliminary studies are required to identify turbine 

design specifications which include output power, turbine pressure ratio, rotational speed, and 

turbine mass flow rate (Moustapha 2003). 
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In general, there are four published methods for turbine blade aerodynamic design. These 

methods include: similarity analysis, mean line modelling, 2D and 3D blade design (Wakeley 

1997). Similarity or dimensional method involves scaling turbine by using dimensionless 

groups based on fundamental theory which states that the turbines are dynamically similar if 

they have similar geometry. This method is acceptable in the case of incompressible flow 

where the changes in density can be neglected. However, in the case of compressible flow this 

method is influenced by the changes in Reynolds number and Mach number (Moustapha 

2003). Furthermore, the miniaturization of the turbines leads to unsuccessful prediction of 

turbine performance due to high losses and large difference in power density compared with 

large scale turbine (Peirs, et al. 2004). 

One-dimensional mean line method is well-known simplified method which assumes that the 

flow properties through the turbine passage can be calculated at the mean diameter neglecting 

any variations in radial direction. Using mean line approach the turbine blade geometry is 

generated (blade flow angles-leading and trailing edge geometry- hub and tip dimensions) 

then turbine efficiency can be estimated using published efficiency correlations. Mean line 

design is usually established for preliminary design step and detailed analysis is carried out 

using throughflow analysis method to predict the variations in the flow properties in span 

wise direction and blade twist is calculated based on vortex development (Wakeley 1997, 

Moustapha 2003). Detailed description of the meanline design approach is provided by many 

text-books (e.g. (Cohen 1987), (Moustapha 2003), (Aungier 2006), and (Dixon and Hall 2013) 

and some assumptions and parameters selections are left to the designer for optimum blade 

configuration. 

Meanline design calculations are followed by 2D or throughflow analysis which is performed 

to consider the variations in flow properties in both axial and radial directions. In other words, 

the throughflow design calculations are achieved by constructing meanline velocity triangles 
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at different span wise locations. Due to the rapid increase in computing power, the 3D design 

phase can be performed using 3D fluid flow solvers (Wakeley 1997, Moustapha 2003). 

For the turbine design and preliminary performance estimation, there are well known 

published approaches for axial turbine based on mean line method for turbine sizing. These 

approaches provide charts and correlations derived from large scale axial turbine test data and 

there are no specific correlations in public domain for miniature turbine design (Benner, 

Sjolander et al. 1997). 

In general, the precise turbine performance is determined by testing the new design and for 

preliminary performance estimation of the turbine, there are two common methods for axial 

turbine performance estimation. The first method is achieved using overall performance 

parameters (e.g. flow parameter, and stage loading). The second method is based on total loss 

estimation which is more appropriate for detailed design (Sieverding 1985). 

In large scale axial turbines (gas or steam), Smith Chart and Soderberg correlations are 

examples of the methods used for preliminary axial turbine sizing. The Smith chart provides 

the results of axial turbine tests which were carried out by Rolls Royce in 1965. These results 

are presented in a figure that shows the axial turbine efficiency for different stage loading and 

flow parameters with Reynold number range (100,000-300,000) and reaction range (0.2-0.6). 

The impact of other parameters (e.g. incidence angle, flow angles, aspect ratio, tip clearance, 

Mach number, and trailing edge thickness) on turbine efficiency was neglected in Smith 

Charts (Dixon and Hall 2013). As a result the expected efficiency especially for miniature 

axial turbines will be less than the efficiency obtained from the chart. 

The second method for performance estimation is based on loss prediction using common 

published correlations including Ainely and Mathieson (1951), Trauple (1958), Soderberg 

(1966),  Balje and Binsley (1968), a Craig and Cox (1970), and Kacker and Okapuu (1982). 

These correlations are based on many simplified assumptions and some tests of blade loss 
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prediction for typical gas turbine engines. The use of traditional performance estimation 

methods in small steam turbine designs leads to unsuccessful results and significant 

improvements in the turbine design are required (Craig and Cox 1970, Dunham and Came 

1970). 

A review of existing correlations for losses prediction was provided by (Moustapha, et al. 

1990). This review concluded that Ainely and Mathieson correlations cannot meet the recent 

turbine designs. The authors developed a new loss prediction scheme for loss prediction in 

axial turbine at off design conditions.  A new loss prediction scheme was developed by 

(Benner, et al. 1997) for secondary losses prediction based on empirical data of (Benner, et al. 

2006). This new losses prediction method was more consistent than other conventional 

techniques. Table 2-4 summarizes the common conventional performance methods for large 

axial turbines and there has been no work conducted to develop an approach for performance 

prediction in small scale axial turbines based on loss prediction (Perdichizzi 1981, Macchi 

and Lozza 1985, Angelino, et al. 2012). 

In the past, detailed aerodynamic design of turbine blades was based on actual experimental 

tests for the developed models to identify the sources of the losses.  Performing experimental 

tests for turbine performance prediction is too expensive and due to the development in 

numerical approaches and the increase in computing power, CFD has become an effective 

modelling tool which can improve the meanline design due to CFD capability in turbulence 

modelling, boundary layer development, and nozzle –rotor unsteady interactions. 
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Table 2-4 Performance prediction methods for axial turbines (Ainley and Mathieson 1951, 

Craig and Cox 1970, Dunham and Came 1970, Horlock 1973, Kacker and Okapuu 1982, 

Benner, et al. 2006) 

Author (s) Loss component accuracy notes 

Soderberg(1949) 

 

Profile and secondary loss ±3%  

Ainely& Mathieson 

(1951) 

Profile ,secondary loss, and tip clearance 

loss 

±2%  

Dunham & Came 

(1970) 

Profile ,secondary loss, and tip clearance 

loss 

 Influence of 

Reynolds 

number included 

Craig&Cox (1971) Profile ,secondary loss, tip clearance loss, 

trailing edge loss 

±1.25% Reynolds 

number, Mach 

number, and 

aspect ratio are 

included 

Kacker and Okapuu 

(1982) 

Profile ,secondary loss, tip clearance loss, 

trailing edge loss 

±1.5% Influence of 

compressibility 

included 

Moustapha (1990) Profile ,secondary loss at off-design 

conditions 

  

 

At present, the use of modern CFD packages in turbine design allows the designer to change 

and modifying turbine geometry for a set of operating conditions to improve the aerodynamic 

performance of the turbine blades and an effective blade profile can be reached using iterative 

CFD simulation (Elder, et al. 2003). 

A detailed review of   CFD methods for turbomachinary design was provided by (Denton and 

Dawes 1998). The CFD methods were proven as a mature design tool which allowed the 

designers studying a range of design parameters for different operating conditions. The 

agreement between axial turbine CFD simulations and experimental results was reported by 

(Moroz, et al. 2005) showing very good agreement and proving the capability of CFD as 

successful tool for single axial air turbine. For multistage axial air turbine, the comparison 

between experimental and CFD results was provided by (Abdelfattah and Schobeiri 2012). 

The CFD modelling of multi stage axial turbine was performed based on steady and transient 

ANSYS-CFX Solver using different turbulence models. The comparison between CFD and 
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experimental data showed an over prediction in total to static efficiency by 12%. This 

difference was explained by the turbulence modelling accuracy, surface roughness, and 

transient interactions. 

Today the turbine designers can perform simulation and full analysis for single 

stage/multistage based on steady/transient turbine simulation using modern CFD packages.  

However, CFD cannot treat all design issues and the designer should deal with CFD results 

carefully and model validation is required to reach the confidence in using CFD predictions 

(Moustapha 2003). 

2.10 Turbine Design Optimization: 

Although the approaches for designing axial turbines have been developed by many 

researchers, the design process of turbine blades is still considered a great challenge for the 

engineers to reach highest efficiency with low production cost. The consequence of simplified 

assumptions in performance prediction methods and flow complications can lead sometimes 

to unsuccessful design results and detailed improvements are required (Craig and Cox 1970).  

Also the turbine is designed to match specific operating conditions. However, in actual 

operation the turbine works in off design operating mode leading to low performance levels. 

In large gas turbines, adjustable nozzle guide vanes have been introduced by (Jacobi, Xu et al. 

2013) to reduce the nozzle area at low mass flow rate. This solution is complex in small scale 

and micro turbines and design optimization for a range of operating conditions is required. 

There is no optimum turbine profile shape and the judgment of the best blade profile or 

optimum design is left to the designer’s experience. Thus, all recent work has attempted to 

improve the turbine by applying different optimization techniques on turbine meanline design 

(Wakeley 1997). The aerodynamic turbine blade optimization was moved from inverse shape 

design approach to multiobjective and multidisciplinary optimization where multi target 
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objectives are reliable and the blade profile can be reformed to achieve the most efficient 

design (Dulikravich and Dennis 2000). 

A numerical technique for axial turbine design optimization was applied by (Balje and 

Binsley 1968) based on simplified loss prediction correlations integrated with meanline 

approach. This approach aimed to maximize turbine efficiency by varying blade profile 

geometry parameters and an increase of 5% in turbine efficiency was achieved. This work 

was developed by (Rao and Gupta 1980) through applying multiobjective optimization 

(maximizing efficiency and minimizing turbine mass). Using multiobjective optimization 

technique could decrease the turbine mass by 18% while improving the turbine efficiency by 

2.48%. The use of multiobjective optimization approach integrated with meanline design code 

was developed by (Massardo and Satta 1990) and this approach could improve the efficiency 

by 1.7% through blade geometry variation. 

For 2D and 3D blade profile optimization, the multiobjective optimization approach was 

developed by (Dennis 2001) using flow analysis code. The optimization aimed to minimize 

losses and number of blades and 18 design variables were parameterized.  This study 

recommended using multi objective genetic algorithm as an effective flexible optimization 

tool for 2D and 3D blade design optimization. 

Recently, computational fluid dynamic (CFD) has become the most powerful tool for turbine 

optimization based on viscous 2D and 3D simulation. Modern CFD packages are integrated 

with shape aerodynamic optimization tools which are able to perform turbine optimization for 

minimum losses (Sasaki, et al. 2001). 

 

2.11 Review Summary: 

According to the previous review the following points can be concluded: 
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 Small Distributed Power Generation (DPG) systems can play an important role in 

achieving clean, cost effective electricity generation at consumption point. The DPG 

can be achieved using different traditional and renewable power generation 

technologies. DPG based on renewable energy sources are attractive research areas in 

the development of DPG to achieve environment friendly energy supply (Ibrahim, 

Ilinca et al. 2008). 

 The future developments of using renewable energy sources for DPG require the 

implementation of energy storage for sustainable energy supply. Compressed air 

energy storage (CAES) system can be an attractive, cheap storage technology with 

high storage capacity for both medium and small power applications (Schoenung 

2001). 

 Small distributed compressed air energy storage (D-CAES) technology is still not 

proven and further research is required for improving the overall energy conversion 

efficiency. The main research area in small D-CAES is the integration of the CAES 

system with renewable sources like solar and wind energy and adapting the system 

with high efficiency small expansion device (Venkataramani 2016). 

 The development efforts of D-CAES technology require improvements in both 

charging and discharging phases. The research in D-CAES aims to improve the overall 

system efficiency with minimum capital and operating costs (Luo and Wang 2013). 

 There is an urgent need for improving the expansion phase efficiency due to variations 

in tank discharging pressure and mass flow rate as a result of the turbine working 

extremely in off design conditions leading to significant loss in turbine efficiency. 

 The majority of developments aim to increase the expander efficiency which is the key 

factor in determining cycle overall performance evaluation. Turbines (axial and radial) 

have higher efficiency levels compared to volume type expanders. The radial turbine 
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is selected for applications with high pressure ratio of 5 (Bao and Zhao 2013). 

However, for low pressure ratio applications the axial turbine can achieve higher 

isentropic efficiency compared to radial turbines (Holmes 2004). 

 Small scale turbines (1-10kW) are still under development and many researchers are 

working to develop a novel turbine with high efficiency level and minimum cost. For 

the design methodology, there are no specific correlations for small turbines design 

and the design process uses the same conventional large turbine design approaches. 

 All published performance prediction losses methods are developed for large 

conventional turbines and there is a need for developing performance predictions in 

small turbines due to the fact that small turbines experience significant losses 

development and accurate losses prediction in this field is needed (Bullock 1964, 

Benner, et al. 1997). For efficient small turbine design, comprehensive CFD 

simulation and performing an effective optimization technique are required. 
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CHAPTER 3  

3) DISTRIBUTED COMPRESSED AIR ENERGY 

STORAGE 

3.1 Introduction: 

The future of sustainable power generation based on renewable energy sources depends on the 

implementation of energy storage technologies. To understand the concept of energy storage 

this chapter highlights the potential role of the energy storage technologies and provides a 

detailed description of the principles and applications of compressed air energy storage 

(CAES) as one of the most promising storage technologies for distributed power generation. 

In this chapter, full thermodynamic analysis of CAES and dynamic modelling for both 

charging and discharging processes has been conducted to identify turbine operating 

conditions and design specifications. 

3.2 Thermodynamic of CAES System: 

This section introduces the thermodynamic principles of standard adiabatic compressed air 

energy storage (A-CAES) system as shown in Figure 3.1. The thermodynamic analysis of the 

system is carried out to identify the stored energy in CAES and the work done to compress 

the air. The CAES is characterized by the thermodynamic properties of the air like pressure, 

temperature and volume.  
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Figure 3.1 Adiabatic CAES cycle configuration 

 

The thermodynamic characteristics of CAES can be analysed based on the first law of 

thermodynamics as (Proczka, et al. 2013, Safaei and Aziz 2014): 

dU = dQ + dW         (3.1) 

Where dU is the change in internal energy, dW is the work required to compress the air, and 

dQ is the heat added to the system. 

As the air is assumed to be an ideal gas, the absolute air pressure can be determined using: 

PV = mRT         (3.2) 

Where P is the air pressure (Pa), V is air volume (𝑚3), m is air mass (kg), T is air temperature 

(K), and R is air gas constant (J/kg. K). 

The compression can be assumed as isothermal or adiabatic compression processes. In 

isothermal compression, the change in system temperature is negligible and air temperature is 

assumed to be constant as a result the change in air internal energy dU = 0. In this process the 

work done is given by: 
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Wi−f = mRTLn
Vf
Vi

 
        (3.3) 

For adiabatic compression process, the system is assumed to be insulated and no heat transfer 

to the surrounding and the work done by the system can be calculated by: 

Wi−f =
PfVf − PiVi
γ − 1

 
        (3.4) 

Where: 

Pi , Pf : initial and final air pressure. 

Vi , Vf : initial and final air volume. 

γ: Air specific heat ratio. 

3.3 Thermal Energy Storage (TES): 

Thermal energy storage is the technology that can store thermal energy at certain temperature 

by changing material internal energy. This can be achieved through sensible heat storage 

(SHS), latent heat storage (LHS), and bond heat storage (BHS) (Ataer 2006, SOCACIU 2011). 

In adiabatic D-CAES systems, thermal energy storage is used to store the energy dissipated 

during the compression process (tank charging phase) and this stored energy is recovered 

during expansion process (tank discharging phase) to reheat the air entering the expansion 

device. 

3.3.1 Sensible Heat Storage (SHS): 

This storage option relies on raising material temperature to store the available thermal energy. 

The amount of stored thermal energy depends on the material type (solid or liquid) and 

specific heat capacity of the storage material. The common SHS includes: water, some oils, 

and other liquid materials. The stored thermal energy using SHS can be expressed in terms of 

storage media mass, specific heat capacity and temperature change as: 
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𝑄 = ∫ 𝑚 𝐶𝑃𝑑𝑇 = 𝑚 𝐶𝑃(𝑇𝑓 − 𝑇𝑖)
𝑇𝑓

𝑇𝑖

 
        (3.5) 

 

For solar power plant heat storage, solid media sensible heat storage is an attractive thermal 

energy storage technology due to simplicity, cost and storage capacity. The TES design 

considerations include high storage capacity and uniform heat exchange rate with minimum 

temperature loss. Concrete as a sensible heat storage was developed by German Aerospace 

Centre for solar power application and was shown to store thermal energy up to temperature 

of 400
o
C (Laing, et al. 2008). 

3.3.2 Latent Heat Storage (LHS): 

In this technology, the thermal energy is stored using phase change material (PCM) in which 

the heat is absorbed during material state change from solid to liquid and liquid to gases. LHS 

technology is considered as the most effective thermal storage option due to its high storage 

capacity with small temperature difference compared to SHS (Farid, et al. 2004). Figure 3.2 

shows the ideal enthalpy and temperature change for PCMs and the amount of storage 

capacity can be calculated as: 

𝑄 = ∫ 𝑚 𝐶𝑃𝑠𝑑𝑇 +
𝑇𝑚1

𝑇𝑖

∫ 𝑚 𝐶𝑃𝑚𝑑𝑇 +
𝑇𝑚2

𝑇𝑚1

∫ 𝑚 𝐶𝑃𝑙𝑑𝑇
𝑇𝑓

𝑇𝑚2

 
        (3.6) 

In equation (3.6), the first part represents the sensible heat needed to increase the temperature 

of the solid phase to the melting point; the second part is the amount of latent heat of fusion 

needed to melt the material, and the third term is the sensible heat used to increase the liquid 

temperature. According to enthalpy-temperature change of the PCM the specific heat is 

defined over temperature intervals as: 

                  𝐶𝑃,𝑃𝐶𝑀(𝑇) = {

𝐶𝑃𝑆                           𝑇 < 𝑇𝑚1
𝐶𝑃𝑚              𝑇𝑚1 ≤ 𝑇 ≤ 𝑇𝑚2
𝐶𝑃𝑙                           𝑇 > 𝑇𝑚2

                                                           (3.7) 
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Figure 3.2 Ideal enthalpy change with PCM temperature 

 

The PCMs are selected according to the energy storage application and based on the thermal 

properties of the material like melting/freezing temperature, high latent heat, good thermal 

conductivity, high density, and chemical stability. Figure 3.3 shows variety of PCMs which 

can be used for different heat storage applications and these materials are selected according 

to melting temperature and heat of fusion values (Farid, et al. 2004, Sharma, et al. 2009). 

 

Figure 3.3 Phase change materials classifications (Sharma, et al. 2009) 
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3.3.3 Bond Heat Storage (BHS): 

In this storage option, the heat is used to power chemical reactions and the heat is stored in the 

form of new products and this heat can be released by reversing the chemical reaction. The 

clear examples of heat storage based on BHS are the absorbtion the adsorbtion processes. 

Compared to SHS and LHS, the use of BHS is still limited and further developments are 

required for future use of BHS in wide range of applications (Ataer 2006). 

3.4 CAES System Dynamic Modelling: 

The CAES system can be described as an unsteady open system due to the significant 

variations in air temperature, pressure and mass during both charging and discharging 

processes (Grazzini and Milazzo 2012). In this study, small D-CAES based on solar PV as the 

energy source is proposed. The D-CAES cycle is implemented with TES for storing thermal 

energy generated during the compression phase and produce adiabatic D-CAES cycle. Figure 

3.4 shows the proposed cycle configuration which consists of: 

 Solar PV to generate the electricity needed to drive the air compressor. 

 Air compressor for air compression to charge small vessel. 

 Small high pressure cylinder to store the energy in the form of compressed air. 

 Micro turbine in which the energy can be extracted via air expansion to produce 

power. 
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Figure 3.4 Proposed advanced D-CAES based on solar PV. 

 

In the proposed cycle, the solar PV can be used to run the compressor to store the energy in 

the form of compressed air and the stored energy can be recovered to generate electricity by 

air expansion through micro turbine. The air entering the turbine can be heated up using TES. 

3.4.1 Compression phase: 

In the compression phase, the atmospheric air is compressed to the desired pressure. The 

outlet pressure and temperature of the air leaving the compressor can be calculated using: 

𝑝𝑐,𝑜𝑢𝑡 = 𝑝𝑎𝑚𝑏 ∗ 𝜋𝑐         (3.8) 

 

𝑇𝑐,𝑜𝑢𝑡 = 𝑇𝑎𝑚𝑏 ∗ (𝜋𝑐)
𝑛𝑐−1

𝑛𝑐  
        (3.9) 

 

Where: 

𝑝𝑐,𝑜𝑢𝑡, 𝑇𝑐,𝑜𝑢𝑡 are the outlet pressure and temperature. 
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𝑝𝑎𝑚𝑏, 𝑇𝑎𝑚𝑏 are the atmospheric pressure and temperature. 

𝜋𝑐 is the compressor pressure ratio. 

𝑛𝑐 is the polytropic index for the compressor. 

The compressor power input can be calculated as: 

𝑊𝑐 =
1

휂𝑐
�̇�𝑐,𝑎𝐶𝑃𝑇𝑎𝑚𝑏 [𝜋𝑐

𝑛𝑐−1

𝑛𝑐 − 1] 
      (3.10) 

For high output pressure, a multi stage of compression processes are used. 

3.4.2 Thermal Energy Storage: 

To recover the thermal energy generated during compression processes to be used for 

reheating the air entering the turbine, TES was investigated using both sensible heat and phase 

change materials (PCM) in order to select the most effective thermal storage option for D-

CAES cycle. For the sensible heat storage technology implementation in the proposed 

distributed CAES configuration, a concrete storage media was used to store the heat produced 

during the compression process. A cylindrical thermal insulated concrete with heat exchanger 

coils as shown in Figure 3.5 is studied. 

 

Figure 3.5 concret TES system with heat exchanger 
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The heat balance in the concrete TES includes two heat exchange processes. In the first 

process the concrete absorbs the heat produced during compression and in the second process 

the concrete heats the air before entering the micro turbine during discharging/expansion 

stage. The heat balance can be expressed as following: 

 

  mTESCP(TES)
dTTES
dt

 = �̇�𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 − �̇�𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 − �̇�𝑙𝑜𝑠𝑠 
      (3.11) 

 

 ρTES VTESCP(TES)
dTTES
dt

 = �̇�𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 − �̇�𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 − �̇�𝑙𝑜𝑠𝑠 
      (3.12) 

 

Where the ρTES is the density of concrete TES (2750 kg/m
3
), CP(TES) is the specific heat of 

concrete TES (916 J/kg.K), �̇�𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 is the heat generated during compression, �̇�𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 

is the heat required to reheat the air entering the turbine during expansion stage, and �̇�𝑙𝑜𝑠𝑠 is 

the heat lost to the surrounding. 

The change in TES temperature can be calculated by applying heat exchange theory 

(Sukhatme and Sukhatme 1996) as following: 

�̇�𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 = �̇�𝑐𝑜𝑚CP(TC−out − TCAES−in)       (3.13) 

The temperature of the air entering the CAES can be calculated as: 

TC−out − TCAES−in
TC−out − TTES

= 1 − e
[
−(UA)TES
�̇�𝑐𝑜𝑚CP

]
 

      (3.14) 

Where U is the overall heat transfer coefficient of TES, A is the heat exchange area, TC−out is 

the temperature of the air at compressor exit, TCAES−inis the temperature of the air entering the 

CAES, TCAES−in is the temperature of the air at CAES inlet, and TTES is TES temperature. 

�̇�𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 = �̇�𝑐𝑜𝑚CP(TC−out − TTES)(1 − e
[
−(UA)TES
�̇�𝑐𝑜𝑚CP

]
) 

      (3.15) 
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�̇�𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 = �̇�𝑡CP(TTES − TTIT)(1 − e
[
−(UA)TES
�̇�𝑡CP

]
) 

      (3.16) 

 

�̇�𝑙𝑜𝑠𝑠 = (UA)TES(TTES − T∞)       (3.17) 

 

3.4.3 Air Storage Tank: 

For the storage tank and assuming the tank is adiabatic with constant volume, both the 

charging and discharging processes can be described using ideal gas laws as: 

𝑑𝑝

𝑑𝑡
=
𝑑

𝑑𝑡
(
𝑚𝑅𝑇

𝑉
) =

𝑅

𝑉

𝑑

𝑑𝑡
(𝑚𝑇) 

      (3.18) 

 

For the ideal gas: 

𝑇
𝛾−1

𝛾

𝑝
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

      (3.19) 

Equation (19) can be written in a derivational form with respect to the time as: 

𝑑𝑇

𝑑𝑡
=
𝑇

𝑝
[1 −

1

𝛾
] [
𝑑𝑝

𝑑𝑡
] 

      (3.20) 

Using equations (18) and (20) the rate of temperature change can be determined as: 

[
𝑑𝑇

𝑑𝑡
]
𝑡𝑎𝑛𝑘

=
1

𝑚𝑎𝑡𝑎𝑛𝑘
(1 −

1

𝛾
) [�̇�𝑎𝑖𝑟

𝑖𝑛 𝑇𝑎𝑖𝑟
𝑖𝑛 − �̇�𝑎𝑖𝑟

𝑜𝑢𝑡𝑇𝑎𝑖𝑟
𝑜𝑢𝑡] 

      (3.21) 

Where 𝑚𝑎𝑡𝑎𝑛𝑘  is the instantaneous air mas in the tank which can be expressed as: 

𝑚𝑎𝑡𝑎𝑛𝑘 = ∫ [�̇�𝑎𝑖𝑟
𝑖𝑛 − �̇�𝑎𝑖𝑟

𝑜𝑢𝑡]
𝑡

0

𝑑𝑡 
      (3.22) 

3.4.4 Expansion Phase: 

In this phase, the compressed air is expanded through a turbine to extract the stored energy. 

The air entering the turbine is taken from the storage tank at nearly ambient temperature and 
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passed through the TES to recover stored thermal energy and to increase its temperature 

before entering the turbine. The output power of the turbine can be determined as: 

𝑊𝑡 = 휂𝑡�̇�𝑡𝐶𝑃𝑎𝑇𝑡,𝑎𝑖𝑟
𝑖𝑛 [1 − (𝜋𝑡)

𝑛𝑡−1

𝑛𝑡 ] 
      (3.23) 

Where �̇�𝑡 is discharge mass flow rate and 𝑇𝑡,𝑎𝑖𝑟
𝑖𝑛  is the temperature of the air leaving TES and 

entering the turbine. 

3.5 Simulink Model Descriptions: 

Based on the previous thermodynamic equations 3.1 to 3.23, the D-CAES system dynamic 

modelling was conducted using Matlab/Simulink in order to identify the operating conditions 

map for the small turbine. Figure 3.6 describes the D-CAES cycle components in 

Matlab/Simulink. These blocks represent the physical components which are modelled based 

on dynamic relations of system variables and linked together to account for all interactions of 

cycle components. Each block consists of input and output functions which describe the 

operation mode for each physical component. 

 

Figure 3.6 Matlab Simulink blocks for D-CAES cycle. 
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The Matlab/Simulink offers the advantage of using integrators to determine the instantaneous 

air properties (pressure, temperature and mass) for different cycle operating conditions. For 

the present study the cycle dynamic modelling aims to identify the operating conditions for 

the micro turbine under controlled and uncontrolled discharging pressure operation modes. 

Based on the dynamic modelling results, the turbine was investigated for on and off design 

conditions to ensure acceptable levels of efficiency and output power for all operating 

conditions. 

Table 3-1 Simulink model parameters 

Parameter Unit Value 

Ambient temperature K 290 

Ambient Pressure bar 1 

Compressor flow rate kg/s 0.2 

Compressor efficiency [-] 0.86 

Turbine mass flow rate kg/s 0.1 

Max tank Pressure bar 10-40 

Air Tank volume L 200-400-1000 

 

To increase the potential of D-CAES for energy generation applications, the discharge phase 

(expansion process) needs to be improved for higher system overall efficiency (Safaei and 

Aziz 2014). From a turbine design point of view, the turbine is designed normally for unique 

identified operating point for certain output. However, in actual turbine operation, there is a 

high possibility that the turbine will be operated for a range of operating conditions leading to 

variations in turbine performance levels (Kim and Ro 1995). 

To increase the overall CAES system performance, improving the turbine efficiency during 

off design operating modes is of paramount importance. In D-CAES, the turbine works 

extremely in off design conditions as a result of inlet pressure and mass flow rate variations. 

The inlet pressure can be controlled using pressure regulating valve. However, controlling the 

discharge pressure leads to change in mass flow rate and cycle performance as obtained by 

several other researchers (He, et al. 2012, Li, et al. 2012): 
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�̇�𝑎𝑐𝑡𝑢𝑎𝑙 = �̇�𝑟𝑒𝑓.
𝑝

𝑝𝑟𝑒𝑓
√
𝑇𝑟𝑒𝑓

𝑇
 

(3.24) 

 

휂𝑎𝑐𝑡𝑢𝑎𝑙 = 휂𝑟𝑒𝑓 [1 − (√
∆ℎ𝑟𝑒𝑓

∆ℎ
− 1)

2

] 

 

(3.25) 

Where ṁref, pref, and Tref are the design point reference mass flow rate, inlet pressure and 

temperature respectively. 

3.6 CAES Dynamic Modelling Results: 

The primary aspect in the development of distributed CAES is the thermodynamic 

characteristics of CAES in the charging and discharging processes. The thermodynamic 

analysis of CAES aims to identify the amount of stored energy and the energy required for 

charging air receiver tank in charging phase and provides detailed information for discharging 

phase which represent the operating conditions and design specifications for the turbine. In 

this work, different sizes of compressed air receiver tank were investigated at different 

compression ratio using thermodynamic relations and system dynamic modelling as described 

in sections 3.4 and 3.5. 

The thermodynamic analysis of CAES can define the energy required for charging the storage 

tank as well as the amount of energy that can be stored in the system. The energy required for 

charging the tank was calculated for three tanks 200L, 400L, and 1000L as shown in Figure 

3.7. It can be seen that the amount of tank charging energy is dependent upon the charging 

pressure. For 1000L air receiver, it requires 2.5 kW to achieve a pressure of 40 bars and 

increasing the tank pressure increases the tank storage capacity. 
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Figure 3.7 Energy required for charging CAES tank 

 

The stored energy in the system is shown in Figures 3.8 and 3.9 in terms of energy density 

[Whrs/L] and specific energy [J/kg] for both adiabatic and isothermal compression methods 

for 1000 litter tank volume. As can be seen the calculated energy by isothermal process is 

higher than adiabatic due to the assumption that the temperature of the air remains constant. 

The stored energy is calculated for a range of tank pressures (100-5000kPa ) and the 

maximum stored energy was 4.874 Whrs/L in isothermal charging and 2.109 Whrs/L) in 

adiabatic process. 
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Figure 3.8 Energy density for different Pressure 

 

Figure 3.9 Specific energy for different pressure with 1000liter tank 
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The discharging tank pressure is a key parameter in evaluating the performance of distributed 

CAES cycle as well as the cycle operation time. Figures 3.10 and 3.11 show the variations in 

tank pressure for controlled and uncontrolled discharging pressure for different maximum 

tank pressures.  These curves represent the turbine operating map and cycle operation time. 

The tank discharge time can be increased by discharging at controlled pressure. As a result of 

fixed pressure discharging, the cycle operation time can be increased by (560 seconds) for 

1000 L tank with maximum pressure of 10 bars. This controlled pressure also can provide 

stable inlet conditions for the small turbine for long time compared to uncontrolled discharge 

as shown in Figure 3.12. 

 

 

Figure 3.10 Air tank discharging for max. tank pressure 10 bar 
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Figure 3.11 Air tank discharging for max. tank pressure 20 bar 

 

Figure 3.12 Turbine inlet pressure for controlled and uncontrolled discharging pressure 
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The tank temperature variations with charging time are shown in Figures 3.13 and 3.14 for 

tank pressure of 10 and 20 bars respectively. The tank temperature can reach 512.09 K at 

maximum tank pressure 10 bar and 635K for tank pressure of 20bars. This amount of heat 

needs to be stored using TES system which can be used in expansion phase by reheating the 

air before entering the turbine. 

 

Figure 3.13 Tank temperature for maximum tank pressure 10 bars 

 

Figure 3.14 Tank temperature for maximum tank pressure 20 bars 
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Figure 3.15 Turbine inlet mass flow rate variations for 10 bar maximum tank pressure 

 

Figure 3.15 shows the variation of mass flow rate with discharging time. As can be seen, there 

is a reduction in mass flow rate which leads to that the turbine will work in off design mode 

and this leads to decreasing the performance levels like output power which is affected 

significantly by mass flow rate variations. In order to define the operating conditions for the 

expansion process in the turbine, the output power of the turbine was calculated for different 

mass flow rate and total inlet pressure as shown in Figure 3.16. 
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Figure 3.16  Turbine output power for different mass flow rate. 

 

3.7 Turbine Selection Criteria: 

The primary aspect in developing the turbine for D-CAES is the thermodynamic 

characteristics of CAES in the discharging process to identify the operating conditions and 

performance levels. Based on the cycle modelling results, the main operating conditions and 

design specifications can be defined in terms of turbine inlet pressure, inlet temperature, inlet 

mass flow rate, and target output power. 

For the proposed D-CAES cycle, the target output power is selected to be 1kW with 

compressed air receiver volume of 1000 L and maximum pressure of 20 bars. As can be seen 

from the D-CAES dynamic modelling, the discharging pressure (turbine total inlet pressure) 

is the key factor which affects turbine performance levels and cycle operation time. In order 
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to increase the cycle operation time, the discharge pressure was selected to be (1.5-2 bars). 

Table 3.2 shows the design specification of the turbine expander. 

Table 3-2 Turbine design specifications 

Parameter Unit Value 

Target power kW 1 

Turbine inlet pressure bar 1.5-2 

Turbine inlet temperature K 300-340 

Inlet mass flow rate kg/s 0.05-0.1 

Target Efficiency - 90% 

 

In general, the turbine type is selected based on similarity approach which states that turbines 

are dynamically similar if they have similar geometry. Using dimensional analysis, the 

relation between turbine performance and geometrical parameters is defined by a set of non-

dimensional parameters as (Dixon and Hall 2013): 

η𝑡𝑠 = 𝑓 (
�̇�

𝜌𝑜𝑎𝑜𝐷2
,
𝜌𝑜𝑎𝑜𝐷

μ
,
𝑁𝐷

𝑎𝑜
, 𝛾) 

(3.26) 

Where �̇�  is the mass flow rate,  𝐷 , rotor diameter,  𝑁  rotational speed, 𝑎𝑜 speed of sound, 

𝜌𝑜 fluid density and 𝛾 specific heat ratio. Equation (3.26) is normally simplified into other 

suitable groups as: 

η𝑡𝑠 = 𝑓(φ,ψ,𝑀𝑎) (3.27) 

 

η𝑡𝑠 = 𝑓(𝑁𝑠, 𝑑𝑠, 𝑀𝑎) (3.28) 

 

η𝑡𝑠 = 𝑓(φ, υ,𝑀𝑎) (3.29) 
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Where φ is the flow coefficient and ψ is loading factors, Ns is characteristic speed, ds is 

specific diameter, υ is turbine velocity ratio. 

Based on the dimensional analysis, the turbine performance charts were developed by many 

authors for axial, radial, and mixed turbines as shown in Figure 3. 17 (Wood 1963, Balje 1981, 

Japikse and Baines 1994). By using the turbine design specifications such as pressure ratio, 

mass flow rate, rotational speed, and target power, the non-dimensional parameters can be 

calculated and compared with operating regions on the charts to select turbine type. 

The similarity method is acceptable in the case of incompressible flow where the changes in 

flow density are neglected. However, in the case of compressible flow, the similarity scaling 

model is influenced by significant variations in some non-dimensional parameters like 

Reynolds number and Mach number leading to unsuccessful design (Whitfield and Baines 

1990, Moustapha 2003). Furthermore, scaling down large scale turbine to achieve miniature 

turbine leads to unsuccessful prediction of turbine performance due to large differences in 

power density between large and small turbines (Peirs, et al. 2004). 

According to several researchers (Moustapha 2003, Yahya 2010, Dixon and Hall 2013) the 

key parameters in turbine selection are turbine pressure ratio and inlet mass flow rate. For 

high pressure ratio with low mass flow rate, the radial turbine is the preferred choice for 

higher efficiency while the axial turbine is more efficient at low pressure ratio and high flow 

rate. 

Radial turbines can achieve an isentropic efficiency of 85% with at least 65,000 rpm and 

pressure ratio of (4- 5) (Bao and Zhao 2013). However, for the D-CAES cycle, discharging 

pressure of 4 bar will decrease the cycle operating time by 340 seconds compared with 2 bar 

discharging pressure as shown in Figure 3.18.  As a result, small axial turbine is selected for 

the proposed D-CAES to achieve high efficiency at lower discharging pressure (1.5-2 bars) 

with acceptable cycle operation time. 
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Figure 3.17: Turbine Selection Charts based on non-dimensional parameters (Bao and Zhao 

2013).  

 

Figure 3.18 CAES tank discharging at different pressures. 
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3.8 Summary: 

 Compressed air storage system is a promising energy storage technology for 

sustainable environmental friendly energy production based on renewable energy 

sources. 

 For distributed power generation, CAES can be achieved using man made pressure 

vessels for small and medium applications. 

 Small CAES is still not proven and further research is required for developing both 

compression and expansion phases. 

 Based on the D-CAES dynamic modelling, the amount of energy storage depends on 

air receiver volume and maximum charging pressure. 

 Discharging tank pressure and mass flow rate are the key factors which determine the 

cycle operation time and output power. 

 As a result of transient variations of discharging pressure and temperature, the turbine 

works deeply in off design mode. 

 Small axial turbine is selected for the proposed D-CAES to achieve high efficiency at 

lower discharging pressure (1.5-2 bars) with acceptable cycle operation time.
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CHAPTER 4 

4) AXIAL TURBINE DEVELOPMENT 

METHODOLOGY  

4.1 Introduction: 

This chapter provides a description of the methodology used to develop a small axial air 

turbine. A detailed overview of the main design parameters and turbine performance 

prediction were introduced. The process of developing the axial turbine included: one 

dimensional mean-line modelling; iterative CFD simulation, finite element analysis, and 

optimization. 

4.2 Axial Turbine Theory: 

Axial turbine is an expansion device which extracts the energy from a moving fluid and 

converts this energy into useful mechanical work. This can be achieved by passing the fluid 

through axial turbine stage which consists of a fixed row of blades called stator or nozzle 

guide vanes and a row of rotating blades called rotor. Axial turbine is one of the key 

components in the power generation systems and aircraft engines (Brayton Cycle). As shown 

in Figure 4.1, the air enters the compressor at ambient conditions (state2) and is compressed 

to a certain pressure (state3). This compressed air is used in the combustion chamber to burn 

the fuel which will raise its temperature (state4). Finally, the combustion gases are expanded 

through the turbine to the ambient pressure (state5) producing a useful power. This power is 

used partly to drive the compressor but mainly for electricity generation. In this cycle, the 
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useful output work which can be used for energy production is the difference between the 

turbine work and the work required to drive the compressor. 

𝑤𝑛𝑒𝑡 = 𝑤𝑡𝑢𝑟𝑏𝑖𝑛𝑒 − 𝑤𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟  = 𝐶𝑝{(𝑇𝑜4 − 𝑇𝑜5) − (𝑇𝑜3 − 𝑇𝑜2)} (4.1) 

 

Figure 4.1 Ideal Brayton cycle engine 

The thermodynamic cycle efficiency can be expressed as a ratio of useful output work to the 

heat required for the combustion: 

  ɳ𝑡ℎ =
𝑤𝑛𝑒𝑡

𝑞𝑐𝑜𝑚𝑏𝑢𝑠𝑡𝑖𝑜𝑛
=

𝑤𝑛𝑒𝑡
𝐶𝑃(𝑇𝑜4 − 𝑇𝑜3)

 
(4.2) 

 

The ideal thermodynamic cycle efficiency can be also expressed in terms of pressure ratio 

(𝜋 =
𝑃𝑜3

𝑃𝑜2
) as: 

  ɳ𝑡ℎ = 1 −
1

𝜋
(
𝛾−1

𝛾
)
 

(4.3) 
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From equations (4.2) and (4.3) the specific work output can be expressed as a function of 

temperature and pressure ratios as: 

𝑤𝑛𝑒𝑡
𝐶𝑝𝑇𝑜1

=
𝑇𝑜4
𝑇𝑜1

(1 −
1

𝜋
(
𝛾−1

𝛾
)
) − (𝜋

(
𝛾−1

𝛾
)
− 1) 

(4.4) 

 

Equation (4.4) shows clearly that the output work is dependent on the temperature ratio 

(
𝑇𝑜4

𝑇𝑜1
⁄ ) while equation (4.3) shows that the cycle efficiency is a function of pressure ratio 

(𝜋). As a result, the designer needs to optimize both temperature and pressure ratios in early 

design stages to define the turbine design point operating conditions. 

4.3 Expansion through a stage in an axial turbine: 

In axial turbine stage, the flow enters the stage and is accelerated and guided by stator towards 

rotor blades. As shown in Figure 4.2 the moving fluid through the turbine has three 

components; axial velocity 𝐶𝑥  (the component of velocity in axial direction), tangential 

velocity 𝐶𝜃  (the velocity component in tangential direction), and third component is radial 

velocity 𝐶𝑟 (the velocity component in radial direction) (Moustapha 2003). 

 

Figure 4.2 Flow through turbine blades 
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By applying Newton’s Second Law, the generated torque is equal to the change in momentum 

through turbine stage as: 

𝜏 = �̇�[𝑟3𝐶𝜃3 − 𝑟2𝐶𝜃2] (4.5) 

 

The turbine output power is: 

𝑃𝑜𝑤𝑒𝑟 = 𝜏Ω = �̇�[𝑈3𝐶𝜃3 − 𝑈2𝐶𝜃2] (4.6) 

 

Where Ω is the angular velocity and 𝑈 is the blade speed (𝑈 = Ω𝑟). 

The specific work done by the turbine is: 

∆𝑊𝑡 =
𝑃𝑜𝑤𝑒𝑟

�̇�
=  
𝜏Ω

�̇�
= 𝑈(𝐶𝜃2 − 𝐶𝜃3) 

(4.7) 

 

 

Equation (4.7) is a well-known equation which describes the working principles of turbines 

and known as Euler’s Turbine Equation (Dixon and Hall 2013). 

The Mollier diagram shown in Figure 4.3 (a) describes the working principles of a turbine 

stage in terms of thermodynamic characteristics (ℎ − 𝑠 diagram) including state changes due 

to irreversibility.  The process (1-2) represents the actual flow expansion in the nozzle where 

the pressure drops from 𝑃1to 𝑃2 and the process (2-3) describes the expansion through the 

rotor blades where the pressure drops from 𝑃2  to 𝑃3 . The dash line represents the ideal 

reversible expansion process. Applying the first law of thermodynamics for adiabatic 

expansion, the output work is equal to the total enthalpy drop through the turbine stage as: 

∆𝑊𝑡 = ℎ𝑜1 − ℎ𝑜3 (4.8) 
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Figure 4.3 (a) Enthalpy-entropy diagram (b) Turbine velocity triangles 

The flow development in axial turbine stage (stator and rotor) can be described by velocity 

triangles at turbine blade mean diameter as shown in Figure 4.3 (b). The flow enters the 

turbine stator at velocity 𝐶1 and with an angle 𝛼1. The flow is accelerated and exits with 𝐶2 

and with an angle 𝛼2. As shown in velocity triangles the flow enters the turbine rotor with 

relative velocity 𝑤2 and angle 𝛽2. The relative velocity (𝑤) can be determined by subtracting 

the blade speed 𝑈 from absolute velocity 𝐶. Finally, the flow is accelerated again through the 

rotor and leaves with relative velocity 𝑤3 and angle 𝛽3 (Dixon and Hall 2013). 

From Enthalpy-Entropy (ℎ − 𝑠) diagram shown in Figure 4.3 (a), in the case of uncooled 

turbine blade: 

 ℎ𝑜1 = ℎ𝑜2 (4.9) 

 

The stagnation enthalpy can be written as (ℎ𝑜 = ℎ +
1

2
𝐶2 +

1

2
𝐶𝜃
2) and by using equations (4.7) 

and (4.9) the total enthalpy drop can be determined as: 

ℎ𝑜2 − ℎ𝑜3 = ℎ2 − ℎ3 +
1

2
(𝐶2

2 − 𝐶3
2) +

1

2
(𝐶𝜃2

2 − 𝐶𝜃3
2 ) = 𝑈(𝐶𝜃3 + 𝐶𝜃2) (4.10) 

 

(a) (b) 
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From velocity triangles and by assuming constant axial velocity (𝐶𝑥) and blade speed (𝑈) at 

turbine inlet and exit then the turbine specific work  can be expressed in terms of absolute 

velocity (𝐶) and relative velocity (𝑤): 

∆𝑊𝑡 =
1

2
[(𝑤2

2 − 𝑤3
2) + (𝐶2

2 − 𝐶3
2)] 

(4.11) 

 

The velocity triangles are connected to the Euler Turbine Equation (4.7) (𝑤𝑡 = 𝑈3𝐶𝜃3 −

𝑈2𝐶𝜃2) which explains that the turbine output work depends on the difference between 𝐶𝜃2 

and 𝐶𝜃3 and for higher work the designer should keep 𝐶𝜃3  small and  𝐶𝜃2 large .The velocity 

triangles also show that the flow angles are achieved by turning the blade itself to turn the 

flow in axial direction (Moustapha 2003, Aungier 2006, Dixon and Hall 2013). 

4.4 Turbine Blade Terminology: 

There is a well-known method for turbine cross section definition published by (Pritchard 

1985). In this method the blade aerofoil cross section is defined by eleven parameters as 

shown in Figure 4.4 (Moustapha 2003). These parameters include aerofoil radius, axial chord, 

tangential chord, turning angle, inlet blade angle, exit blade angle, inlet wedge angle, leading 

edge radius, trailing edge thickness, throat and number of blades. 
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Figure 4.4 Turbine blade cross-section aerofoil (Moustapha 2003)  

There are other parameters which are used to define the overall turbine blade geometry and 

size as shown in Figure 4.5. The blade profile is constructed by means of curved camber line 

which divides the blade surface into concave and convex sides. The concave is known as 

pressure side and the convex is known as suction side. As shown in Figure 4.4 and Figure 4.5 

the geometrical parameters which are used to characterise the blade passage include (Wilson 

and Korakianitis 2014): 

 Blade pitch (𝑠) which defines the spacing between turbine blades. 

 Blade span which represents blade height (ℎ) and is equal to the difference between 

blade tip and hub radiuses. 

 Blade axial chord (𝑐𝑥) which represents the axial length of the parallel line to the 

axial blade axis. 

 Blade chord (𝑐) which is the true distance between the leading and trailing edges of 

the blade. 

 Throat (𝑜) is the minimum area of the turbine blade passage. 
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 Incidence angle (𝑖) which equals the difference between inlet flow angle (𝛼1) and 

inlet metal angle (𝛼𝑚1). 

𝑖 = 𝛼1 − 𝛼𝑚1 (4.12) 

 

 Deviation angle (𝛿) which equals the difference between flow exit angle (𝛼2) and 

exit blade metal angle (𝛼𝑚2). 

𝛿 = 𝛼2 − 𝛼𝑚2 (4.13) 

 

 Deflection angle ( 휀 ) which is known as blade turning angle and equals the 

difference between inlet and exit flow angles. 

휀 = 𝛼1 − 𝛼2 (4.14) 

 

 Camber line which represents blade symmetry line and divides the blade surface 

into pressure side and suction side. 

 Camber angle (휃) the angle between tangents of chord line and camber line and it 

measures the amount of turning achieved by blade and equals the deference 

between blade metal angles at inlet and exit. 

휃 = 𝛼𝑚1 − 𝛼𝑚2           (4.15) 
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Figure 4.5 Turbine overall geometry (Moustapha 2003) 

 

4.5 Axial turbine design parameters: 

There is a set of turbine dimensionless parameters which have significant impact on turbine 

overall performance. These parameters allow the designer to optimize the design by varying 

these parameters for different operating conditions. This section provides a brief description 

of turbine dimensionless parameters. 

4.5.1 Total-to-Total Efficiency: 

Generally turbine efficiency is the ratio of actual work to ideal work and is the main measure 

of losses.  In case of making use of exhaust kinetic energy, the common useful definition of 

turbine efficiency is total to total efficiency (Dixon and Hall 2013). From Mollier diagram of 

enthalpy drop which is shown in Figure 4.3 (a) the total to total efficiency can be expressed as: 

 ɳ𝑡𝑡 =
ℎ𝑜1 − ℎ𝑜3
ℎ𝑜1 − ℎ𝑜3𝑠𝑠

 
(4.16) 
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Where (ℎ𝑜1 − ℎ𝑜3) is the total enthalpy drop in the actual irreversible adiabatic process (1-3) 

and (ℎ𝑜1 − ℎ𝑜3𝑠𝑠) is the total enthalpy change in the ideal isentropic process (1-3ss). 

4.5.2 Total-to-Static Efficiency: 

Total to static efficiency is used in the case of flow exit kinetic energy is not included with 

output useful power. It is defined as: 

ɳ𝑡𝑠 =
ℎ𝑜1 − ℎ𝑜3
ℎ𝑜1 − ℎ3𝑠𝑠

 
(4.17) 

 

4.5.3 Degree of Reaction: 

It is a well-known parameter in turbine design and it defines how the expansion process is 

divided between nozzle and rotor in the same turbine stage.  Mathematically, turbine reaction 

is expressed as the ratio between enthalpy drop in the rotor to enthalpy drop in the whole 

stage (stator and rotor): 

𝑅 =
ℎ2 − ℎ3
ℎ1 − ℎ3

 
(4.18) 

 

4.5.4 Stage Loading Factor: 

Stage loading (𝜓) is a measure of work that can be generated by the single stage and based on 

this parameter and the required amount of work, the number of stages can be determined. 

Stage loading can be defined mathematically as the ratio of total enthalpy drop in the stage to 

the square of blade velocity. 

𝜓 =
∆ℎ𝑜
𝑈2

 
(4.19) 
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4.5.5 Flow Coefficient: 

In axial turbines, flow coefficient is the ratio of axial flow velocity to the velocity of the blade.  

Its value defines whether the flow angles close to axial or tangential directions. 

∅ =
𝐶𝑥
𝑈

 
(4.20) 

4.5.6 Turbine Flow Capacity: 

It is also known in some references as swallowing capacity and is used to study turbine mass 

flow rate for different operating conditions. 

𝐹𝑙𝑜𝑤 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 =
�̇�√𝑇𝑜1
𝑃𝑜1

 
(4.21) 

4.6 Axial Turbine Development Methodology: 

This section describes the development process of axial turbine which starts normally with a 

detailed analysis of the power cycle in order to identify the turbine specifications and 

operating conditions. At this stage, the researcher can determine the working fluid type, total 

pressure ratio, total inlet temperature, rotational speed, and mass flow rate or required output 

power. Figure 4.6 shows the flow chart of the steps used in developing axial turbine which are 

necessary to be performed to achieve the desired results. 

Once the turbine operating conditions are identified based on cycle analysis, the next step is 

preliminary turbine sizing process which can be performed using one dimensional meanline 

approach for turbine design.  The main goal of meanline modelling is to determine axial 

turbine overall geometry and the initial performance parameters as output power and turbine 

efficiency which can be predicted using performance and losses estimation for different 

operating conditions. 
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Figure 4.6 Overview of the methodology (adopted from (Moustapha 2003)) 

 

In conventional turbine design, the 1D Mean-line modelling is followed by throughflow 

analysis or 2D design method in which the Mean-line calculations are extended to include 

flow analysis along blade span from hub to tip to consider the variations in flow along turbine 

blade span. The throughflow analysis can be conducted in the case of large scale turbines with 

long blades having hub to tip ratio around 0.4 where the variations in flow are significant 

(Sieverding 1985, Yahya 2010). 
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Due to the fact that 1D meanline approach is based on many simplified assumptions, the 

results of meanline design require significant improvements to capture the complex 3D 

viscous flow features through turbine passage. Hence, turbine 3D CFD simulation is required 

to develop aerodynamically efficient turbine blade profile. Using CFD modelling, the turbine 

efficiency can be improved by varying blade geometry parameters. Furthermore, using CFD 

the influence of several parameters can be investigated through CFD simulation like number 

of blades, wedge angle, deflection angle, stator-rotor gap, and other geometry parameters 

which are not considered in conventional performance prediction schemes. In this research, 

the CFD analysis was used to predict the loss through turbine stage and the results were 

compared with conventional loss prediction techniques to identify the most appropriate loss 

model for preliminary small scale axial turbine sizing. 

After the aerodynamic design phase, the designer needs to ensure that the design can 

mechanically withstand different loads during turbine operations. This can be evaluated using 

3D turbine blade finite element analysis (FEA) to identify total stress and deformation levels. 

The turbine development process also included the optimization of turbine blade profile for 

maximum efficiency and minimum loss through CFD simulation using Multi-objective 

Genetic Algorithm (MOGA) optimization to achieve the required power at high efficiency. A 

detailed description of axial turbine optimization techniques is provided in chapter 5. 

4.6.1 One Dimensional Mean-Line Turbine Design Approach: 

Mean-line modelling assumes that the characteristics and parameters of the whole flow 

through the turbine passage at the mean streamline represent the average of the flow dynamic 

properties in the turbine passage (Moustapha 2003). For simplicity, this approach neglects the 

flow variations in both radial and circumferential directions. In mean-line approach, the flow 

governing equations and Euler turbomachinery equation are solved at mean turbine radius.  
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The mean radius (𝑟𝑚) is shown in Figure 4.7 and can be defined mathematically in terms of 

blade hub and tip radiuses as: 

𝑟𝑚 =
𝑟ℎ + 𝑟𝑡
2

 

 

(4.22) 

 

Figure 4.7 Axial turbine mean-line 

 

Meanline modelling is a highly iterative process since it requires comprehensive studies of 

many different configurations by exploring a large design space created by variation of a large 

group of input parameters. Inputs to the mean-line model include the operating conditions 

(turbine inlet total temperature and pressure, mass flow rate and expansion ratio), non-

dimensional parameters (velocity ratio, specific speed, loading coefficient) and geometry 

ratios (ratio of rotor hub to tip) that are either provided as an input file or as an output from 

another code (i.e. cycle analysis program). With the provided inputs and the initial guess of 

the turbine isentropic efficiency, the preliminary design of the rotor is carried out. 
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Using mean-line modelling, the turbine design space is generated by design parameters 

variation.  According to the cycle analysis, there are several parameters which need to be 

specified as input parameters for mean-line analysis to calculate turbine overall size and for 

performance prediction. These parameters include: turbine operating conditions (inlet 

pressure, inlet temperature, pressure ratio, and mass flow rate), non-dimensional design 

parameters (flow coefficient, blade loading, and velocity ratio), and some geometrical 

parameters (hub-to-tip ratio). Also, based on the application of axial turbine the designer 

needs to identify the output power, temperature drop, rotational speed, and target efficiency 

(Moustapha 2003). 

The preliminary design of axial turbine normally starts with the selection of flow coefficient, 

stage loading, and degree of reaction. This can be achieved at early design stages by using 

Smith chart which is shown in Figure 4.8. Smith chart is an empirical chart that provides a 

range of turbine efficiency for different flow coefficient values (0.4-1.2) and stage loading 

coefficient (0.3-0.5) based on the testing results of 70 turbines of Rolls-Royce aircraft engines 

(Dixon and Hall 2013). 

Using the flow coefficient, stage loading, and degree of reaction, the 1D modelling was 

performed to determine turbine velocity triangles and working fluid thermodynamic 

properties can be calculated at the mean-line. The velocity triangles allow the designer to 

calculate all velocity components, absolute and relative blade angles.   

 



Chapter4: Axial Turbine Development Methodology 

 

95 | P a g e  

 

 

Figure 4.8 Smith chart of axial turbine stage (Smith 1965) 

 

According to (Dixon and Hall 2013) the shape of velocity triangles is connected with three 

non-dimensional design parameters: degree of reaction, flow coefficient, and loading 

coefficient as following: 

Using the definition of stage reaction: 

𝑅 =
ℎ2 − ℎ3
ℎ1 − ℎ3

= 1 −
(ℎ1 − ℎ2)

ℎ01 − ℎ03
 

(4.23) 

For constant axial velocity: 

ℎ1 − ℎ2 = (ℎ𝑜1 − ℎ𝑜2) +
1

2
(𝑐2
2 − 𝑐1

2) =
1

2
𝑐𝑥
2(𝑡𝑎𝑛2𝛼2 − 𝑡𝑎𝑛

2𝛼1) 
(4.24) 

 

 

From equation (4.19): 
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ℎ𝑜1 − ℎ𝑜3 = 𝜓𝑈
2 (4.25) 

 

By substituting equations (4.24) and (4.25) in equation (4.23) the stage reaction can be 

expressed as: 

𝑅 = 1 −
𝑐𝑥
2

2𝜓𝑈2
(𝑡𝑎𝑛2𝛼2 − 𝑡𝑎𝑛

2𝛼1) 
(4.26) 

 

Using flow coefficient definition (∅ = 𝑐𝑥 𝑈⁄ ), the stage reaction can be written in terms of 

loading coefficient, flow coefficient, and flow angles as: 

𝑅 = 1 −
∅2

2𝜓
(𝑡𝑎𝑛2𝛼2 − 𝑡𝑎𝑛

2𝛼1) 
(4.27) 

 

The stage loading can also be defined in terms of tangential velocity and blade speed as: 

𝜓 =
∆𝐶𝜃
𝑈
=
𝑐𝑥(tan𝛼2 + tan𝛼3)

𝑈
= ∅(𝑡𝑎𝑛 𝛼2 + 𝑡𝑎𝑛 𝛼3) 

(4.28) 

 

Using equations (4.27) and (4.28) the stage loading can be expressed in another form as: 

𝜓 = 2(1 − 𝑅 + ∅𝑡𝑎𝑛𝛼1) (4.29) 

 

Equation (4.29) shows that high stage loading can be achieved using low reaction and high 

swirl angle. Also for fixed design parameters the designer can determine the flow angles and 

the velocity triangles can be constructed at mean line. The geometrical relations of velocity 

triangles can be used to identify absolute and relative angles as detailed by (Yahya 2010): 

tan𝛽2 = tan𝛼2 −
1

∅
 

(4.30) 

 



Chapter4: Axial Turbine Development Methodology 

 

97 | P a g e  

 

tan𝛽3 = tan𝛼3 +
1

∅
 

(4.31) 

 

The flow angles can also expressed in terms of ∅ and 𝜓 as: 

tan𝛽2 = (𝜓 − 2𝑅)/2∅ (4.32) 

 

tan𝛽3 = −(𝜓 + 2𝑅)/2∅ (4.33) 

 

The turbine stage performance can be determined in terms of total to total efficiency or total 

to static efficiency. Using equation (4.16) and the velocity triangles relations and enthalpy 

drop, the total to total efficiency can be written as: 

ɳ𝑡𝑡 =
ℎ𝑜1 − ℎ𝑜3
ℎ𝑜1 − ℎ3𝑠𝑠

=
ℎ1 − ℎ3
ℎ1 − ℎ3

+ (ℎ3 − ℎ3𝑠) + (ℎ3𝑠 − ℎ3𝑠𝑠)] 
(4.34) 

 

From thermodynamic second law and by applying the slope of constant pressure line on 

enthalpy- entropy diagram ((
𝜕ℎ

𝜕𝑠
) 𝑝 = 𝑇), the enthalpy change can be written as: 

∆ℎ = 𝑇∆𝑠 (4.35) 

 

Then: 

ℎ3𝑠 − ℎ3𝑠𝑠 = 𝑇3(𝑆3𝑠 − 𝑆3𝑠𝑠) (4.36) 

 

ℎ2 − ℎ2𝑠 = 𝑇2(𝑆2 − 𝑆2𝑠) (4.37) 

 

Mollier diagram (Figure 4.3 a) shows that (𝑆3𝑠 − 𝑆3𝑠𝑠) and (𝑆2 − 𝑆2𝑠) are equal and as a 

result, equations (4.36) and (4.37) can be written in one equation as: 
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ℎ3𝑠 − ℎ3𝑠𝑠 = (
𝑇3
𝑇2
)(ℎ2 − ℎ2𝑠) 

(4.38) 

 

Due to the flow irreversibility, the change in static enthalpy through the nozzle and rotor can 

be defined as (Dixon and Hall 2013): 

For nozzle:                                ℎ2 − ℎ2𝑠 =
1

2
𝑐2
2휁𝑁 (4.39) 

 

For rotor:                                  ℎ3 − ℎ3𝑠 =
1

2
𝑤3
2휁𝑅 (4.40) 

 

Where 휁𝑁 and 휁𝑅 are nozzle and rotor loss coefficients. 

Finally both total-to-total and total to static efficiencies can be determined as: 

휂𝑡𝑡 = [1 +
휁𝑅𝑤3

2 + 휁𝑁𝑐2
2 𝑇3 𝑇2⁄

2(ℎ1 − ℎ3)
]

−1

 
(4.41) 

 

휂𝑡𝑠 = [1 +
휁𝑅𝑤3

2 + 휁𝑁𝑐2
2 + 𝑐1

2

2(ℎ1 − ℎ3)
]

−1

 
(4.42) 

 

As can be seen from equation (4.41) and (4.42) the preliminary estimation of turbine 

efficiency relies on loss prediction. A detailed description of loss mechanism, classification, 

and prediction models are presented in section 4.10. 

For constant axial velocity, the blade height can be determined using mass flow rate through 

turbine stage: 

�̇� = 𝜌𝐴𝑥𝑐𝑥 (4.43) 

 

The annulus area 𝐴𝑥 can be calculated as: 

                                    𝐴𝑥 = 𝑚/𝜌𝑐𝑥 = 𝑚/𝜌∅𝑈 ≅ 2𝜋𝑟𝑚𝑏           (4.44) 
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Where 𝑏 is the blade height, and 𝑟𝑚 mean radius and they can be determined in terms of blade 

speed 𝑈 and rotational speed Ω: 

𝑟𝑚 = 𝑈 Ω⁄  (4.45) 

 

Then, 

𝑏 =
𝑚Ω̇

2𝜋𝜌∅𝑈2
 

(4.46) 

 

Once the blade height is determined, the blade chord length can be derived using the aspect 

ratio as: 

𝐴𝑠𝑝𝑒𝑐𝑡 𝑅𝑎𝑡𝑖𝑜 =
𝑏

𝐶
 

(4.47) 

 

The turbine blade pitch 𝑠 can be estimated using Zweifel’s correlation which defines blade 

solidity (𝑠 𝐶⁄ ) for minimum pressure loss. 

𝑍 = 2(
𝑠

𝐶
)𝑐𝑜𝑠2𝛽3(𝑡𝑎𝑛𝛽3 + 𝑡𝑎𝑛𝛽4) 

(4.48) 

 

According to Mustapha et al. (Moustapha 2003) the optimum value of Zweifel’s coefficient is 

in the range of 0.75-0.85 based on some turbine cascade experiments and due to the recent 

developments in turbine design optimization this value has increased to 1.0. 

Then, the number of blades can be estimated using optimum space to chord ratio as: 

𝑁 = [2𝜋𝑟 (𝐶/ (
𝑠

𝐶
)
𝑜𝑝𝑡
)⁄ ] 

(4.49) 
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Number of blades is one of the most critical parameters due to its significant impact on flow 

guidance and boundary layer thickness.  For the optimum flow guidance with minimum 

pressure loss the number of blades needs to be optimized in advanced design stages. The 

number of turbine stages can also be determined based on stage loading and available output 

work as: 

𝑁𝑠𝑡𝑎𝑔𝑒𝑠 ≥
�̇�

�̇�𝜓𝑈2
 

(4.50) 

 

Equation (4.50) shows clearly that the number of stages decreases with increasing the stage 

loading and the blade speed. Increasing stage loading and rotational speed to decrease the 

number of stages is restricted by stresses on the blade, material properties, and maximum 

Mach number. 

For effective aerodynamic design of blade aerofoil geometry, the matching between blade 

angles and flow angles are required. This can be achieved by calculating the required blade 

incidence angle. According to (Moustapha 2003), due to the turning of flow stream lines, the 

zero incidences cannot be achieved and there is an induced incidence angle instead. The 

induced incidence angle is estimated using some empirical data and there are few existing 

empirical correlations for incidence angle ( 𝑖 ) calculations. One of these correlations is 

introduced by (Moustapha 2003) as a function of inlet flow angle (𝛼𝑖𝑛) : 

𝑖 = 0.175. 𝛼𝑖𝑛 − 5.5𝑑𝑒𝑔. (4.51) 

 

Equation (4.51) is used as starting point and the designer must consider the incidence angle 

variations at off design conditions. The turbine performance is also affected by flow deviation 

which occurs as a result of the differences between metal and flow angles at blade exit. The 

flow deviation leads to change in turbine torque due to change in tangential velocity. The flow 
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deviation occurs as a result of boundary layer and the difference in stream lines pressure on 

both blade surfaces. 

Based on 1D mean line approach for axial turbine design, a Matlab programme was 

developed. In this code all design equations were employed to calculate all turbine geometric 

parameters and the turbine performance was predicted based on loss correlations. Figure 4.9 

shows the flow chart of the computer code developed for axial turbine design. 

Using this design code and in order to identify the output power and efficiency levels, the 

preliminary design was explored for a wide range of design parameters such as loading 

coefficient, flow coefficient, stage reaction, and hub/tip ratio to determine the final input 

parameters values for turbine sizing. In this code, the air was assumed as an ideal gas and the 

performance was predicted based on turbine loss models approach. The parametric study was 

also carried out based on thermodynamic analysis of compressed air storage system for the 

proposed distributed power cycle, the specification and operating conditions of small axial 

turbine are specified. The target output power is around 1 − 5kW with mass flow rate of 0.05-

0.2 kg/s. The total inlet pressure and temperature ranges are specified as 2-5 bar and 300-

350K. Using the previous specifications, the design aims to determine the rotational speed and 

detailed turbine geometry based on air as working fluid. Table (4.1) shows the design input 

parameters and the range of operating conditions which are based on low grade heat sources 

(Zhai, et al. 2009, Kang 2012, Tempesti, et al. 2012). 
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Figure 4.9 Meanline modelling code flow chart 
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Table 4-1 Turbine design input parameters 

Parameter Unit Range 

Total Inlet Pressure [bar] 2-6 

Total Inlet Temperature [K] 300-360 

Mass Flow Rate [kg/s] 0.05-0.2 

Flow Coefficient - 0.1-0.8 

Loading Coefficient - 0.1-1.4 

Hub –to- tip ratio - 0.2-0.7 

Reaction - 0.3-0.8 

Target Power kW 1-5 

Target Efficiency - 0.9 

 

4.6.2 Throughflow Design: 

In Throughflow design or 2D design method, the flow analysis is performed for both axial 

and radial directions. In this method, the velocity triangles are constructed at hub and tip to 

achieve optimum blade loading distribution along blade span. Throughflow analysis is carried 

out to overcome the impacts of flow properties variation along blade span-wise by varying 

velocity triangles at mean, hub, and tip to achieve twisted blade. The twisted blade is designed 

in case of long blades with low hub to tip ratio (around 0.4) where the flow properties 

variations are significant (Yahya 2010). The twisted blade design is called vortex blading or 

vortex theory for changing flow angles along the blade. Figure 4.10 shows the variations in 

pressure and velocity through turbine annulus (Cohen, et al. 1987) 
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Figure 4.10 Variations in pressure and velocity through turbine stage (Cohen, et al. 1987) 

 

For free vortex designs (zero vorticity) and by applying radial theory of fluid elements and for 

constant enthalpy drop and axial velocity, the flow along radial direction is governed by: 

𝑟𝐶𝜃 = 𝐶𝑜𝑛𝑠𝑡𝑎𝑡 (4.52) 

 

By applying equation (4.54) at hub, tip, and mean for rotor inlet and exit: 

𝑟ℎ𝐶𝜃2ℎ = 𝑟𝑡𝐶𝜃2𝑡 = 𝑟𝑚𝐶𝜃2𝑚 = 𝐶2 (4.53) 

 

𝑟ℎ𝐶𝜃3ℎ = 𝑟𝑡𝐶𝜃3𝑡 = 𝑟𝑚𝐶𝜃3𝑚 = 𝐶3 (4.54) 

 

For constant axial velocity𝑐𝑥: 

𝑐𝑥𝑚 = 𝑐𝑥ℎ = 𝑐𝑥𝑡 = 𝑐𝑥 (4.55) 

 

Then, the absolute and relative flow angles can be calculated using velocity triangles relations 

as (Yahya 2010): 
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At blade hub: 

𝑡𝑎𝑛𝛼2ℎ =
𝐶𝜃2ℎ
𝑐𝑥

=
𝐶2
𝑟ℎ𝑐𝑥

 
(4.56) 

 

𝑡𝑎𝑛𝛼3ℎ =
𝐶𝜃3ℎ
𝑐𝑥

=
𝐶3
𝑟ℎ𝑐𝑥

 
(4.57) 

 

𝑡𝑎𝑛𝛽2ℎ =
𝐶2
𝑟ℎ𝑐𝑥

−
𝑈ℎ
𝑐𝑥

 
(4.58) 

 

𝑡𝑎𝑛𝛽3ℎ =
𝐶3
𝑟ℎ𝑐𝑥

+
𝑈ℎ
𝑐𝑥

 
(4.59) 

 

At blade tip: 

𝑡𝑎𝑛𝛼2𝑡 =
𝐶𝜃2𝑡
𝑐𝑥

=
𝐶2
𝑟𝑡𝑐𝑥

 
(4.60) 

 

𝑡𝑎𝑛𝛼3𝑡 =
𝐶𝜃3𝑡
𝑐𝑥

=
𝐶3
𝑟𝑡𝑐𝑥

 
(4.61) 

 

𝑡𝑎𝑛𝛽2𝑡 =
𝐶2
𝑟𝑡𝑐𝑥

−
𝑈𝑡
𝑐𝑥

 
(4.62) 

 

𝑡𝑎𝑛𝛽3𝑡 =
𝐶3
𝑟𝑡𝑐𝑥

+
𝑈𝑡
𝑐𝑥

 
(4.63) 

 

4.6.3 CFD Turbine Modelling: 

Due to the internal flow complexity through axial turbine, computational fluid dynamics 

(CFD) modelling is performed for turbines. CFD simulation has become an effective tool for 

modern turbomachinery design and optimization with considerable improvements in 

performance levels and reduction of design time (Denton and Dawes 1998). 

The CFD is defined as numerical methodology for solving flow field partial differential 

equations (Navier-Stokes N-S) using computer simulation based on finite difference and finite 

volume approaches (Hirsch 2007). 
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Today, with the increase of computing power, CFD plays a major role in turbine aerodynamic 

design with high accuracy levels. Using CFD, the turbine can be modelled with single or 

multi-stage for both steady and transient flow. The importance of CFD modelling is that the 

designer can understand the complex flow through turbine passage and the design can be 

improved by studying the influence of geometry variation on turbine overall performance. 

This section explains the theory of computational fluid dynamics (CFD) as a powerful 

numerical tool for turbine design. 

4.6.3.1 Flow Governing Equations: 

In turbine CFD modelling, the flow is described by three governing equations which are 

known as conservation laws of physics (Elder, et al. 2003). These equations include: 

 Continuity Equation:                      
𝜕𝜌

𝜕𝑡
+ ∇. (𝜌�⃗⃗� ) = 0 (4.64) 

 

 Momentum Equation:    
𝜕(𝜌�⃗⃗� )

𝜕𝑡
+ ∇. (𝜌�⃗⃗� ⊗ �⃗⃗� ) = −∇𝑃 + ∇. 𝜏 + 𝑆𝑀⃗⃗⃗⃗  ⃗ 

(4.65) 

 

 Energy Equation:            
 𝜕(𝜌ℎ𝑜)

𝜕𝑡
−
𝜕𝑃

𝜕𝑡
+ ∇. (𝜌�⃗⃗� ℎ𝑜) = −∇. (𝜆∇𝑇) +

∇. (𝑈.⃗⃗  ⃗ 𝜏 ) 

(4.66) 

 

Where 𝜏 is the stress tensor and 𝑆𝑀 is the momentum source. 

  

4.6.3.2 Turbulence Modelling: 

Turbulence is the fluctuations in flow due to significant fluid inertia compared with flow 

viscosity. To enable considering the impact of turbulence on mean flow, an accurate turbulent 

model is required. The majority of turbulence models rely on eddy viscosity approach in 

which the turbulence solution is correlated with turbulent viscosity (Ansys 2009). 
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−𝜌𝑣𝑥𝑣𝑦̅̅ ̅̅ ̅̅ ̅̅ = 𝜇𝑡
𝜕𝑣𝑥
𝜕𝑦

 
(4.67) 

 

Where 𝜇𝑡 is the turbulent viscosity which needs to be predicted. 

 K-ε Turbulence Model: 

This model is the most commonly used model for turbulent flow modelling in many CFD 

applications. This Model defines the turbulence viscosity in terms of turbulent kinetic energy 

(𝑘) and turbulence dissipation rate (ε) as (Ansys 2009): 

𝜇𝑡 = 𝐶𝜇𝜌.
𝑘2

휀
 

(4.68) 

 

Where 𝐶𝜇 is the turbulence constant and the transport equations for 𝑘 and ε are: 

𝜕(𝜕𝑘)

𝜕𝑡
+ ∇(𝜌�⃗⃗� 𝑘) = ∇ [(𝜇 +

𝜇𝑡
𝜎𝑘
) ∇𝑘] + 𝑝𝑘 + 𝑝𝑘𝑏 − 𝜌휀 

(4.69) 

 

𝜕(𝜕휀)

𝜕𝑡
+ ∇(𝜌�⃗⃗� 휀) = ∇ [(𝜇 +

𝜇𝑡
𝜎𝜀
) ∇휀] +

휀

𝑘
[𝐶𝜀1(𝑝𝑘 + 𝑝𝑘𝑏) − 𝐶𝜀2𝜌휀] 

(4.70) 

Where 𝐶𝜀  and 𝜎 are constants, 𝑝𝑘  is the turbulence production due to viscosity and can be 

calculated as: 

𝑝𝑘 = 𝜇𝑡∇�⃗⃗� . (∇�⃗⃗� + ∇�⃗⃗� 
𝑇) −

2

3
∇. �⃗⃗� (3𝜇𝑡∇. �⃗⃗� + 𝜌𝑘) 

(4.71) 

 

And (𝑝𝑘𝑏, 𝑝𝜀𝑏) are factors of buoyancy force and can be estimated as (Ansys 2009):  

For full buoyancy model: 

𝑝𝑘 =
𝜇𝑡
𝜌𝜎𝑃

𝑔. ∇𝜌 
(4.72) 

 

And for Boussinesq buoyancy: 



Chapter4: Axial Turbine Development Methodology 

 

108 | P a g e  

 

𝑝𝑘 =
𝜇𝑡
𝜌𝜎𝑃

𝛽. 𝑔. ∇𝜌 
(4.73) 

 

𝑝𝜀𝑏 is expressed as a function of 𝑝𝑘𝑏 as: 

𝑝𝜀𝑏 = 𝐶3𝑚𝑎𝑥(0, 𝑝𝑘𝑏) (4.74) 

 

Where 𝐶3 is the dissipation coefficient. 

 K-ω Turbulence Model: 

K-ω model was developed by (Wilcox 1998) and in this model the turbulence viscosity is 

calculated based on kinetic energy (k) and turbulent frequency (ω) as: 

𝜇𝑡 = 𝜌
𝑘

𝜔
 

(4.75) 

 

The K and ω transport equations are: 

𝜕(𝜕𝑘)

𝜕𝑡
+ ∇(𝜌�⃗⃗� 𝑘) = ∇ [(𝜇 +

𝜇𝑡
𝜎𝑘
) ∇𝑘] + 𝑃𝑘 + 𝑃𝑘𝑏 − 𝛽

′𝜌𝜔 
(4.76) 

 

𝜕(𝜕𝜔)

𝜕𝑡
+ ∇(𝜌�⃗⃗� 𝜔) = ∇ [(𝜇 +

𝜇𝑡
𝜎𝜔
)∇𝜔] + 𝛼

𝜔

𝑘
𝑃𝑘 + 𝑃𝜔𝑏) − 𝛽𝜌𝑘𝜔] 

(4.77) 

 

In equation (4.78) 𝑃𝜔𝑏 is determined by: 

𝑃𝜔𝑏 =
𝜔

𝑘
[(𝛼 + 1)𝐶3. max(0, 𝑃𝑘𝑏) − 𝑃𝑘𝑏] 

 

(4.78) 

 

 Shear Stress Transport (SST) Model: 

This model is developed for more accurate prediction of the flow separation due to adverse 

pressure gradient. This model is recommended for good near wall treatment. The SST 

turbulence model combines both 𝑘 − 휀  and 𝑘 − 𝜔  elements with an implementation of 
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blending function (𝐹𝑙) for transition region treatment (Ansys 2009). As a result of combining 

two turbulent models, SST model is considered as reliable, accurate, and stable turbulence 

model and as a result this model was used in turbine CFD modelling. A new dissipation term 

is generated from the combination of 𝑘 − 휀 and 𝑘 − 𝜔 as: 

2(1 − 𝐹𝑙)𝜎𝜔2
1

𝜔
 
𝜕𝑘

𝜕𝑥𝑗
 
𝜕𝜔

𝜕𝑥𝑗
 

(4.79) 

  

4.7 CFD Axial Turbine Modelling Using ANSYS CFX16.2: 

The main goal of turbine CFD modelling is to improve 1D mean line design output through 

simulating different turbine designs. Turbine performance map can be generated to predict the 

efficiency and output power for different operating conditions. In this research 3D CFD 

simulation of axial turbine was conducted using ANSYS CFX 16.2 and Figure 4.11 describes 

the general procedure used for axial turbine CFD modelling using. 

Using ANSYS both aerodynamic and structural analysis were performed. The detailed 

geometry of turbine blade is defined through CFX-BladeGen for both stator and rotor. Once 

the turbine blade geometry is defined, the fluid domain is discretised using CFX TurboGrid 

into cells. The flow is solved as 3D steady, compressible, and adiabatic using CFX solver. 

This section explains the methodology of axial turbine CFD modelling using ANSYS CFX 16. 
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Figure 4.11 Procedures of axial Turbine CFD modelling using ANSYS CFX 16 

 

4.7.1 CFX BladeGen: 

Based on 1D mean line modelling, the initial geometry parameters are defined. These 

parameters include blade metal angles, stagger angle, chord, tip radius, hub radius, and 

leading and trailing edge radii. Using these parameters, the blade geometry can be generated 

in CFX- BladeGen model. Figure 4.12 shows the turbine stage generated using CFX- 

BladeGen. 
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Figure 4.12  Axial turbine stage generated using BladeGen. 

 

4.7.2 CFX-TurboGrid: 

Once the blade profile is generated using BladeGen, the blade was exported to CFX-

TurboGrid for domain meshing. In TurboGrid the Optimized Automatic Topology was 

selected and structured hexahedral cell mesh was generated. The blade Reynolds number was 

calculated at design point in order to check the y
+
 values (y

+
 =1) to ensure the proper size of 

the mesh near walls (Ansys 2009). Figure 4.13 shows the generated mesh for both stator and 

rotor. Also the mesh sensitivity analysis was conducted to check mesh independency of flow 

solution as shown in Figure 4.14. As can be seen the mesh sensitivity analysis shows the 

turbine total efficiency remains constant when the number of grid cells exceeds 650000 

indicating that the solution is not affected by the number of mesh cells. 
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Figure 4.13 Mesh generation (Fine 650,000 cells) 

 

Figure 4.14 Grid sensitivity analysis based on total-total efficiency 
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4.7.3 CFX-Pre: 

CFX-Pre is the tool for simulation setup where turbine boundary conditions for inlet and 

outlet, working fluid properties and turbulence model are defined. Once the boundary 

conditions are setup, the different interferences and periodic boundaries are defined using 

Turbo-Mode tool. The boundary conditions of axial turbine stage are shown in Figure 4.15. 

The boundary conditions are set as total pressure at inlet and static pressure at turbine outlet. 

The blade surfaces of both stator and rotor are set as no wall slip condition and the rotor blade 

wall is treated as rotating wall. The interactions between stationary domain and rotating 

domain are modelled using stage interference.  Shear Stress Transport (SST) turbulent model 

was chosen for the simulation due to its capability of near-wall treatment and it is 

recommended for turbomachinery modelling (Rhie and Chow 1983, ANSYS 2014, Rahbar, 

Mahmoud et al. 2014). The inlet and outlet computational domains were reduced from -35 

mm to -20 mm for the inlet and from 45 mm to 30 mm for the outlet to save the 

computational time with a reduction in total to static efficiency by only 0.12% and for more 

precise results longer domains are recommended.   

 

Figure 4.15 CFD axial turbine stage boundary conditions 
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4.7.4 CFX-Solver: 

Once all solver parameters are specified in CFX-Pre, a detailed definition file was created and 

this file contains all the information required for starting the solution. Using CFX-Solver, the 

user can start/stop the solution, performing parallel calculation, and monitoring solution 

progress. CFX-Solver allows the designer to initialize the solution and start solving flow 

governing equations. For solution convergence, CFX-Solver plots the residuals in solver 

window and the solution finishes when the residuals are converged to target convergence limit. 

For all solutions in this thesis the convergence residual value was 10
-5

. 

4.4.5 CFX-Post: 

This module is a graphical tool for presenting the simulation results. In CFX-Solver all 

simulation results are written in a special file and this file is used by CFX-Post to present the 

simulation results. Using the Turbo-Mode in CFX-Post, the axial turbine simulation results 

can be generated in a variety of charts, graphs, and contours like blade loading, Mach number 

distribution, velocity vectors, pressure contours, and blade to blade plot. Furthermore, the 

detailed axial turbine performance report can be generated using Turbo- Mode templates. 

4.8 Turbine Mechanical Design: 

The design aspects of turbine blade include two phases: Blade aerodynamic design and blade 

structural design. The structural analysis aims to ensure that the aerodynamic design can 

withstand the different loads generated during turbine operation. These loads include 

centrifugal loads and gas bending loads which cause stresses acting on turbine rotor (Gorla 

and Khan 2003). There are also stresses due to rotor vibration which are responsible for 

failures in some cases. These stresses are considered as limiting factors for turbine 

aerodynamic design where the centrifugal stresses are correlated to the rotational speed and 
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annulus area whereas the gas bending stresses are connected to number of blades, blade height, 

and specific work (Cohen, et al. 1987). 

4.8.1 Turbine Blade Stress: 

The axial turbine rotor experiences three main stresses which include: 

 Centrifugal Tensile Stress: this stress arises due to rotational speed and it is 

considered as the largest. 

 Gas Bending Stress: this type of stress arises as a result of change in gas angular 

momentum which causes bending moment around axial axis (Cohen, Rogers et al. 

1987). 

 

Figure 4.16 turbine rotor blade element 
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For the blade element shown in  

Figure 4.16, the change in centrifugal force is given by (Cohen, Rogers et al. 1987): 

dFc = −Ω
2rdm (4.80) 

 

 

𝑑𝑚 = 𝜌𝑚𝐴𝑑𝑟 (4.81) 

 

 

𝑑𝜎𝑐
𝜌𝑚

=
𝑑𝐹𝑐
𝜌𝑚𝐴

=
−Ω2𝑟𝑑𝑚

𝜌𝑚𝐴
= −Ω2𝑟𝑑𝑟 

(4.82) 

 

 

Then, 
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𝑑𝜎𝑐
𝜌𝑚

= Ω2∫ 𝑟𝑑𝑟 =
𝑈𝑡
2

2

𝑟𝑡

𝑟ℎ

[1 − (
𝑟ℎ
𝑟𝑡
)
2

] 
(4.83) 

 

For tapered blades: 

𝑑𝜎𝑐
𝜌𝑚

=
𝑘𝑈𝑡

2

2
[1 − (

𝑟ℎ
𝑟𝑡
)
2

] 
(4.84) 

 

Where 𝑘 is the blade taper ratio and it is a ratio between the stress of tapered blade at root to 

the stress of un-tapered blade at root. 

The gas bending stress is calculated as a function of axial pressure force which causes 

bending moment in axial direction. 

𝐹𝑥 =
(𝑃2 − 𝑃3). 2𝜋. ℎ

𝑁
 

(4.85) 

 

According to (Cohen, Rogers et al. 1987) the maximum approximation value of gas bending 

stress is: 

(𝜎𝑔𝑏)𝑚𝑎𝑥
=
𝑚(𝐶𝑤2𝑚 + 𝐶𝑤3𝑚)

𝑁
×
𝑏

2
×
1

𝑧𝑐3
 

(4.86) 

Where 𝑁 is the number of blades, 𝑧 is blade section modulus and  𝑏 blade height. 

For blade section modulus z calculation, there is a general approximation rule developed by 

Ainely and published by (Cohen, Rogers et al. 1987) for zero incidence as shown in Figure 

4.17. 
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Figure 4.17 Approximation rule for section modulus (Cohen, et al. 1987) 

 

4.8.2 Rotor Disk Stresses: 

The stresses on rotor disk are estimated based on the stresses generated by rotor blades. The 

total forces which are created by rotor blades can be calculated using estimated stress by 

(Cohen, et al. 1987): 

𝐹𝑏𝑙𝑎𝑑𝑒𝑠 = 𝑁 𝜎𝑐 [𝑐ℎ. 𝑡𝑚𝑎𝑥] (4.87) 

 

           𝜎𝑑𝑖𝑠𝑘 =
𝐹𝑏𝑙𝑎𝑑𝑒𝑠
2𝜋 𝑟ℎ𝑐ℎ

 
(4.88) 

 

Where N is the number of blades, 𝑐ℎ  is the blade chord at hup, and 𝑡𝑚𝑎𝑥  is the blade 

maximum thickness. 
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4.8.3 Shaft Design: 

The shaft is a round bar which carries the rotating turbine blades. It is supported by rolling 

bearings to carry the loads at the desired shaft speed. The shaft end is connected with flanges 

for torque transmission by coupling. The initial shaft diameter is estimated based on 

transmitted torque and material strength of the shaft as described by (Klebanov, et al. 2007): 

𝑑 ≅ (5 𝑡𝑜 6)√
𝑇

𝑆𝑢

3

 

(4.89) 

 

Where T is the transmitted torque and 𝑆𝑢 is the tensile strength of shaft material. 

Then the bending vibration of the shaft can be estimated as: 

𝑓𝑛 =
𝜋𝑛2

2𝐿2
√
𝐸𝐼𝑔

𝐴𝛾
 

(4.90) 

Where 𝑛 is the number of mode shapes, 𝐿 is the distance between bearings, 𝐴 is the shaft 

cross section area, 𝛾 is material specific weight, and 𝐼 is shaft moment of inertia. 

4.9 FEA Modelling Using ANSYS 16.2: 

In axial turbines, the rotor experiences mechanical and aerodynamic loads. Rotor structural 

analysis is required to ensure that the rotor can withstand these loads during turbine operation. 

The static structure analysis of the turbine rotor was conducted using finite element method 

(FEM) in ANSYS16.2. This analysis aims to identify the limits of blade tip deformation and 

total Von-Mises stresses at blade root to ensure that these values are within materials yields 

limits. 
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4.9.1 Structural Model Geometry: 

In the structural model, the blade geometry is generated in BladeGen and then the geometry is 

transferred to ANSYS mechanical model to define material properties and to mesh turbine 

domain as shown in Figure 4.18. 

 

Figure 4.18 Blade mesh for FEA 

4.9.2 Properties of Turbine Materials: 

In ANSYS mechanical model, Engineering Data cell is used to define the material properties. 

The main properties required for structural analysis include material density, coefficient of 

thermal expansion, modulus of elasticity, Poisson’s ratio, yield strength, and tensile ultimate 

strength.  
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4.9.3 Rotor Turbine Loads: 

Axial Turbine rotor is subjected to many loads during turbine operation mode. These loads are 

caused by temperature, pressure, and rotational speed. In static structure, these loads are 

modelled based on CFX simulation results where the aerodynamic pressure force on blade 

and thermal loads due to increase in temperature are transferred to static structural model and 

solved for equivalent Von-Mises stress and total deformation. Next the effects of rotational 

speed on turbine rotor blades are simulated by duplicating static structural model and 

specifying the magnitude and direction of rotational speed then the total deformation and 

stresses are determined. 

 

Figure 4.19 Loads on turbine Blade 

 

4.10 Fullcure 720 Experimental Testing: 

The 3D printing material Fullcure 720 (multipurpose Polymer) is selected as cost effective, 

fast, and efficient way for turbine manufacturing. Table 4-2 provides the properties of 

Fullcure720 materials. 
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Table 4-2  Fullcure 720 material properties 

Properties Unit Value 

Tensile Strength MPa 60.3 

Elongation at break % 15-25 

Modulus of Elasticity MPa 2,870 

Flexural Strength MPa 75.8 

Flexural Modulus MPa 1,718 

Compression Strength MPa 84.3 

T °C 48.7 

 

In order to ensure the material can be used for functional applications, tensile testing was 

carried out using Instron machine for the Fullcure 720 specimen as shown in Figure 4.20. The 

Fullcure720 specimen was pulled in the tensile machine with displacement rate of 1mm/min 

and load of 1kN at ambient temperature. The specimen dimensions are specified based on 

D638-03 Standard Test Method with dog-bone shape as shown in Figure 4.21. Based on tensile 

test results, the stress-strain curve of Fullcure 720 was obtained as shown in Figure 4.22 and the 

maximum tensile strength was 55.47 MPa.  
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Figure 4.20 Fullcure720 tensile testing 

 

Figure 4.21 Photograph of tensile testing specimen 
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Figure 4.22 Stress-strain curve for Fullcure720 material 

 

4.11 Axial Turbine Performance Estimation using Loss Models: 

There are numerous preliminary approaches for axial turbine performance estimation. The 

well-known method for axial turbine performance estimation was introduced by Ainely and 

Mathieson (Ainley and Mathieson 1951). This method relies on loss prediction for the 

determination of axial turbine efficiency. Ainely and Mathieson method for efficiency 

prediction was improved by many researchers through considering the impacts of some 

parameters which were not included in this method like Mach number, Reynolds number, and 

blade aspect ratio (Dunham and Came 1970). 

Smith (1965) and Balje et al. (1968) developed different methods which can be used in early 

design stage for axial turbine performance prediction. These methods were based on overall 

design parameters like stage loading and flow coefficient. 
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According to (Craig and Cox 1970) and (Dunham and Came 1970), the use of traditional 

performance estimation methods in steam turbine design leads to unsuccessful results and 

improvements for loss predictions is required. These methods have been developed for 

large scale turbines, but as turbine sizes become smaller the effect of aerodynamic losses 

becomes more significant, therefore, the development of more accurate loss prediction 

models is required for small scale turbines (Bullock 1964, Benner, et al. 1997). 

Furthermore, small scale turbines are working with small amount of mass flow rate which 

leads to small blade height leading to higher rotational speed and aerodynamic losses 

(Klonowicz, et al. 2014). 

In this study the losses were predicted using conventional approach in early design stage then 

CFD axial turbine modelling was used to predict the losses through turbine stage. The CFD 

predicted losses were compared to the results of conventional prediction methods in order to 

decide which loss model is applicable for small scale axial turbines. 

4.11.1 Axial Turbine Losses: 

Axial turbine designer needs to understand the mechanism of losses, and loss prediction 

models in order to refine turbine design using CFD modelling and optimization tools. This 

section explains in detail the loss developments in axial turbines. Efficient axial turbine 

design requires understanding of the aerodynamic losses generated due to the complex 3-D 

viscous flow through the turbine. These losses are illustrated in Figure 4.23 and their 

breakdown is shown in Figure 4.24. The various losses are described in the following sections. 
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Figure 4.23 Loss sources in axial turbine (Moustapha 2003) 

 

Figure 4.24 Axial turbine loss breakdown (Horlock 1966) 
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4.11.1.1 Profile Loss: 

This loss is generated due to skin friction of the viscos flow along turbine passage and 

depends on flow velocity, contact surface area, surface roughness, Reynolds and Mach 

numbers. Profile losses are usually referred to entropy generation inside inner part of 

boundary layer which depends on the geometry of turbine blade itself (Hummel, et al. 2005). 

4.11.1.2 Secondary Loss: 

This type of loss occurs near the end walls boundary layer where the flow is turned due to 

pressure gradient and flow vortices are generated as a result of mixing secondary flow and 

main flow. These vortices are located in a region lower than main flow and lead to 

boundary layer rolling up as shown in Figure 4.25. The secondary flow also affects the 

flow on blade suction side where the vortices are generated at leading edge and developed 

along blade span. A detailed description of secondary flow and boundary layer rolling up 

was provided by (Klein 1966). 

 

Figure 4.25 (a) Klein end wall flow model (Langston, et al. 1977) (b) Langston flow model 

(Klein 1966). 
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4.11.1.3 Tip Clearance Loss: 

This loss occurs due to the gap between turbine casing and moving blade and as a result of 

pressure difference the fluid leaks from the pressure side to the suction side. In tip 

clearance regions, the leakage flow mixes with secondary flow generating vortices at 

blade tip.  In the case of shrouded blades, there is no flow path between pressure and 

suction sides of the blade but the flow leaks from leading edge to trailing edge. Figure 

4.26 shows a comparison between shrouded and unshrouded blades. This typical 

comparison shows that in shrouded turbines an increase of 1% of clearance-span ratio 

leads to a reduction in efficiency by 2% but in the case of shrouded blades the reduction in 

turbine efficiency is 1%. However, the shroud increases the blade weight and stresses. As 

a result, shrouds are not applicable in small scale turbines (Moustapha 2003). 

 

Figure 4.26 Efficiency variations with tip clearance (Moustapha 2003). 
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4.11.2 Axial Turbine Loss Coefficients: 

In order to assess the losses occurring during expansion through the turbine (Figure 4.27), 

there are loss coefficients which are related to the reduction in flow enthalpy compared with 

isentropic enthalpy (Wei 2000). These loss coefficients include pressure, energy, and entropy 

and are described in the following subsections.  

 

 

 

 

 

 

 

 

 

Figure 4.27 Enthalpy-entropy diagram for turbine expansion process 

 

4.11.2.1 Pressure Loss Coefficient: 

This loss coefficient is used to estimate the losses using stagnation pressure through 

turbine passage. It is the most common loss coefficient due to the fact that pressure loss 

can be calculated directly from the data obtained from cascade test using the following 

relations (Wei 2000): 

For stator:                                 Y Stator =
(Po1−Po2)

(Po2−P2)
 (4.91) 
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For rotor:                                 Y Rotor =
(Po2 rel−Po3 rel)

(Po1 rel−P3)
 (4.92) 

 

4.11.2.2 Energy Loss Coefficient: 

Based on 1
st
 law of thermodynamics this coefficient defines the amount of energy that 

does not contribute to the generated work. This loss coefficient is another method for 

defining turbine efficiency. 

 

For stator:                                  YStator =
h2−h2S

ℎ𝑜1−ℎ2
 (4.93) 

 

 

For rotor:                                Y Rotor =
h3−h3S

ℎ𝑜2,𝑟𝑒𝑙−ℎ3
 (4.94) 

 

 

Using Enthalpy- entropy diagram shown in Figure 4.27: 

ℎ𝑜1 − ℎ2 = ℎ2 +
1

2
𝐶2
2 − ℎ2 =

1

2
𝐶2
2 

(4.95) 

 

ℎ𝑜2𝑟𝑒𝑙 − ℎ3 = ℎ3 +
1

2
𝑤3
2 − ℎ3 =

1

2
𝑤2
2 

(4.96) 

 

Using equations (4.95) and (4.96), YStator and Y Rotor can be expressed as: 

YStator =
(h2 − h2S)

1

2
C2s
2

 
(4.97) 
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 Y Rotor =
(h3 − h3S)

1

2
W3s
2

 
(4.98) 

4.11.2.3 Entropy Loss Coefficient: 

This coefficient is another method for defining isentropic efficiency and it is expressed in 

terms of entropy change instead of enthalpy change based on second law of thermodynamics. 

YStator =
(S2 − S1). T3

1

2
C2
2

 
(4.99) 

 

YRotor =
(S3 − S2). T3

1

2
W3
2

 
(4.100) 

 

According to (Denton 1993) the energy and pressure losses are satisfactory in the case of 

cascade tests, but in rotating blades the pressure and enthalpy vary along blade span and as a 

result the entropy generation is the effective approach for loss measurement. 

The total loss coefficient (𝑌𝑡𝑜𝑡𝑎𝑙) can be converted into kinetic energy loss as (Moustapha, et 

al. 1990): 

𝒀𝒕𝒐𝒕𝒂𝒍 =
[𝟏 −

𝜸−𝟏

𝟐
𝑀2(

𝟏

∅𝟐
− 𝟏)]

−(
𝜸

𝜸−𝟏
)

− 𝟏

𝟏 − (𝟏 +
𝜸−𝟏

𝟐
𝑀2)

−(
𝜸

𝜸−𝟏
)

 

(4.101) 

 

Also, the total loss can be expressed in terms of blade aerodynamic characteristics as 

following (Fielding 2000): 

𝑌𝑡𝑜𝑡𝑎𝑙 =
𝐶𝐷 . (

𝐶

𝑆
) . 𝐶𝑜𝑠2(𝛼2)

𝐶𝑜𝑠3(𝛼𝑚)
 

 

(4.102) 
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      CL =
L

1

2
ρV∞2C

 
(4.103) 

 

C𝐷 =
D

1

2
ρV∞2C

 
(4.104) 

 

 

4.11.3 Existing Loss Prediction Correlations: 

Due to the importance of turbine efficiency, there are significant efforts carried out to improve 

turbine efficiency. The efficiency improvements are related to the developments in numerical 

and experimental techniques for turbine design and testing. Axial turbine efficiency is 

affected by losses generation due to 3D complicated flow through the turbine passage, tip 

leakage, boundary layer, and secondary flow. 

The estimation of turbine efficiency is correlated with the losses prediction models. There are 

several losses prediction correlations which are developed based on cascade tests of 

conventional turbines (Denton 1993). These empirical correlations for losses prediction can 

be used in 1D mean line modelling to optimize the design by varying the turbine’s geometric 

parameters. For further minimization of turbine losses 3D CFD simulation with design 

optimization can be effective for efficient turbine design. The common loss prediction 

methods in axial turbine are described in the following subsections. 

4.11.3.1 Soderberg Model: 

Soderberg (1949) developed a correlation for quick losses prediction in early design stage for 

total profile and secondary losses. The profile losses were given as a function of blade 

deflection and secondary losses were given as a function of blade aspect ratio. The total loss 

coefficients of the turbine stage are expressed as: 
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For nozzle:       YStator = (
105

Re
)
1
4⁄

[(1 + ζ∗) (0.993 + 0.075
l

H
) − 1] 

 

(4.105) 

 

For rotor:        YRotor = (
105

Re
)
1
4⁄

[(1 + ζ∗) (0.975 + 0.075
l

H
) − 1] 

(4.106) 

 

 

Where  ζ∗ is the nominal loss factor given as function of blade deflection (휀): 

ζ∗ = 0.04 + 0.06 (
ε

100
)
2

 
(4.107) 

 

The tip leakage loss is not considered in this Soderberg’s correlation and as a result this 

approach was criticized by many turbine researchers (Wei 2000). 

4.11.3.2 Ainely& Mathieson Model: 

This model was developed by (Ainley and Mathieson 1951) and it is considered as the most 

common approach for loss prediction in axial turbines. This method was based on simplified 

assumptions and tests of typical gas turbine blades developed in the 50’s with large cross 

sections (Sieverding 1985). For simplicity, this method neglected the impacts of Mach 

number and flow outlet angles on turbine performance. The total losses are equal to the sum 

of profile, secondary, and tip clearance losses as: 

𝑌𝑡𝑜𝑡𝑎𝑙 = (𝑌𝑃 + 𝑌𝑆 + 𝑌𝑇𝑙)𝜒𝑇𝑒 (4.108) 

 

Where 𝜒𝑇𝑒 is the trailing edge correction factor and can be estimated using charts which is 

provided by Ainely and Mathieson (Ainley and Mathieson 1951). 
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The profile losses 𝑌𝑃 can be calculated using an empirical correlation which is based on charts 

provided by Ainely and Mathieson for different pitch to chord ratios. The profile losses at 

zero incidence angles can be calculated as: 

𝑌𝑃(𝑖=0) = {𝑌𝑃(𝛼𝑖𝑛
′ =0) + (

𝛼𝑖𝑛
′

𝛼𝑜𝑢𝑡
)

2

[𝑌𝑃(𝛼𝑖𝑛
′ =𝛼𝑜𝑢𝑡)

− 𝑌𝑃(𝛼𝑖𝑛
′ =0)]}(

𝑡𝑚𝑎𝑥
𝑙⁄

0.2
)

𝛼𝑖𝑛
′

𝛼𝑜𝑢𝑡

 

(4.109) 

Where 𝑌𝑃(𝑖=0)  represents the profile losses at zero incidence (design point) and final total 

profile losses can be calculated as: 

𝑌𝑃 = 𝑋𝑖 ∗ 𝑌𝑃(𝑖=0) (4.110) 

 

Where 𝑋𝑖  is incidence correction factor and it can be estimated using charts provided by 

Ainely and Mathieson (Ainley and Mathieson 1951). 

For secondary losses (𝑌𝑆) estimation, Ainley and Mathieson (1951) developed a correlation 

which expresses the secondary losses as a function of blade turning as: 

𝑌𝑠 = 𝜆(
𝐶𝐿
𝑡
𝑙⁄
)

2

(
𝑐𝑜𝑠2𝛼𝑜𝑢𝑡
𝑐𝑜𝑠3𝛼𝑚

) 

(4.111) 

 

𝜆 in this equation is a parameter which measures the flow acceleration through turbine blades 

and can be estimated using charts. CL is the lift coefficient and according to (Xiao, et al. 2001) 

it can be calculated by: 

𝐶𝐿 = 2
𝑡

𝑙
(𝑡𝑎𝑛𝛼𝑖𝑛 − 𝑡𝑎𝑛𝛼𝑜𝑢𝑡)𝑐𝑜𝑠𝛼𝑚 (4.112) 

 

The 𝛼𝑚 is the flow mean angle and can be calculated as: 
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𝛼𝑚 = tan
−1[(𝑡𝑎𝑛𝛼𝑖𝑛 + 𝑡𝑎𝑛𝛼𝑜𝑢𝑡)] (4.113) 

 

The tip leakage losses 𝑌𝑇𝑙   can be estimated using the following correlation (Ainley and 

Mathieson 1951): 

𝑌𝑇𝑙 = 4𝐵
𝜏

ℎ
 [𝑡𝑎𝑛𝛼𝑖𝑛 − 𝑡𝑎𝑛𝛼𝑜𝑢𝑡]

2 [
𝑐𝑜𝑠2𝛼𝑜𝑢𝑡
𝑐𝑜𝑠𝛼𝑚

] (4.114) 

 

Where 𝜏 represents the clearance gap, ℎ is the annulus height, and 𝐵 is a constant equals to 

0.25 for shrouded blades and 0.5 for unshrouded blades. 

4.11.3.3 Dunham & Came Model: 

The Ainely & Mathieson approach was refined by (Dunham and Came 1970) by considering 

the influence of Reynolds number on turbine losses generation. This model was developed 

based on a comparison between new test data for 25 turbines against Ainely and Mathieson 

method. This comparison showed that the results of Ainely and Mathieson model were 

acceptable for large scale turbines and unsuccessful in the case of smaller turbines (Wei 2000). 

Dunham and Came (1970) defined the total losses as: 

𝑌𝑡𝑜𝑡𝑎𝑙 = ((𝑌𝑃 + 𝑌𝑆) (
𝑅𝑒

2 × 105
)
−0.2

+ 𝑌𝑇𝑙)𝜒𝑇𝑒 (4.115) 

 

The profile loss (𝑌𝑃) was improved in this approach by considering the Mach number impact 

as: 

𝑌𝑃 = [1 + 60(𝑀𝑜𝑢𝑡 − 1)
2]𝜒𝑖𝑌𝑃(𝑖=0) (4.116) 

 

The secondary losses estimation was also modified for better aspect ratio consideration into: 
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𝑌𝑠 = 0.0334(
𝑙

𝐻
)[4(𝑡𝑎𝑛𝛼𝑖𝑛 − 𝑡𝑎𝑛𝛼𝑜𝑢𝑡)

2] (
𝑐𝑜𝑠2𝛼𝑜𝑢𝑡
𝑐𝑜𝑠𝛼𝑚

)(
𝑐𝑜𝑠𝛼𝑜𝑢𝑡
𝑐𝑜𝑠𝛼𝑖𝑛

′ ) (4.117) 

 

In this method, the tip leakage losses was expressed as power function instead of the Ainely 

& Mathieson linear function as: 

𝑌𝑇𝑙 = 𝐵
𝑙

ℎ
(
𝜏

𝑙
)
0.78

4(𝑡𝑎𝑛𝛼𝑖𝑛 − 𝑡𝑎𝑛𝛼𝑜𝑢𝑡)
2 (
𝑐𝑜𝑠2𝛼𝑜𝑢𝑡
𝑐𝑜𝑠𝛼𝑚

) (4.118) 

 

Using this correlation the constant 𝐵 equals 0.47 for unshrouded blade and 0.37 for shrouded 

blade. 

4.11.3.4 Kacker & Okapuu Model: 

In this model the Ainely and Mathieson losses model was updated by (Kacker and Okapuu 

1982) by considering the influence of compressibility and shock. Furthermore, the trailing 

edge effect was developed as a separate loss component in their total loss model as: 

𝑌𝑡𝑜𝑡𝑎𝑙 = 𝜒𝑅𝑒𝑌𝑃 + 𝑌𝑠 + 𝑌𝑇𝐼 + 𝑌𝑇𝑒 (4.119) 

 

𝜒𝑅𝑒 is a correction factor and can be calculated using the following equation: 

 

 

 

 

The profile losses in this scheme are calculated as: 

𝑌𝑃 = 0.914 (
2

3
𝐾𝑃𝜒𝑖𝑌𝑃(𝑖=0) + 𝑌𝑠ℎ𝑜𝑐𝑘) (4.121) 

Where 𝐾𝑃 represents Mach number factor and estimated as: 

𝜒𝑅𝑒 = 

(
𝑅𝑒

2 × 105
)
−0.4

    𝑅𝑒 ≤ 2 × 10
5 

(
𝑅𝑒
106

)
−0.2

    𝑅𝑒 > 10
6 

1.0                      2 × 105 > 𝑅𝑒 < 10
6   (4.120) 
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𝐾𝑃 = 1 − 1.25(𝑀𝑜𝑢𝑡 − 0.2) (
𝑀𝑖𝑛
𝑀𝑜𝑢𝑡

)
2

 (4.122) 

 

𝑌𝑠ℎ𝑜𝑐𝑘 is the loss due to shocks calculated using the following correlation: 

𝑌𝑠ℎ𝑜𝑐𝑘 = 0.75(𝑀𝑖𝑛,𝐻 − 0.4)
1.75

(
𝑟𝐻
𝑟𝑇
) (
𝑃𝑖𝑛
𝑃𝑜𝑢𝑡

) 
1 − (1 +

𝛾−1

2
𝑀𝑖𝑛
2 )

𝛾

𝛾−1

1 − (1 +
𝛾−1

2
𝑀𝑜𝑢𝑡
2 )

𝛾

𝛾−1

 (4.123) 

 

Where 𝑀𝑖𝑛,𝐻 is the inlet Mach number at blade hub and can be calculated as: 

𝑀𝑖𝑛,𝐻 = 𝑀𝑖𝑛 (1 + 𝐾 |
𝑟𝐻
𝑟𝑇
− 1|

2.2

) (4.124) 

 

Where K is constant equals to 1.8 for nozzle and 5.2 for rotor. 

The secondary losses prediction using Dunham & Came system was refined by Kacker and 

Okapuu by considering the influences of flow compressibility and aspect ratio as: 

𝑌𝑠 = 0.04 (
𝑙

𝐻
)𝜒𝐴𝑅[4(𝑡𝑎𝑛𝛼𝑖𝑛 − 𝑡𝑎𝑛𝛼𝑜𝑢𝑡)

2] (
𝑐𝑜𝑠2𝛼𝑜𝑢𝑡
𝑐𝑜𝑠𝛼𝑚 

)(
𝑐𝑜𝑠𝛼𝑜𝑢𝑡
𝑐𝑜𝑠𝛼𝑖𝑛

′ ) [1

− (
𝑙𝑥
𝐻
)
2

(1 − 𝐾𝑃)] 

(4.125) 

 

Where 𝜒𝐴𝑅 is aspect ratio coefficient and estimated as: 

 

 

 

 

The trailing edge loss coefficient can be calculated as: 

𝜒𝐴𝑅=  

1 − 0.25 2 − 𝐻
𝑙⁄  

1 

(4.126) 
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𝑌𝑇𝑒 =
[1 +

𝛾−1

2
𝑀𝑜𝑢𝑡
2 (

1

1−∆𝐸𝑇𝑒
− 1)]

−𝛾
𝛾−1⁄

− 1

1 − (1 +
𝛾−1

2
𝑀𝑜𝑢𝑡
2 )

−𝛾
𝛾−1⁄

 (4.127) 

 

Where ∆𝐸𝑇𝑒 is the energy loss coefficient at trailing edge. 

For unshrouded blade the tip leakage effect is calculated in terms of total to total efficiency 

variation as: 

∆휂𝑡𝑡 = 0.93 (
𝑟𝑇
𝑟𝑚
) (

1

𝐻𝑐𝑜𝑠𝛼𝑜𝑢𝑡
) 휂𝑜∆𝜏 (4.128) 

 

Where  ∆τ is the variation of tip clearance, and  휂𝑜 is turbine efficiency with zero-clearance. 

For the shrouded blades the leakage losses can be calculated using the following equation: 

Yk = 0.37
𝑐

ℎ
(
𝑘′

𝑐
)

0.78

4(𝑡𝑎𝑛𝛼𝑖𝑛 − 𝑡𝑎𝑛𝛼𝑜𝑢𝑡)
2 (
𝑐𝑜𝑠2𝛼𝑜𝑢𝑡
𝑐𝑜𝑠3𝛼𝑚

) (4.129) 

 

Where 𝑘′ = the effective tip clearance value. 

 

4.12 Summary and conclusions: 

 Small axial turbine design methodology follows similar procedure of large axial 

turbines which include: 1D meanline modeling for initial turbine sizing, CFD 

simulation for detailed design, and FEA for mechanical design. 

 The performance prediction methods were based on many simplified assumptions and 

some tests of blade loss prediction for large scale gas turbine engines. However, as the 

turbine sizes become smaller the effect of aerodynamic losses becomes more 

significant, therefore, the development of more accurate losses prediction models is 
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required for small scale turbines (Bullock 1964, Benner, et al. 1997). Furthermore, 

small scale turbines are working with small amount of mass flow rate which leads to 

small blade height (low aspect ratio) leading to higher rotational speed and 

aerodynamic losses. 

 Limited studies have been conducted to develop means for loss prediction in small 

scale axial turbines (Macchi and Perdichizzi 1981, Macchi and Lozza 1985, 

Klonowicz, et al. 2014). Therefore this work aims to develop a systematic approach to 

predict the losses in a small scale axial air turbine using computational fluid dynamics 

(CFD) simulations. 

 Efficient small axial turbine design requires precise loss estimation and geometry 

optimization of turbine blade profile for maximum performance.
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CHAPTER 5 

5 AXIAL TURBINE DESIGN OPTIMIZATION  

 

5.1 Introduction: 

Turbine efficiency has a significant impact on cycle overall performance. Numerical 

optimization techniques are important tools for increasing turbine efficiency. Due to 

complicated flow features through turbine passage, the turbine blade design is a challenging 

iterative process.  CFD simulation and design optimization based on 3D turbine modelling 

can achieve efficient blade profile with high performance levels and minimum losses. This 

chapter provides an overview of the design optimization techniques and a detailed description 

of the turbine optimization based on 3D CFD modelling. 

5.2 Design Optimization Problem Formulation: 

In engineering applications, the optimization process aims to maximize or minimize a specific 

parameter. For axial turbine design the designer is looking for maximizing the efficiency and 

minimizing the losses and stresses. As a result, to design efficient turbine, the engineer 

requires knowledge about optimization techniques and the problem formulation. 

In order to specify the optimal turbine design, there is a need to compare different turbine 

geometries to adopt the best turbine design for certain goals and conditions. The process of 

setting up the optimization requirements is known as problem formulation which aims to 

identify design variables, constraints, variable bounds, objective function, and optimization 
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algorithm. Figure 5.1 shows the flow chart of design optimization steps which are described 

in detail in the following subsections. 

 

Figure 5.1 Design optimization procedures 

 

5.2.1 Design Variables: 

Design optimization process start normally by defining the design variables which are varied 

to generate different designs during the optimization. The selection of the design variables 

depends on the designer and the number of these variables which affect the optimization 

solution speed and efficiency. As a result, it is often recommended to choose a small number 

of design parameters in optimization problem formulation. 

Need for Design Optimization 

Define Design Variables 

Specify Design Constraints  

Formulate the Objective 

Define Variables Bounds 

Select Optimization Algorithm 

Search for Optimal Solution 
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5.2.2 Constraints: 

Once the design variables are identified, the designer needs to specify the optimization 

constraints. These constraints represent design limitations and the functional relations of 

design parameters. In the case of turbine design optimization the constraints are to satisfy the 

manufacturing ability, stress limitations and output power or mass flow rate. 

5.2.3 Objective Function: 

The design optimization is performed by varying the design variables to satisfy the maximum 

or minimum of a certain function which is known as objective function. This objective 

function is formulated in terms of design variables and specified to be maximum or minimum. 

However, in many engineering designs there is multi-objective optimization which includes 

both minimization and maximization objective functions. 

5.2.4 Variable Bounds: 

In optimization problem formulation, it is necessary to identify the upper and lower bounds of 

design variables. In some optimization algorithms the upper and lower parameters values are 

created automatically based on design constraints. In this case if the optimal value of design 

variable is close to the lower or upper bound, then the variable bounds needs to be adapted 

and the optimization can be performed again for more efficient and accurate solution. 

5.3 Design Optimization Methods: 

The efficient aerodynamic design of axial turbine blades can be achieved using two 

conventional strategies: inverse design method and design optimization method. The inverse 

design method is applied in the case where the detailed performance levels of the turbine are 

known and the corresponding blade geometry is determined based on the solution of the 

governing equations (Mengistu 2005). The inverse method aims to identify the geometry of 
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turbine blade based on target pressure distribution. Despite the fact that the inverse method is 

simple, the selection of target performance levels is challenging and fully depends on trial and 

error approach and designer experience (Arabnia 2012). 

In design optimization method, the turbine performance is defined by a set of geometrical 

parameters and the blade geometry is optimized for maximum efficiency. This method is 

flexible in choosing optimization functions and design constrains. This method is applicable 

for multi-point design optimization such as the turbine design which is a multidisciplinary 

optimization problem. Broadly, the design optimization methods can be classified into two 

groups. The first group is direct search optimization and the second group is gradient based 

optimization (Deb 2012). 

5.3.1 Gradient Optimization Method: 

This method is a fast optimization scheme for local optimal where the objective function 

derivatives are computed at initial design point and the new design points are calculated in the 

gradient direction till the local optimal is reached after small number of iterations (Sasaki, et 

al. 2001). Gradient based method is not applicable for optimization problems with discrete 

design variables. During the optimization, this method stops at the first local optimal point 

and as a result it cannot be used for global multi-objective optimization. The sequential 

quadratic programing (SQP) is a clear example for the gradient based algorithms. The SQP is 

used for local single optimization problems but it can be coupled with direct optimization 

algorithms for multi-objective optimization (Chen 2011, Piegl and Tiller 2012). 

5.3.2 Direct Optimization Method: 

In real optimization problems where the objective function is computed based on simulation 

packages, direct search optimization is the most effective technique for computing objective 

function derivatives. The direct search method can be performed for single and multi-
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objective functions. In single point optimization the variables are varied in positive or 

negative x-axis and for multi-objective optimization the design variable are modified in both 

positive and negative x-axis. The optimization algorithms which are based on this method is 

known as one- variable at a time approach. The common direct search based algorithm is 

genetic algorithm (GA). GA technique is a computerized global optimization algorithm which 

can perform robust effective optimization but with large cycle time. The computing time in 

the design optimization using GA can be reduced by combining response surface 

approximation (RSA) with direct optimization. 

5.3.2.1 Genetic Algorithm: 

Genetic algorithm is a computerized optimization approach which is based on search 

optimization method. In this algorithm the solution is obtained by natural selection evolution 

mechanism. The GA is a common optimization approach for aerodynamic design 

optimization and it is proven as effective optimization technique for finding the optimal 

global solution for the problems which have many local optimal points (Zhu and Chan 1998, 

Gen and Cheng 2000). GA scheme is used in the case of maximization design problems and 

for minimization goals the objective function is modified to be maximized by applying 

appropriate transformation to the fitness function. The fitness function F(x) is a non-negative 

function that is derived from the objective function and used in genetic operations. In the case 

of maximization problems, the fitness function is equal to the objective function  (𝐹(𝑥) =

𝑓(𝑥)). However, in minimization problems the fitness function is transformed to become a 

maximization problem as described by (Deb 2012): 

                                       𝐹(𝑥)  =  1/(1 + 𝑓(𝑥))                                                       (5.1) 
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The GA optimization starts normally by generating random population of design points. This 

population is evaluated by applying four basic operations to find the optimum solution. As 

shown in  

 Figure 5.2 the main GA operators include selection, crossover, mutation, and estimation 

which are described below (Deb 2012). 

 

 Figure 5.2 Genetic algorithm working principles. 
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 Selection Operator: 

This operator is also known as reproduction operator which is applied to generate new 

candidates (Children) using good candidates in current population (parents) in order to 

produce a mating pool. 

 

 Crossover Operator: 

This operator is used to generate a new solution by creating a new chromosome which is 

compared to parent candidates. There are two types of crossover operators: Arithmetic and 

Heuristic. In Arithmetic crossover, the two parent candidates are combined to create new 

children candidates as: 

Child1 = λ (parent1) + (1 − λ)parent2 

Child2 = (1 − λ)(parent1) + λ(parent2) 

Where λ is crossover probability between 0 and 1. 

The Heuristic operator works based on the fitness between the best and worst individuals 

to create a new candidate as: 

Child1 = Best Parent + λ[Best Parent −Worst Parent] 

Child2 = Best Parent 

 

 Mutation Operator: 

This operator is the key operator in GA scheme which is used to alter the genes in the 

chromosome to create a new good string which can be added to the population. This new 

gene helps the GA search around the obtained solution for local optimum in short time. 

The mutation is performed using mutation probability (𝑃𝑚) which is normally set at 10% 

of the population size. 
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 Elitism Operator: 

In order to ensure that the best performed solution will be considered, elitism operator 

copies two best candidates to be included in the next generation. 

 

5.3.2.2 Multi-objective Genetic Algorithm: 

In turbine development, the designer needs to optimize the blade profile with more than one 

objective function which makes the optimization of turbine design a multi-objective problem. 

Multi-objective genetic algorithm (MOGA) is well known as one of the most powerful 

optimization techniques in turbomachinery design optimization which can be applied for non-

linear continuous and discrete parameters in both response surface and direct optimization 

with more than one option (Obayashi, et al. 2000, Yang and Xiao 2014). 

Multi- objective genetic algorithm is a normal GA with multi-objective function (min/max) 

subjected to inequality and equality constrains. According to (Coello, et al. 2002) MOGA can 

be mathematically formulated in a vector form as: 

The objective function vector:  𝐹(𝑋) = [𝑓1(𝑋), 𝑓2(𝑋),……𝑓𝑘(𝑋)]
𝑛 

Subject to:                                𝑔𝑖(𝑋) ≤ 0    𝑖 = {1,… .𝑚} 

                             ℎ𝑗(𝑋) = 0    𝑗 = {1,… . 𝑝} 

Where k is the dimensional space of the objective functions 𝑔𝑖(𝑋) is the inequality constrains, 

and  ℎ𝑗(𝑋) is the equality constrains. 

In MOGA technique the solution trade-offs are divided into dominated and non-dominated 

solutions based on Pareto-Optimal population ranking (Fonseca and Fleming 1993). The 

dominated solution group is considered as the efficient population and the optimum candidate 

is chosen with respect to one function without worsening the rest of objective functions. 
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The objective functions in this MOGA are in conflict together and as a result the objective 

functions are combined in one scalar fitness function. As shown in Figure 5.3 the solution in 

MOGA optimization is found by searching in the multi-dimensional space (Murata and 

Ishibuchi 1995). 

 

Figure 5.3 MOGA optimization solution(Murata and Ishibuchi 1995). 

 

5.4 Turbine Two- Level Optimization Approach: 

The design optimization based on GA for maximization or minimization of the objective 

function requires large number of iterations to calculate the objective function through 

expensive running of Navier Stokes (NS) solver. Two-level optimization is one of the 

developed approaches which aim to reduce the design cycle time and cost of objective 

function computing based on NS or FEA. This approach is developed by Von Karman 

Institute for Fluid Dynamics as effective automated optimization tool for turbine blade 
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geometry optimization (Pierret and Van den Braembussche 1998). The main idea of the two-

level optimization is to perform the calculation in two different levels. In the first level, an 

approximation function is used to predict the objective function near to the optimum blade 

geometry. Then this approximated solution is refined for higher accuracy by using actual runs 

of CFD modelling or FEA. The approximation function is known as meta-function prediction 

(den Braembussche 2008). The common type of meta-function based optimization is 

Response Surface Method (RSM) which uses the information in a data base generated by 

design of experiments (DOE) to build correlations between turbine performance and 

geometric parameters. 

5.4.1 Response Surface Method: 

Response surface method (RSM) is an approximation function based on a set of mathematical 

techniques (Cornell 1990). RSM is used in design optimization as a tool to build a 

relationship between independent design variables (input parameters) and the output response 

(output parameter). The new approximated function is used to predict the objective function 

based on small number of runs which replaces long computational time of actual system 

analysis. As a result RSM is an inexpensive design optimization tool which can be applied to 

reduce the analysis cost of CFD modelling and FEA. In design optimization the RSM aims to 

minimize or maximize the response using the relation between the output response (y) and 

design parameters (𝑥1, 𝑥2) (Anderson and Whitcomb 2005). 

                                                    𝑦 = 𝑓(𝑥1, 𝑥2) + 𝜖                                                   (5.2) 

Where f(x) represents the elements function and 𝜖 is the approximation error. 

In RSM the designer can identify the sensitivity of output response due to design variables 

variations in design space which is a set of design points created by applying design of 

experiments (DOE) approach. The response surface can be represented graphically in terms of 
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3D plot or contour lines as shown in Figure 5.4 which shows the functional mapping of 

design variables to output response. 

 

Figure 5.4 Response surface 3D contours (Anderson and Whitcomb 2005). 

 

Due to the fact that the relation between the output response and design parameters is 

unknown, the response surface method uses an approximation model known as Meta-model 

or Meta-function to define this relation. In order to guarantee that the approximation function 

is able to predict the output response with high accuracy, the fitting between this function and 

actual engineering model needs to check the Goodness of Fit. The Goodness of Fit criteria 

compares between the predicted values of output function using RSM and DOE as shown in 

Figure 5.5 to ensure that all response surface results fit the DOE results and close to the 

diagonal line (Lawrence 2012). 
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Figure 5.5 Comparison between conventional and RSM optimization 

 

RSM uses different regression analysis approaches to create the response function. The 

commonly used RSM approximation Meta-models are described in the following subsections. 

5.4.1.1 Standard Response Surface Model: 

In this model the RSM uses first order or second order polynomial to predict the output 

function. The first order model is a screening tool of linear independent parameters function 

applicable only for flat surface with least squares. It is also known as low order polynomial 

and mathematically can be expressed as: 

                            𝑦 = 𝐵𝑜 + ∑ 𝐵𝑖𝑥𝑖
𝑘
𝑖=1 + 𝜖                                                     (5.3) 

The second order model is known as higher degree polynomial which is used when there is a 

curve in the response surface. 

                            𝑦 = 𝐵𝑜 + ∑ 𝐵𝑖𝑥𝑖
𝑘
𝑖=1 + ∑ 𝐵𝑖𝑖

𝑘
𝑖=1 𝑥𝑖

2 +∑∑ 𝐵𝑖𝑗𝑥𝑖𝑥𝑗 +𝑖<𝑗 𝜖               (5.4) 
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In some engineering designs, the polynomial models are unlikely to be fitted with the actual 

system especially for nonlinear problems and it is recommended only when there is a smooth 

variation in the output response like in FEA for stresses and deformation approximations 

(Van den Braembussche 2008, Lawrence 2012). However, in other design optimization 

problems, the 2
nd

 order polynomial approximation quality needs to be improved where the 

Goodness of Fit is significantly bad. 

5.4.1.2 Kriging Model: 

In this model, the meta-function uses higher order polynomial equations to determine the 

relation between output function and input parameters.  The Kriging model can interpolate all 

points in DoE to refine all input parameters with internal error estimation. In this model the 

relative error in all design space can be predicted as: 

 

Predicted Relative Error =
100×Predicted relative error for output Parameter

Outmax−Outmin
                             (5.5) 

 

Where the Outmax and Outmin are maximum and minimum output values. 

The main disadvantage of Kriging Meta-model is that this model supports only continuous 

input parameters and it is not applicable for discrete parameters. 

5.4.1.3 Sparse Grid Model: 

This meta-model works based on grid adaptive algorithm which is used to build a matrix of 

design points in a repeated process to meet the desired quality. In this model, the refinement 

for input parameters is performed automatically to identify the significant parameters levels.  

The application of this model is limited only for continuous type parameters (Lawrence 2012). 
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5.4.1.4 Artificial Neural Network (ANN): 

Artificial Neural Network (ANN) is a robust mathematical approximation technique that can 

be used in design optimization to build a non-linear relationship between input and output 

parameters (Thevenin and Janiga 2008). In turbine design optimization the ANN is used to 

predict the turbine performance for different new geometries. Using the information in the 

database, the ANN model can build a relationship between n input parameters of turbine 

geometry and m output parameters of turbine performance like efficiency, power, etc. 

(Cravero and Macelloni 2010). 

The working principles of ANN are similar to the human brain nervous system. The ANN 

consists of neurons or nodes which are collections of elementary processing units. These 

nodes are wired in layers and joined together with special connections called Synapses with 

different weights (W). Each node has two operations which are the summation and 

transformation through the activation function. The simple ANN is organized as shown in 

Figure 5.6 in three layers; input layer, hidden layer, and output layer (Li 1994).  The ANN 

Meta-model is recommended for turbomachinery optimization due to its ability of fast 

aerodynamic geometry optimization based on GA with less computational time compared 

with NS solver (Thevenin and Janiga 2008, Hamzaoui, et al. 2015). 
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Figure 5.6 Simple artificial neural network (Thevenin and Janiga 2008). 

 

5.5 Design of Experiments: 

In turbine design process, there are different design variables which affect the overall turbine 

performance. The design of experiments (DoE) approach is a statistical technique that can be 

used to identify the critical design parameters and specify the relationship between these 

parameters and output response. In design optimization problems, the DoE is a powerful tool 

which can generate sufficient data (design points) to identify the interaction between design 

variables by testing the cause and effects relationships for higher and lower design variables 

levels. The DoE approach can be applied for both physical and numerical modelling systems 

to predict the output response as a function of design parameters which can be optimized for 

maximum or minimum output response. 

The optimal DoE is generally achieved based on polynomial mathematical model with 

different methodologies which include: Factorial Design, Central Design, and D-optimal 

Design. The most common method is factorial design which investigates the output response 

for 2
k
 runs or experiments for two levels of k design variables. The main advantage of 
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factorial method is that it is capable to identify design variables interaction impacts by 

including the combinations of design variables in the design space (Lundstedt, et al. 1998). 

In turbine design optimization, the DoE is an essential aspect that provides the input 

information to the RSM. This information represents the optimization database which can be 

used to build relations between turbine geometrical parameters and output performance. The 

objective function in design optimization is predicted based on DoE database information 

without running NS solver and as a result the computational efforts and time can be reduced. 

To ensure the accuracy of the DoE for 2
k
 runs the global error can be estimated based on 

actual NS simulation as (Van den Braembussche 2008): 

 

𝐺𝑙𝑜𝑏𝑎𝑙 𝐸𝑟𝑟𝑜𝑟 = ∑
𝐸𝑥𝑎𝑐𝑡 𝑉𝑎𝑙𝑢𝑒−𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑉𝑎𝑙𝑢𝑒

𝐸𝑥𝑎𝑐𝑡 𝑉𝑎𝑙𝑢𝑒
× 1002𝑘

𝑖=1                                                        (5.6) 

 

5.6 Turbine Multidisciplinary Optimization: 

The optimization techniques can be used in design optimization to specify the optimal 

solution but not for all disciplines. In the case of axial turbine, the design process involves 

two phases: the aerodynamic design which can be achieved by CFD analysis of the complex 

flow through turbine blades, and the mechanical design which can be conducted using finite 

element analysis (FEA) to identify the maximum stress levels due to aerodynamic loads. 

Turbine design optimization is performed to maximize turbine efficiency. This requires stress 

prediction at the same time to guarantee turbine mechanical reliability. As a result, efficient 

turbine design is challenging multi-objective multidisciplinary task (Korte, et al. 2001). 
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Figure 5.7 Aerodynamic and mechanical designs interactions (adapted from (Moustapha 

2003)). 

 

Multidisciplinary optimization is a design optimization approach which combines CFD 

modelling with FEA at the same time in order to compromise between high turbine efficiency 

requirements and stress limitations. In this optimization technique, the optimal aerodynamic 

blade profile can be mechanically guaranteed based on FEA for total deformation and 

maximum stresses on turbine blades and all the design conflicts shown in Figure 5.7 can be 

avoided (Janiga and Thévenin 2008). This can be achieved based on GA optimization using 

the input data from both Navier Stokes (NS) calculations and FEA as shown in Figure 5.8. 

This optimization approach offers some advantages which are: 

 In this approach, the geometry is defined using design variables in GA. This can 

reduce the error of geometry transmission from discipline to another. 

 In multidisciplinary optimization, the global objective function is determined for all 

design aspects with small number of iterations. 

 Parallel calculations can be conducted in the case of independent disciplines. 
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Figure 5.8 Multidisciplinary optimization flowchart (Thevenin and Janiga 2008) 

 

5.7 Multi-point Turbine Optimization: 

In general, turbine design optimization is conducted by redesigning blade profile for a certain 

operating condition (design point) and this approach is known as single point optimization. 

However, in real applications, the turbine is characterised by a wide range of operating 

conditions and in other applications the turbine works deeply in off design conditions for long 

time. 

A multi-point optimization is an optimization approach which is performed for a range of 

operating conditions to ensure that the turbine has acceptable performance levels at this 

operation range. This can be achieved by using the interaction between GA, ANN and design 

points database generated by DoE. Multi-point optimization is a proven technique for turbine 

rotor optimization through redesigning the rotor profile for different inlet conditions 

(Demeulenaere, et al. 2004). 
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The multi-point optimization approach aims to stabilize turbine mass flow rate (avoiding stall 

region) which can be achieved by solidity (chord to pitch ratio), and blade curvature 

variations to predict turbine performance for different inlet conditions (Thevenin and Janiga 

2008). 

5.8 Geometry Parameterisation: 

Turbine geometry parameterisation is an essential step in design optimization. There is a well-

known method for turbine blade aerofoil cross section definition as published by (Pritchard 

1985). This method is known as an eleven parameter method and it is considered as the 

simplest way for blade profile representation with less data compared with other conventional 

methods like numerically defined blade thickness, inverse method, and polynomial blade 

profile. 

 

Figure 5.9 Turbine blade cross section defined by 11 parameters (Moustapha 2003) 

 

In turbine design optimization, it is recommended that all geometry parameters are 

sufficiently defined and limited to the number required for good blade profile representation.  

For complex blade profile the turbine is normally parameterized using Bezier polynomials to 

generate flexible curve with control points (x, y). In this geometry definition method, both 
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pressure and suction sides of turbine are defined with respect to the camber line which is 

defined as shown in Figure 5.9  by using three main points: the first point matches the leading 

edge, second point is for the trailing edge, and the third one which results from LE and TE 

tangents intersection. These points are correlated with blade chord, and stagger angle 

(Moustapha 2003, Thevenin and Janiga 2008). 

 

Figure 5.9 blade camber line definition by control points (Thevenin and Janiga 2008) 

 

In this research, the eleven parameters method was chosen for blade parameterisation due to 

its simplicity with lower input variables. However, the optimization based on Bezier curve 

parameterisation is time consuming due to the large number of input parameters (for each 

control point (x,y) x represents parameter and y represents another parameter) and decreasing 

the number of parameters leads to unsuccessful blade representation in the optimization 

algorithm. 
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5.9 CFD Based Optimization Using ANSYS Design Exploration: 

Turbine optimization based on CFD modelling coupled with optimization algorithms is an 

effective approach which can achieve efficient novel blade profile without the need to conduct 

complex expensive tests of various blade profiles to determine the optimum design. In this 

optimization system, the aerodynamic turbine blade can be optimized by integrating NS 

solver with advanced optimization algorithms to achieve higher efficiency. Modern CFD 

packages have been integrated with several advanced optimisation techniques which can be 

used to perform an effective design process (Sasaki, et al. 2001, Janjua, et al. 2013). 

In ANSYS CFX the designer can use design explorer for turbine optimization with large 

amount of data about the design. The advantage of using design explorer in optimization is 

that the impact of geometry parameters variations on performance levels can be investigated. 

Also, the effect of any changes in design constrains can be studied and the designer can take 

the right decision based on available large amount of information (Manual 2000). 

The design exploration can use the design candidates which are generated by design of 

experiments method to optimize the design with a high flexibility in choosing design 

parameters levels for both direct and RSM optimization (Tveit and Fogelholm 2006). 

The main components of design exploration include: 

 Design Modeller: in which the turbine geometry is generated for both nozzle and 

rotor and all geometrical parameters are set as design variables (parameterization) 

before running NS solver. 

 Design of Experiments (DoE): This technique is used to generate sufficient design 

space (design space matrix) based on the number of input and output parameters 

including the interactions between design variables. The DoE is used also to identify 

parameters levels (upper and lower bounds). 
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 Response Surface Method (RSM): RSM is used in design exploration to build a 

relationship between independent design variables (input parameters) and the output 

response (output parameter) for the design matrix generated by DoE to study local 

and global output sensitivity to input parameters variations. RSM is integrated with 

different regression approaches to predict the objective function based on small 

number of runs which replaces long computational time of actual system analysis. 

(Myers, et al. 1989). 

 Optimization part: in the optimizer, optimization constrains, objectives, and 

convergence criteria are defined. In this component the optimization is performed 

using different techniques which include: MOGA, NLPQL, Screening, and MISQP. 

In this research, three-dimensional steady flow simulation using ANSYS CFX16.2 was 

created for blade profile optimization and design explorer was used for nozzle and rotor 

optimization based on RSM and MOGA optimization technique. The general optimizations 

strategy using ANSYS CFX is described by the flowchart shown in Figure 5.10. 

In this research, there are two objective functions considered in multiobjective optimisation 

algorithm. The first objective function (to be maximized) is turbine total to total efficiency 

(ηtt ), and the second objective function (to be minimized) is total pressure loss through 

turbine rotor (YR). 

Maximize: 
𝑂𝐹1 = ɳ𝑡𝑡 =

ℎ𝑜1 − ℎ𝑜3
ℎ𝑜1 − ℎ𝑜3𝑠𝑠

 
(5.7) 

Minimize: 
𝑂𝐹2 =  Y R =

(Po2 rel − Po3 rel)

(Po1 rel − P3)
 

 

(5.8) 
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Figure 5.10 Optimizations strategy using ANSYS CFX design exploration 
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CHAPTER 6 

6) AXIAL TURBINE TEST RIG FACILITY 

6.1 Introduction: 

This chapter describes the developed axial air turbine test rig facility with detailed description 

of test rig components and measuring instruments. The main objectives of this experimental 

work were to evaluate the overall performance of the developed turbine and to validate 

turbine design methodology (1D modelling- CFD simulation- Design optimization) using 

experimental results. 

6.2 Test Facility Layout: 

In order to validate the design and CFD modelling of the developed small axial air turbine, a 

complete compressed air system was built as shown in Figure 6.1 which represents a detailed 

schematic diagram of the test facility. The experimental test rig shown pictorially in Figure 

6.2 consists of the compressed air storage tank for air supply, developed axial turbine with all 

components (inlet cone, nozzle guide vanes, and rotor with shaft), flow meter to measure and 

control the inlet air flow rate, torque meter to measure the output power and turbine rpm, filter 

and valves to regulate the inlet turbine pressure, pressure transducer for measuring the 

pressure, and thermocouples for measuring air temperature. 
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Figure 6.1 Schematic diagram of axial turbine test rig 

 

 

Figure 6.2 Axial air turbine test facility 

 

In this test rig, the air is drawn from the compressed air tank and passed through a regulation 

valve to set the pressure at certain value. To heat up the air entering the turbine a special 
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heater tape was used with temperature control box in order to perform the test at different 

turbine inlet temperatures. By setting the heater thermocouples at the turbine inlet, the air 

temperature entering the turbine can be adjusted using the heater control box. Pressure 

transducers and thermocouples were fitted at both the turbine inlet and exit to measure the 

pressure and the temperature of the air entering and leaving the turbine. For recording all data, 

the measuring instruments were connected to data loggers which in turn were connected to a 

personal computer. In order to measure the output power, the turbine shaft was coupled with a 

torque meter and DC generator to apply different loads. 

6.3 Developed Turbine Components: 

Based on turbine 1D modelling and CFD optimization results, the final design model of a 

1kW axial air turbine was manufactured using 3D printing facility. As shown in Figures 6.3 

and 6.4 the main components of the developed axial air turbine are: inlet cone for guiding the 

airflow with minimum pressure loss, nozzle row vanes to direct the flow towards rotor blades, 

turbine rotor which is connected to a metal shaft for coupling with the torque meter and rotor 

casing and bearing housing. This axial air turbine was connected directly to the air supply 

pipe and measuring instruments to record the air properties at turbine inlet and exit. The inlet 

cone was simulated to select the optimum cone design that can achieve good flow guidance 

with minimum pressure and shock losses as shown in (Appendix A).    
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Figure 6.3 Developed turbine components 

 

Figure 6.4 Cross section of developed turbine assembly. 
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6.4 Measuring Devices: 

To determine the turbine overall performance at different inlet conditions, several instruments 

were installed in the test rig to enable measuring all air flow properties at both turbine inlet 

and exit. These measuring instruments include pressure transducers, thermocouples, flow 

meter and torque meter which are described in the following sections. 

6.4.1 Pressure Transducers: 

Pressure transducers were fitted at both the turbine inlet and exit to measure air pressure. At 

the turbine inlet, a pitot - static tube was installed at the inlet cone and connected to (1-10 bars) 

a GE 5000 pressure transducer to allow measuring both total and static pressure at the turbine 

inlet with an accuracy of ±0.05% based on manufacturer specifications. A PTX 1400 pressure 

transducer (1-6 bars) was installed at the turbine rotor exit to measure the exit static pressure. 

All pressure transducers were connected to the data logger and DC power supply for pressure 

data recording as shown in Figure 6.5. 

Data
Logger

Data
Logger

+

++

-

-

-

Pressure Transducer
 

Figure 6.5 Pressure transduce electrical wiring 
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6.4.2 Thermocouples: 

For direct air temperature measurements, T-type thermocouples with 0.75 mm diameter, 150 

mm length, and accuracy of ±0.5
o
C were installed at different locations in the test rig facility. 

Two thermocouples were located at turbine inlet cone, two located between the nozzle vanes 

and rotor and two placed at turbine rotor exit. The measurements of turbine inlet and exit 

temperatures allow calculating turbine efficiency. 

6.4.3 Flow Meter: 

To measure the inlet air flow rate a variable area flow meter with capacity up to 

4000Liter/min and accuracy of ±0.02 L/min was installed at the turbine inlet. This flow meter 

was also used for air mass flow rate variations at fixed inlet pressure to evaluate the turbine 

performance at different inlet mass flow rate. 

6.4.4 Torque Meter: 

The torque meter was coupled with the turbine shaft to allow measuring turbine rotation speed 

up to 20,000 rpm, torque up to 10Nm and the output power with an accuracy of ±0.1Nm 

according to Datum Electronics specifications. This torque meter was connected to the PC to 

display the output power for different turbine torque and rotational speed. Figure 6.6 shows 

the torque meter components. 
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Figure 6.6 Torque meter components 

 

6.4.5 Data acquisition System: 

All measuring instruments were connected to data loggers connected directly to a PC to 

display and record all measured data. For the thermocouples, Pico TC-8 data logger was used 

to measure all temperature readings which will be monitored using PC. The pressure 

transducers were connected directly to Pico 1012 data logger to convert the voltage signal to 

readable pressure value using a PC. For the rpm and output power, the torque meter was 

connected to the data logger incorporated with a torque meter datum interface which can be 

connected to the PC to display and record the power, rpm, and the torque. 

6.5 Measuring Instruments Calibration: 

For accurate evaluation of turbine performance, the measuring instruments for both pressure 

and temperature need to be calibrated to ensure the accuracy of the recorded data. The 

calibration process aims to define the relation between measured parameter value and the true 
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value. This can be achieved by comparing the measured value against standard instrument 

measurements. 

6.5.1 Pressure Transducers Calibration: 

The calibration of all used pressure transducers were conducted against standard pressure 

gage with an accuracy of ±0.04 bar. To calibrate the pressure transducers, each one was 

connected to a water cylinder to measure water pressure as shown in Figure 6.7 and the output 

voltage of the pressure transducer was compared to the corresponding standard gage pressure 

reading. Using a rotating shaft, the pressure inside the cylinder was varied in order to 

determine the correlation between pressure transducers   output signals and the gauge pressure 

readings as shown in Figure 6.8. 

 

Figure 6.7 Pressure transducer calibration 
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Figure 6.8 Pressure transducer calibration curve (GE UNIK 5000-1) 

 

6.5.2 Thermocouple Calibration: 

For measuring the air temperature at both turbine inlet and exit, T-type thermocouples were 

installed. These thermocouples were calibrated against standard RTD type thermocouple 

using water container as shown in Figure 6.9. The T-type thermocouples and the standard 

RTD were fitted at the same height in the water container to measure water temperature. The 

heat was added to the water using thermostat that can be set at different temperatures in a 

repeated process. All thermocouples were connected to TC-08 data logger and PC to display 

the temperature readings. Figure 6.10 shows the calibration results of T-type thermocouple 

against the standard RTD thermocouple readings. 
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Figure 6.9 Thermocouple calibration process 

 

Figure 6.10 Calibration curve of thermocouple1 
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6.6 Accuracy and Uncertainty Analysis: 

In any real experimental work, the measuring instruments are used to determine a result R as a 

function of combined individual parameters Xi. 

                                     R=R(X1,X2,X3,…..Xn)                                                     (6.1) 

The measurement process of each individual parameter (Xi) is affected by the developments 

of errors during actual experiment leading to the deviation of the result R from the expected 

true value. In experimental work, there are two types of errors namely fixed error (bias) and 

random error (precision). The fixed or systematic errors are related to poor measurement 

accuracy due to poor instrument calibration, faulty instrument installation, and user faults in 

taking measurements. The systematic errors can be removed by careful calibration and 

installation of measuring devices (Moffat 1982). The random errors are the errors which are 

described as fluctuations in the result above and below actual values. This type of errors can 

be analysed statistically using mean square deviation approach with 95% confidence level 

(Elsayed 2011). Figure 6.11 shows the effect of errors in measuring variable X. 

 

Figure 6.11 Measurements error sources 
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In actual experimental work, it is difficult to decide the exact true value of any measured 

variable and there is a need to estimate the error value to define the exact value interval (±U) 

based on uncertainty analysis. The overall deviation or uncertainty in all measured parameters 

was estimated using the commonly used standard mean square approach in terms of fixed 

(𝑈𝑠𝑦𝑠) and random (𝑈𝑟𝑎𝑛𝑑𝑜𝑚) errors as: 

                               𝑈𝑂𝑣𝑒𝑟𝑎𝑙𝑙 = ± 𝑈𝑆𝑦𝑠
2 + 𝑈𝑟𝑎𝑛𝑑𝑜𝑚

2                                                  (6.2) 

The random error 𝑈𝑟𝑎𝑛𝑑𝑜𝑚 can be estimated using standard mean deviation approach with 95% 

confidence level as: 

                                              𝑈𝑟𝑎𝑛𝑑𝑜𝑚 = 𝑡𝑁−1,95%𝜎�̅�                                                 (6.3) 

Where:  N is the number of samples, t is student distribution coefficient with N-1 degree of 

freedom, and 𝜎�̅�    is the mean deviation calculated as: 

                                           𝜎�̅� =
1

√𝑁
  
∑ (𝑋𝑖−�̅�)

2𝑁
𝑖=1

𝑁−1
                                                            (6.4) 

The systematic error for a number M of fixed error sources can be estimated as: 

                                        𝑈𝑆𝑦𝑠 =  ∑ 𝑈𝑖,𝑆𝑦𝑠
2𝑀

𝑖=1                                                            (6.5) 

6.7 Uncertainty Propagation: 

For each measured individual parameter (temperature and pressure) Xi, both systematic and 

random errors propagate in the overall experimental result R as in equation (6.1). Figure 6.12 

shows the impact of errors in measuring Xi on the calculated result R. As can be seen any 

small deviation (𝜎𝑋) in measuring Xi leads to a considerable deviation (𝜎𝑅) in the calculated 

result R (power and efficiency).  The deviation in result (R) due to the errors in measured 

parameter Xi, is approximated as the product of sensitivity factor (
𝑑𝑅

𝑑𝑋𝑖
) and the error in Xi 

value (Stern, et al. 1999). 
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                                        𝑈𝑅,𝑋𝑖 = [
𝑑𝑅

𝑑𝑋𝑖
] 𝑈𝑋𝑖                                                                (6.6) 

 

Figure 6.12 Error propagation in R from parameter X1(Stern, et al. 1999) 

 

The overall uncertainty of experimental result (R) due to errors in all measured individual 

variables can be expressed as (Stern, et al. 1999): 

                𝑈𝑅 =  ([
𝑑𝑅

𝑑𝑋1
] 𝑈𝑋1)

2

+ ([
𝑑𝑅

𝑑𝑋2
] 𝑈𝑋2)

2

+⋯+ ([
𝑑𝑅

𝑑𝑋𝑘
] 𝑈𝑋𝑘)

2

                        (6.7) 

 

6.7.1 Uncertainty in Temperature measurement: 

In the air turbine test facility, T-type thermocouples have been installed to measure the air 

temperature at turbine inlet and exit. As mentioned before, these thermocouples were 

calibrated against standard RTD thermocouple with an accuracy of ±0.04
o
C. The 

thermocouples calibration curves and related uncertainty are summarized in Table 6.1 while 

the detailed process of calculating the uncertainty is described in Appendix B. 
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Table 6-1 Calibration and uncertainty of thermocouples 

Thermocouple Location Curve fit formula Uncertainty (˚C) 

Thermocouple-1 Inlet Cone 1.0037T - 0.423 ±0.7544 

Thermocouple-2 Stator inlet 1.0118×T-0.9277 ±0.6899 

Thermocouple-3 Between Stator and rotor 1.0124×T-0.8724 ±0.7168 

Thermocouple-4 Between Stator and rotor 1.0121×T-0.2993 ±0.7204 

Thermocouple-5 Rotor exit 1.01×T-0.3848 ±0.6512 

Thermocouple-6 Rotor exit 1.0105×T+0.2354 ±0.7114 

 

6.7.2 Uncertainty in Pressure measurement: 

There are two 10 bar pressure transducers installed at turbine inlet through a pitot-static tube 

to measure total and static inlet pressure. A 6 bar pressure transducer was fitted at turbine exit 

to measure exit static pressure. Table 6-2 summarizes the pressure transducers calibration 

formulas and the related uncertainty. 

 

Table 6-2 Summary of the calibration and uncertainty of pressure transducers 

Transducer Location Curve fit formula Uncertainty (Bar) 

GE UNIK 5000-1 Pitot Total Pressure Port 6.323× volt-2.4985 ±0.0411 

GE UNIK 5000-2 Pitot Static Pressure Port 6.299× volt-2.4663 ±0.0422 

Druck PTX 1400 Rotor Exit 3.688× volt -1.4877 ±0.0418 

 

6.7.3 Uncertainty in power and efficiency: 

Using the uncertainty analysis of thermocouples, pressure transducers and torque meter, the 

propagated uncertainty was calculated for both the power output and efficiency. Using all 

measured data the turbine efficiency was calculated as: 
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                                                ɳ𝑡𝑠 =
𝑇𝑜1−𝑇𝑜2

𝑇𝑜1(1−(𝑃𝑟)
𝛾−1
𝛾 )

                                                    (6.8) 

The output power was recorded directly from the torque meter data logger or can be 

calculated using turbine torque (𝜏) and rotational speed (𝜔) as: 

                                             𝑃𝑜𝑤𝑒𝑟 𝑜𝑢𝑡𝑝𝑢𝑡 = 𝜏𝜔                                                    (6.9) 

An excel sheet was used to estimate the uncertainty propagation in both efficiency and power 

output using overall uncertainty (equation 6.7) and the equations (6.8) and (6.9). Table 6-3 

shows typical results of uncertainty analysis for the power and efficiency. As can be seen, the 

uncertainty in efficiency calculation is higher than the power output indicating that the turbine 

efficiency is more sensitive to the uncertainty in temperature and pressure measurements 

compared to the power output. 

 

Table 6-3 Uncertainty propagation in efficiency and power output 

 

6.8 Test Procedure: 

The test facility aims to determine the overall performance of the developed turbine in order 

to generate a detailed operational map of the turbine and to validate the design methodology. 

The axial air turbine was tested for a range of operating conditions (total inlet pressure, inlet 

 Turbine total to static efficiency 

point Inlet temperature Average temp. Inlet pressure Average press. Uncertainty 

1 25 24.46 1.2 1.21 0.5133 

2 30 28.82 1.4 1.345 0.7001 

3 35 34.12 1.6 1.613 0.7231 

 Turbine output power 

1 25 24.46 1.2 1.21 0.0522 

2 30 28.82 1.4 1.345 0.0447 

3 35 34.12 1.6 1.613 0.0771 
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mass flow rate, and turbine inlet temperature). The compressed air was drawn from the 

storage tank through a pressure regulator to control the inlet pressure value. In order to 

increase the turbine inlet temperature, the air was heated using special heater tape to the 

required temperature. Then the air was expanded through the turbine and the air pressure and 

temperature at turbine inlet and exit were measured to determine the turbine performance. 

The first set of experiments was carried out while maintaining turbine inlet temperature 

constant and varying the inlet total pressure and inlet mass flow rate. The second set of 

experiments was carried out by varying turbine inlet temperature at fixed inlet total pressure 

and inlet mass flow rate. These two sets allowed generating the turbine performance map for a 

range of operating conditions. 
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CHAPTER 7 

7) TURBINE DESIGN RESULTS AND 

DISCUSSION  

 

 

7.1 Introduction: 

This chapter provides a detailed discussion of the small-scale axial air turbine design 

methodology results. A detailed parametric study has been presented in meanline modelling 

section for different turbine operating conditions. The detailed design results of selected 

turbine geometry have been presented in terms of meanline modelling, CFD simulation, 

design optimization, FEA modelling, and experimental validation results. 

7.2 Meanline Modelling Results: 

This section describes the results of the parametric study carried out to develop small scale 

axial air turbine using 1D meanline approach as described in chapter 4. This parametric study 

aims to investigate the axial turbine performance at different operating conditions and turbine 

design parameters in order to select the most efficient turbine geometry. 

The turbine performance was determined using the developed 1D modelling code and the 

results were presented in terms of output power and efficiency of the turbine at different 

operating conditions and design parameters including total inlet pressure, temperature, 

rotational speed, mass flow rate, loading coefficient, flow factor, and the degree of reaction. 
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This parametric study is beneficial for the selection of operating conditions and design 

parameters which can achieve the best performance and initial design can be determined.  

 Figure 7.1 shows the output power of the small axial turbine at different pressure ratios and 

turbine inlet temperature (TIT). The turbine output power increases with the increase in both 

turbine inlet temperature and pressure ratio. However, the effect of the pressure ratio is more 

significant than the temperature. For example, increasing the pressure ratio from 2 to 3 at 

temperature 300K will increase the turbine output power from 0.8 to 1.7 kW while increasing 

the temperature from 300K to 340K at pressure ratio of 2 increases the turbine output power 

from 0.8kW to 1.25kW. The turbine efficiency increases with the increase in pressure ratio up 

to 2 and then it drops gradually as shown in Figure 7.2. The increase in turbine pressure ratio 

from 2 to 2.5 leads to an increase in turbine output power by 11% and drop in turbine 

efficiency by 4.4%. This reduction in turbine efficiency indicates to the effect of the effect of 

off design operation on turbine efficiency. 

 

Figure 7.1 Turbine output power for different pressure ratio and TIT 
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Figure 7.2  Turbine total-to-static efficiency for different pressure ratio and TIT 

 

Figure 7.3 shows the effect of mass flow rate on the turbine power output using pressure ratio 

ranging from 1.5 to 4 and fixed rotational speed of 18,000 RPM. This can be related to 

Euler’s turbomachinery equation (4.11) which defines the relationship between output power 

and turbine inlet mass flow rate. The variations of turbine total to static (휂𝑡𝑠) and total to total 

(휂𝑡𝑡 ) isentropic efficiencies with air mass flow rate are shown in Figures 7.4 and 7.5 

respectively. The results show a significant increase in turbine efficiency with mass flow rate 

due to the increase in temperature drop through the turbine at the same pressure ratio. It can 

be seen as the mass flow rate increases, the power output increases significantly where at 

pressure ratio of 2, the power output increases from 0.6 to 1kW as the flow rate increases 

from 0.05 to 1kg/s. For low mass flow rate levels the effects of turbine size and rotational 

speed on turbine performance need to be considered for preliminary turbine sizing. 
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Figure 7.3 Turbine output power for different pressure ratio and mass flow rate 

 

Figure 7.4  Turbine total-to-static efficiency at different Pressure ratio and mass flow rate 
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Figure 7.5  Turbine total-to-total efficiency for different Pressure ratio and mass flow rate. 

The turbine output power and efficiency are also plotted at different rotational speeds 

(5,000-30,000 RPM) as shown in Figures 7.6 and 7.7 respectively for the pressure ratio of 

2.0. The power increases as RPM increases due to the increase in blade speed (U) while the 

efficiency increases slowly to reach a maximum at rotational speed of 18,000 RPM then it 

starts decreasing gradually for all the turbine inlet temperature used.  The impact of turbine 

size on the performance was studied by varying the hub to tip ratio. Figures 7.8 and 7.9 

show the change in turbine output power and efficiency at various hub to tip ratio. The value 

of hub to tip ratio is usually selected based on designer’s experience and the value of output 

power decreases with any increase in hub to tip ratio (decrease in turbine blade height). As 

can be seen higher power and efficiency can be achieved at low hub to tip ratio (higher blade 

height) and from the efficiency trend it is noticeable that as the turbine size decreases the 

efficiency drops indicating that the turbine experiences higher losses. 
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Figure 7.6 turbine output power for different RPM and TIT 

 

Figure 7.7 Turbine total-to-static efficiency for different RPM and TIT 
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Figure 7.8 Turbine output power for different hub to tip ratio 

 

Figure 7.9 Turbine total-to-static efficiency for different hub to tip ratio 
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The parametric study was performed at different axial turbine design parameters including 

loading factor, flow coefficient and the degree of reaction to identify the impact of these 

parameters on turbine output and efficiency. These are the most crucial parameters in the 

determination of velocity triangles shape and axial turbine overall size. Figure 7.10 shows the 

variations in turbine output with the loading coefficient for different rotational speeds. For 

18,000 RPM the increase in turbine loading coefficient (defined in equation 4.20) from 1 to 

1.6 leads to increasing the turbine output power by 26% for the same turbine size. This result 

indicates that higher output power can be achieved using small axial turbine with higher 

loading coefficient values. Figures 7.11-13 show the change in turbine efficiency with 

variations in loading and flow coefficients for different degree of reaction (50%, 70% and 

100%). As can be seen the turbine total to static efficiency increases with the increase in blade 

loading coefficient for all turbine degree of reaction values. However, the increase of flow 

coefficient (defined in equation 4.21) leads to a reduction in total to static efficiency where a 

noticeable drop can be noticed as a result of the increase in flow coefficient from 0.2 to 0.8 

for a reaction ratio of 50% and loading coefficient of 1.2. This can be explained as increasing 

the flow coefficient increases the air exit speed (C3) leading to reduction in enthalpy drop 

through the turbine stage. 
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Figure 7.10 Turbine output power for different blade loading coefficient 

 

 

Figure 7.11 Turbine 𝜼𝒕𝒔 for blade loading coefficient (R=50%) 
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Figure 7.12 Turbine 𝜼𝒕𝒔 for different blade loading coefficient (R=70%) 

 

Figure 7.13 Turbine  𝜼𝒕𝒔 for different blade loading coefficient (R=100%) 
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The variations of total to static axial turbine efficiency for different blade to air speed ratio 

(U/C) for 50 and 70% reaction ratios are shown in Figure 7.14. These curves show that 70% 

reaction value can achieve higher efficiency levels for a wide range of blade to air speed 

ratios (off design conditions) compared to 50% reaction turbine. 

 

Figure 7.14 Turbine 휂𝑡𝑠 for different velocity ratio for R=50% and R=70% 

Table 7-1 shows the detailed results of the preliminary design analysis based on selected 

design parameters and operating conditions that produces the best performance. The 

parametric study can be considered as an effective tool for examining the turbine design input 

parameters and identifying an initial design of the turbine. However, the selection of design 

parameters depends on designer experience and for more efficient turbine design  CFD 

modelling integrated with an optimization approach is required to improve turbine design for 

maximum efficiency levels for both on and off design conditions. 
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Table 7-1 Turbine preliminary design modelling results 

Selected Parameter Unit value 

Total inlet pressure 𝑘𝑃𝑎 200 

Total inlet temperature K 340 

Exit static pressure 𝑘𝑃𝑎 100 

Mass flow rate 𝑘𝑔/𝑠 0.1 

Rotational Speed RPM 20,000 

Hub to tip ratio - 0.75 

Flow coefficient - 0.6 

Loading coefficient - 1.2 

Reaction - 0.7 

Stator number of blades - 23 

Rotor number of blades - 22 

Stator aspect ratio - 0.5922 

Rotor aspect ratio - 0.9524 

Stator chord mm 13.32 

Rotor chord mm 10.45 

Stator Solidity - 1.6875 

Rotor Solidity - 1.5224 

Stator inlet metal angle degree 59.13 

Stator outlet metal angle degree 68.39 

Rotor inlet metal angle degree 53.32 

Rotor outlet metal angle degree 63.23 

Stator stagger angle degree 31.05 



Chapter7: Turbine Design Results and Discussion 

 

190 | P a g e  

 

Rotor stager angle degree 21.31 

Stator Wedge angle degree 23.11 

Rotor Wedge angle degree 19.07 

Stator LE radius mm 0.533 

Rotor LE radius mm 0.3477 

Stator TE radius mm 0.255 

Rotor TE radius mm 0.0544 

Turbine Output power kW 1.122 

Total to Static Efficiency - 83.26 

 

7.3 CFD Simulation Results: 

For more effective turbine blade aerodynamic design, comprehensive CFD simulation has 

been carried out using the preliminary turbine geometry which was generated by the 1D 

Meanline modelling. ANSYS CFX 16.2 was used for CFD simulation where 3D axial turbine 

blade profile was generated in BladeGen model and the results of CFD simulation are 

presented in terms of velocity vectors, Mach number contours, and blade loading at 50% of 

blade span. Figure 7.15 shows the velocity vectors through the axial turbine stage showing 

that there are significant secondary flows and flow separation on the rotor blade pressure 

suction side near trailing edge region. The velocity streams in 3D rotor blades are shown in  

Figure 7.16 illustrating the detailed flow characteristic like flow circulation and tip leakage 

flow. As a result, the rotor blade profile needs to be improved in terms of blade thickness 

distribution and modifying flow turning angle. As can be observed from Figure 7.16 the flow 

leakage starts from the leading edge and mix with the main flow leading to vortex formation 

on the blade suction side. These results indicate the impacts of blade geometry on loss 

developments and turbine overall performance. The CFD simulation of the developed turbine 
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shows that the flow leakage increases with the increase of tip clearance value leading to drop 

in turbine efficiency by 2.4% and 4.12% for 0.5mm and 1mm clearance values compared with 

zero tip case due to significant pressure loss development due to leakage flow.  

 

 

Figure 7.15 Velocity vectors through axial air turbine stage 

 

Figure 7.16 Velocity streams through rotor blades 
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Figure 7.17 shows the Mach number distribution along the axial turbine stage which indicates 

that the turbine is working in the sonic region and the maximum Mach number values were at 

the suction surface near to the stator and rotor throat. Figures 7.18 and 7.19 show the CFD 

predicted turbine blade loading for both stator and rotor blades. The area bounded by the 

pressure lines represents the amount of work produced by turbine shaft. On the pressure side 

of the rotor there is uniform distribution of the flow pressure along the blade chord. However, 

the flow pressure on the suction side of the blade decreases sharply near the throat area and 

starts to increase as a result of adverse pressure gradient in the trailing edge region due to 

boundary layer separation. This reduction in flow pressure leads to flow acceleration and as a 

result flow vortices are generated which increases the aerodynamic losses. From the blade 

loading and velocity distribution, the initial blade design can be improved by modifying the 

blade thickness distribution and the flow turning angle. This can be achieved by 2D blade to 

blade visualization which allows identifying secondary flow regions. 

 

 

Figure 7.17 Mach number contours through turbine stage 
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Figure 7.18  Turbine rotor blade loading at mid-span 

 

 

Figure 7.19  Turbine stator blade loading at mid-span 
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A detailed comparison between 1D meanline modelling and 3D CFD simulations is provided 

in Table 7.2. To improve the turbine blade aerodynamic performance as the flow moves from 

the stator to the rotor blades, the blade profile was modified to reduce secondary flow regions 

and flow separation at the leading and trailing edges. The modification was carried out by 

varying the thickness distribution of rotor profiles through adjusting Bezier curve control 

points as shown in Figure 7.20. 

 Table 7-2 Comparison of 1D modelling and CFD simulation of developed turbine 

Parameter 1DMeanline Results CFD Simulation Results 

To1(K) 340 340 

Po1(kpa) 200 200 

Pexit ( kpa) 100 104.63 

𝛼2(degree) 59.13 55.08 

𝛽2(degree) 68.39 67.68 

𝛼3(degree) 53.32 52.08 

𝛽3(degree) 63.23 61.12 

𝐶2(m/sec) 134.19 143.22 

𝐶3(m/sec) 66.99 69.47 

𝑊2(m/sec) 58.24 63.14 

𝑊3(m/sec) 198.56 204.06 

𝐶𝑥(m/sec) 80.63 82.47 

𝑚𝑎𝑖𝑟̇  (kg/sec) 0.1122 0.109 

Power output(kW) 1.122 0.98705 

Total to static efficiency 83.26 78.06 

 

Figure 7.21 shows the velocity vectors and the formation of flow vortex due to variations in 

blade thickness distribution indicating the significant impact of turbine blade profile on flow 

characteristics and turbine overall performance. For the blade profile with the best thickness 

distribution (profile B), the impact of number of blades on flow behaviour was investigated as 

shown in Figure 7.22. 
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Figure 7.20  Blade thickness distribution for different leading and trailing edges geometry 

 

 

Figure 7.21 Velocity vectors for different blade thickness distributions 
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The number of blades was estimated using Zweifel’s correlation (equation4.50) but for more 

precise estimation this number needs to be investigated using CFD simulation in order to 

decrease the boundary layer effect and achieve good flow guidance with less secondary flow 

formation. The best flow characteristics and the maximum turbine efficiency of 77.42% was 

achieved at number of blades of 20 indicating that there is an optimum blade  number value 

for maximum turbine performance. 

 

 

Figure 7.22 Velocity vectors for different number of blades 

 

A comprehensive steady state CFD simulation using ANSYS CFX was carried out for 

different operating conditions to predict the performance characteristics of the developed axial 
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air turbine with improved blade profile B. Figure 7.23 shows the turbine isentropic total to 

static efficiency at different pressure ratios where the maximum turbine efficiency of 77.78% 

was achieved at pressure ratio of 1.75 which is close to the design point pressure ratio of 2. 

These results show also that the turbine efficiency at off design conditions above and below 

the design point decreases as can be observed at pressure ratio of 2.25 which can be explained 

by turbine chocking near to this pressure ratio value. The turbine output power is shown in 

Figure 7.24 for different pressure ratio and speeds of 18,000, 20,000 and 22,000. It can be 

observed that the design power value of 1kW can be obtained at 2 pressure ratio at the design 

rotational speed of 20,000 RPM. 

 

 

Figure 7.23 CFD results of turbine efficiency for different RPM 
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Figure 7.24 CFD results of turbine output power for different RPM 

 

The results of 3D CFD simulation of the modified small axial air turbine was compared with 

the 1D meanline design code in terms of turbine total to static efficiency, power output, and 

mass flow rate for different pressure ratio.  As shown in Figure 7.25, there is a noticeable 

difference between the efficiency values of the meanline modelling and CFD simulation. This 

difference can be attributed to the empirical correlations used for losses prediction in the 

meanline modelling which under estimated the losses. However, the comparisons of output 

power and mass flow rate variations with the pressure ratio show very good agreement 

between the 1D meanline modelling and CFD simulation results as shown in Figures 7.26 and 

7.27 for the power and mass flow rate respectively.  
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Figure 7.25 Turbine total to static efficiency based on 1D modelling and CFD simulation 

 

Figure 7.26 Turbine output power based on 1D modelling and CFD simulation 
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Figure 7.27 Turbine mass flow rate based on 1D modelling and CFD simulation 

 

7.4 Performance Prediction based on CFD Modelling: 

The difference between 1D Meanline modelling and CFD simulation results indicated that the 

turbine efficiency is sensitive to loss prediction correlations which have been developed for 

large gas turbines. This section presents the results of total pressure losses in small axial 

turbine using ANSYS CFX 16.2 and published correlations to identify the most accurate 

correlation to predict losses in small axial turbines. The comparison between the losses 

prediction results using conventional correlations and CFD simulation is provided for both 

stator and rotor blades. The total pressure losses for the turbine rotor are shown in Figure 7.28 

and 7.29 for different turbine pressure ratios (1.25-3.5) and different RPMs (5,000-30,000). 

The results of losses prediction using ANSYS CFX were compared to the losses prediction 

using Ainely, Came & Dunham, and Kacker& Okapuu loss models. This comparison shows 

that there is a good agreement between the Kacker & Okapuu loss model and the CFD results 

especially near to the design point (Pr=2, RPM=20000) while the correlations of Ainely and 
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Came & Dunham produced lower values of losses. This can be explained as that the Kacker & 

Okapuu correlation has taken into account the effect of Mach number, Reynolds number and 

shock waves which have significant effect in small scale turbines. However, the difference 

between Kacker & Okapuu correlation and the CFD modelling increases at off design 

operating conditions indicating the importance of using CFD simulation to predict turbine 

performance at off design operating conditions. 

 

 

Figure 7.28 Rotor total loss coefficient for different pressure ratio 
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Figure 7.29 Rotor total loss coefficient for different RPM 

 

The total pressure losses for the turbine stator are shown in Figures 7.30 and 7.31 for different 

turbine pressure ratios (1.25-3.5) and different RPMs (5,000-30,000). The results of loss 

prediction for stator blades shows similar trend as the rotor loss but the values of loss 

coefficients in stator were very low compared to those of the rotor. The high loss factors in 

rotor blades can be explained by the rotational effect on boundary layer development as well 

as the tip clearance flow leakage. 
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Figure 7.30 Stator total loss coefficient for different pressure ratio 

 

Figure 7.31 Stator total loss coefficient for different RPM 

 

Table 7-3 compares the loss and total to static turbine efficiency with different prediction 

schemes for the design point. The difference in results can prove that the conventional loss 

prediction models are not appropriate for small scale turbines and for the preliminary design 

phase the Kacker and Okapuu scheme is recommended. Then the design can be improved 

using  CFD modelling. The losses are related to the flow characteristics, pressure gradient and 
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boundary layer development through turbine passage. The effect of blade geometrical 

parameters on loss generation was studied to improve the aerodynamic performance of the 

blade profile and to define the parameters upper and lower limits needed for the optimization 

process. 

Table 7-3 Losses prediction at design point 

 

The influence of the incidence angle (𝑖 ) on the rotor loss factor was investigated using 

ANSYS CFX turbine simulation for both positive (0 to +15𝑜 ) and negative (0 to -15𝑜 ) 

incidence angles as shown in Figure 7.32.  The results show that the minimum loss value was 

achieved at zero incidence and the loss increased with any incidence angle change from zero 

in both positive and negative directions. The incidence is affected by leading edge geometry 

which is defined by two main parameters namely leading edge (L.E) radius and wedge angle. 

As a result the loss was studied for different leading edge geometries. Figure 7.33 shows the 

variations of rotor total loss coefficient with leading edge radius for different L.E shapes 

(circular and elliptical) and the general variation trend indicates that there is an optimum 

value of L.E radius that can achieve minimum loss. Compared to circular leading edge shape 

the elliptical configuration has lower loss coefficients. For the L.E radius of 0.5 mm the loss 

can be reduced by 7.28% using elliptical shape.  The loss variations with L.E wedge angle are 

shown in Figure 7.34 and the minimum total loss coefficient of 0.0614 was achieved at 18𝑜 

wedge angle. 

 Ainely&Mathieson 

Loss Model 

Came&Dunham Loss 

Model 

Kacker&Okapuu 

Loss Model 

Loss Prediction 

using CFD 

(𝒀𝒕𝒐𝒕𝒂𝒍) Stator Rotor Stator Rotor Stator Rotor Stator Rotor 

0.00750 

 

0.03791 

 

0.01461 0.04898 0.02351 0.05845 0.03054 0.06108 

(ɳ𝒕𝒔) 87.47 84.92 80.00 77.32 
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Figure 7.32  Rotor total loss coefficient vs. incidence angle 

 

Figure 7.33  Rotor total loss coefficient vs. leading edge radius 
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Figure 7.34  Rotor total loss coefficient vs. leading edge wedge angle 

 

The estimation of losses based on CFD modelling was also conducted for other turbine blade 

geometrical parameters like stagger angle, number of blades, and axial spacing between stator 

and rotor. Figure 7.35 shows the rotor total loss for different stagger angle and the results 

indicate the significant effect of blade stagger angle on flow behaviour and the minimum 

pressure loss coefficient value of 0.06011 was obtained at 23.46 𝑜. Figure 7.36 shows the 

rotor total loss factor variation with the trailing edge thickness. It can be seen that the loss 

increases with increasing the trailing edge thickness and this can conflict with the stress and 

manufacturing requirements. 
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Figure 7.35  Rotor total loss coefficient vs. Stagger angle 

 

Figure 7.36  Rotor total loss coefficient vs. trailing edge thickness 

 

 



Chapter7: Turbine Design Results and Discussion 

 

208 | P a g e  

 

Also the rotor loss factor is influenced by the number of blades as can be seen in Figure 7.37 

where the total loss coefficient varies significantly with the number of blades as a result of the 

considerable change in boundary layer thickness through the turbine passage. The increase in 

number of rotor blades from 18 to 22 leads to an increase in total pressure loss by 6.35% 

indicating the importance of this parameter on turbine overall performance. 

 

Figure 7.37  Rotor total loss coefficient vs. number of blades 

 

Unlike radial turbine there is no correlation to estimate the axial spacing between stator and 

rotor blades in axial turbine. In large gas turbines, the axial gap between stator and rotor is 

around 20-30% of the axial chord length to avoid the interaction effect. Figure 7.38 shows the 

CFD predicted total pressure loss for the turbine rotor at various axial spacing. The rotor total 

loss coefficient decreases by increasing the axial gap up to a value of 4.5mm axial gap where 

the minimum loss amount occur. This gap represents around 35% of the stator axial chord 

slightly higher than the gap typically used in large turbines. 
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Figure 7.38  Rotor total loss coefficient for different axial spacing. 

 

The total losses were predicted for both the stator and rotor and presented in terms of 

dimensionless parameters (pitch to chord ratio and exit Mach number) as shown in Figures 

7.39 and 7.40. These results show that the variations in the total losses are more significant in 

the rotor compared to the stator and the initial design pitch to chord ratio of 0.9 has high loss 

values and the more realistic range is 0.2-0.7. These results can be used for more accurate loss 

estimation in small axial turbines at the preliminary design phase. 
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Figure 7.39 Turbine stator total loss for different aspect ratio 

 

Figure 7.40  Turbine rotor total loss for different aspect ratio 
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7.5 Turbine Aerodynamic Design Optimization: 

It is clear from the results of the CFD parametric study and loss prediction that the 

performance of axial turbine is affected significantly by the aerodynamic characteristics of the 

turbine blade profile. The variations of each blade geometry parameter lead to considerable 

change in the total pressure losses through the turbine stage and there is an optimum value for 

each parameter that achieves minimum losses. These parameters need to be optimized 

simultaneously to achieve the optimum blade profile with highest turbine efficiency while 

delivering the required power. In order to develop an efficient aerodynamic turbine design 

and achieve reliable prediction of the complex flow features through turbine passage, 3D CFD 

modelling coupled with an optimization technique is an efficient method for higher turbine 

performance. In this research, the aerodynamic blade profile optimization was performed 

using the multi objective genetic algorithm (MOGA) technique for on and off design 

conditions as shown in Figure 7.41. 

 

Figure 7.41 Single and multi-operating point in ANSYS workbench. 
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7.5.1 Single-point optimization: 

In the single point optimization, the turbine blade profile was optimized for a single operating 

point (the design operating conditions). The 3D turbine blade single point optimization was 

conducted using the following strategy: 

 The operating condition in ANSYS CFX Solver was set to be the same design point 

values (𝑃𝑜1=2, RPM=20,000, 𝑇𝑜1=340K). 

 Using CFD simulation parametric study and loss analysis, the upper and lower limits 

of the turbine blade geometrical parameters were selected as shown in Table 7-4. 

 Defining the optimization objective functions and constrains. 

 Studying the local sensitivity of the output function to the geometry parameters 

variations. 

 Checking the Goodness of Fit of the meta-model function and actual CFX solver 

results. 

 Applying the MOGA to identify the optimum blade geometry parameters 

combination which satisfy the objective functions and constrains. 

In order to reduce the computational time, the dimensional space of the optimization 

problem is reduced by including only the independent geometry parameters and parallel 

computing was used for 100 iterations. 
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Table 7-4 Geometry parameters range 

Parameter Unit range 

Number blades - 16-26 

Stagger angle degree 22-28 

L.E Major radius mm 0.3-0.6 

L.E Minor radius mm 0.2-0.5 

L.E Wedge Angle degree 16-20 

T.E Minor radius mm 0.2-0.5 

T.E Wedge Angle degree 10-15 

Stator-rotor Spacing mm 3-5 

 

The Neural Network Meta model was used for response prediction due to its very good fitting 

with the actual solver runs compared to the 2
nd

 polynomial and Kriging models (Cravero and 

Macelloni 2010). Figure 7.42 shows the Goodness of Fit in the prediction of both turbine 

output power and total to static efficiency. This fitness proves the ability of Neural Network 

model in predicting the response function with relative absolute error of 0.0036. The local 

sensitivity of the output response to the geometric parameters variations is shown in Figure 

7.43. It can be seen that the stagger angle and the numbers of blades are the most significant 

factors compared to other parameters. 
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Figure 7.42 Goodness of fit between meta-model and CFX solver results 

 

Figure 7.43  Local sensitivity analysis of design parameters. 
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The optimization was carried out using the initial axial turbine design based on CFD 

modelling as detailed in Table 7.4 and maintaining the same operating conditions. In the 

problem formulation, three objective functions were set in MOGA namely the maximization 

of the total to static efficiency, maximization of the output power and minimization of the 

total pressure losses. Also the turbine optimization was subjected to the following constrains: 

 The allowable maximum change in air mass flow rate is 1% of the design point value 

of 0.1 kg/sec. 

 𝛽3 ≤ 72
𝑜 . This is the maximum value for axial turbine blade manufacturing 

requirements for rotor relative angle. 

 𝑀𝑒 < 1. This condition was set to ensure that turbine is in sonic region. 

 Tip clearance > 0.5mm. This value was set as a minimum value for manufacturing 

requirements. 

The stator and rotor optimization were performed with initial 100 samples and with 100 

maximum iterations as recommended by ANSYS User Guide. The results of single point 

optimization process for both stator and rotor blade profiles showed an increase in turbine 

stage total to static efficiency by 7.56% compared to the baseline efficiency indicating the 

ability of CFD based optimization as a powerful optimization technique to achieve higher 

turbine performance. The detailed comparison between baseline and optimized design is 

illustrated in Table 7.5.  

Figure 7.44 compares the optimized and baseline rotor blades in terms of pressure distribution 

which shows that the optimization approach could reduce secondary flow in the rotor passage 

and adverse pressure was improved by reducing the exit stream velocity by 2.6% and 17.23% 

at stator and rotor exit respectively. The improvements in blade loading due to the 

optimization can be explained by the increase in stagger angle from 21.31𝑜 to 25.07𝑜 and as 

a result the blade thickness distribution is improved with optimized stagger angle value. The 
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noticeable enhancements in turbine performance are due to rotor blade optimization which 

could achieve a reduction of 8.23% in total loss compared to stator optimization which could 

reduce the loss by only 1.42%. A comparison between optimized blade profiles and baseline 

design is shown in Figures 7.45 and 7.46 for the rotor and stator respectively. 

 

Table 7-5 CFD-MOGA optimization results 

Minimize P4;Pressure Loss Goal, Minimize Mize P4 (Default importance); Strict Constraint 

Seek P5 = 1000 W Goal, Seek P5 =  (Default Importance) 

Optimization Method The MOGA method (Multi-Objective Genetic Algorithm) 

Configuration 100 samples per iteration 

 Baseline Design Optimized Design 

Stagger angle (degree) 21.31 25.07 

Number blades 22 18 

Tip Clearance (m) 0.001 0.00088821 

Leading. Major radius (m) 0.000227 0.000386 

Leading. Minor radius (m) 0.0001274 0.0001133 

Trailing. Major radius (m) 0.0003 0.00021 

Trailing. Minor radius (m) 0.0002 0.00013 

Wedge Angle (degree) 19.07 17.23 

Stator-Rotor Gap (mm) 5.0 3.78 

Throat (m) 0.002077 0.0026628 

Rotor Pressure Loss Coeff. 0.06108 

 

0.05474 

ɳ𝑡𝑠(Total-to-static) 78.064 84.457 

Output Power (W) 987.05  993.48 
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Figure 7.44 Rotor blade loading for baseline and optimized design 

 

 

Figure 7.45 Rotor blade profiles for baseline and optimized designs 
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Figure 7.46 Stator blade profiles for baseline and optimized designs 

 

The initial baseline design and optimized blades were simulated in ANSYS CFX and the 

results were compared in terms of velocity vector and entropy contours.  The velocity streams 

show the improvements in flow behaviour and the reduction in secondary flow due to blade 

profile optimization. Also the entropy generation is a common parameter that can measure the 

losses. Figure 7.47 compares the entropy generation contours for the baseline and the 

optimized turbine blades. It can be seen that the entropy values in the optimized design were 

reduced compared to those associated with the baseline thus the optimization approach was 

effective in reducing the entropy generation from 158.43 up to 98.61 J/kg.K. Figure 7.48 

compares the velocity streamlines for the baseline and optimized blade profiles show that the 

flow vortices and secondary flow through blades passage can be reduced using this 

optimization approach. 
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Figure 7.47 Entropy generation contours: (a) baseline design (b) optimized design 
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Figure 7.48 Velocity vectors: (a) baseline design (b) optimized design 
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7.5.2 Multi-operating point optimization: 

In single point optimization the turbine blade profile is redesigned to achieve high efficiency 

at certain operating condition which represents the turbine design point. However, in actual 

operation, the turbine may work at off design mode for significant period of time. In D-CAES, 

as a result of transient operating conditions the turbine works at inlet pressure and mass flow 

rates higher and lower than the design point value. The discharging pressure can be controlled 

at 2 bars but that will lead to a reduction in mass flow rate due to variations in air density. As 

a result, the axial turbine blade profiles for the stator and rotor were optimized for a range of 

inlet mass flow rate (0.025-0.1kg/sec) to achieve higher power and efficiency levels during 

cycle discharging phase. Table 7.6 provides detailed comparison between single and multi-

operating point optimization results. Also Figure 7.49 compares the rotor blade profiles as 

obtained from both single and multi-operating point optimization and it is observed that the 

multi-point optimization leads to noticeable change in rotor solidity as a result of multi 

operating conditions. Compared to single operating point, the multi-operating point 

optimization approach can improve the turbine cycle performance in both on and off design 

modes with higher overall cycle efficiency. 

Figure 7.50 shows the D-CAES overall efficiency with the turbine designs obtained by the 

two optimization approaches where an improvement of 8.07% was achieved by multi point 

optimization compared to single point optimization. However, the computational time needed 

for multi operating point optimization is excessively long compared to that needed for single 

point optimization and this is why in this approach the inlet pressure was set as constant at 2 

bar and only variations in inlet mass flow rate was used to save the computational time. 
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Table 7-6 Single and multi-point optimization results 

Minimize P4;Pressure Loss Goal, Minimize Mize P4 (Default importance); Strict Constraint 

Seek P5 = 1000 W Goal, Seek P5 =  (Default Importance) 

Optimization Method The MOGA method (Multi-Objective Genetic Algorithm) 

Configuration 100 samples per iteration 

 Single point optimization Multi-point optimization 

Stagger angle (degree) 25.07  23.14 

Number blades 18 18 

Tip Clearance (m) 0.00088821 0.000754412 

Leading. Major radius (m) 0.000386 0.000406 

Leading. Minor radius (m) 0.0001133 0.0001228 

Trailing. Major radius (m) 0.00021 0.000114 

Trailing. Minor radius (m) 0.00013 0.000087 

Wedge Angle (degree) 17.23 20.07 

Stator-Rotor Gap (mm) 3.78 3.43 

Throat (m) 0.0026628 0.00258817 

Blade Solidity 1.5224 1.7332 

Rotor Pressure Loss Coeff. 0.05474 0.055118 

ɳ𝑡𝑠(Total-to-static) 84.457 82.767 % 

Output Power (W) 993.48 989.12 
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Figure 7.49 Rotor blade profiles for single and multi-point optimization 

 

Figure 7.50 D-CAES efficiency based on single and multi-point turbine optimization 
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7.6 Multidisciplinary Optimization: 

The aerodynamic design optimization of the turbine blade profile is performed to improve the 

turbine efficiency through geometry variations. However, the optimum aerodynamic design is 

usually in conflict with the structural requirements. In order to ensure that the optimum 

aerodynamic design is compatible with structural design limitations, the multidisciplinary 

automatic optimization was conducted in ANSYS Workbench for both the aerodynamic and 

mechanical blade designs simultaneously as shown in Figure 7.51. The coupling of the CFD 

solver with the mechanical structure solver allows transferring the loads (Pressure and 

rotational speed) from CFX fluid solver to the finite element model in which the Von Mises 

stress and total deformation can be predicted. The optimization problem was formulated with 

Multiobjective functions which included maximization of the turbine efficiency with 

minimization of Von Mises stress and minimization of total deformation. As can be seen in 

Figure 7.52 the sensitivity analysis of the rotor blade stresses to the blade geometry variations 

indicates that the Von Mises stress is more sensitive to the geometry of both L.E and T.E 

compared to other parameters. 

Using the multidisciplinary optimization based on 3D printing material (Fullcure720) the 

maximum total blade deformation was reduced from 0.11506 mm to 0.077578 mm as shown 

in Figure 7.53 which compares the FEA results for the rotor blade profiles based on 

aerodynamic optimization and multidisciplinary optimization. Also the maximum total    

equivalent Von Mises stresses were reduced from 49.715 MPa to 41.729 MPa as shown in 

Figure 7.54. This optimization approach could reduce the stresses while maintaining the 

turbine efficiency high around 82.95% with only a reduction of only 1.8% compared to the 

optimum efficiency based on aerodynamic blade optimization. This reduction in turbine 

efficiency is due to the change in rotor blade geometry to meet the structural requirements. 

Table 7-7 provides a detailed comparison between aerodynamic and multidisciplinary 
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optimisation results. Figure 7.55 shows the rotor blade profiles for more clear comparison 

between aerodynamic based optimization and multidisciplinary optimization. 

 

Figure 7.51 Multidisciplinary optimization in ANSYS workbench. 

 

 

Figure 7.52 Sensitivity analysis of geometry variations on total stresses 
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Table 7-7 Aerodynamic and multidisciplinary optimization results 

Minimize P4;Pressure Loss Goal, Minimize Mize P4 (Default importance); Strict Constraint 

Seek P5 = 1000 W Goal, Seek P5 =  (Default Importance) 

Optimization Method The MOGA method (Multi-Objective Genetic Algorithm) 

Configuration 100 samples per iteration 

 Aerodynamic optimization Multidisciplinary optimization 

Stagger angle (degree) 25.07  22.14 

Number blades 18 18 

Leading. Major radius (m) 0.000386 0.000944 

Leading. Minor radius (m) 0.0001133 0.0006221 

Trailing. Major radius (m) 0.00021 0.000436 

Trailing. Minor radius (m) 0.00013 0.000707 

L.E Wedge Angle (degree) 17.23 22.34 

Stator-Rotor Gap (mm) 3.78 3.78 

Blade Solidity 1.5224 1.5224 

ɳ𝑡𝑠(Total-to-static) 84.457 80.95 

Output Power (W) 993.48 990.27 
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Figure 7.53 Total deformation (a) aerodynamic optimized profile (b) Multidisciplinary 

optimized profile 

 

 

 

 

(a) 

(b) 
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Figure 7.54 Total stresses (a) aerodynamic optimized profile (b) Multidisciplinary optimized 

profile 

 

(a) 

(b) 
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Figure 7.55 Comparison between rotor blade profiles for aerodynamic and multidisciplinary 

optimization 

 

7.7 Experimental Validation: 

In order to validate the methodology used to develop small scale axial air turbine for solar 

powered compressed air energy storage system, the developed turbine was manufactured and 

tested using compressed air. The developed axial turbine was tested at different inlet pressure, 

temperature, mass flow rate, and RPM. The maximum inlet pressure that could be achieved 

from the compressed air supply was 1.6 bar. For the inlet temperature, a heating tape was 

fixed near the turbine inlet to heat the inlet air from ambient temperature of 20𝑜𝐶 up to 34𝑜𝐶. 

A 3D CFD turbine simulation was conducted with the same operating conditions of the 

experimental test for different rotational speed starting from 6,000 RPM up to 18,000 RPM 

for different inlet pressures (1.2-1.6bar). 

The experimental results were compared to the CFD simulation results at different rotational 

speed (6,000-18,000 RPM) and turbine inlet temperature ( 20𝑜𝐶 - 34𝑜𝐶). 
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Figure 7.56 compares the turbine output power obtained by both CFD simulation and 

experimental testing for different pressure ratios and rotational speeds at fixed inlet 

temperature of 34𝑜𝐶. For more precise power prediction, the uncertainty propagation was 

included and represented by error bars for each experimental result. Figure 7.57 compares the 

total to static efficiency of CFD simulation and experimental results with including the 

uncertainty propagation for measuring instruments. Both power output and efficiency 

comparisons show good agreement between CFD simulation and experimental results. The 

turbine efficiency and power increase with the RPM due to the increase in enthalpy drop 

through the turbine stage. Also the increase in turbine inlet temperature TIT from  20𝑜𝐶 

to 34𝑜𝐶 leads to observed increase in turbine power and efficiency. The maximum output 

power was 701.87 W at 1.6 bars and 18,000 RPM with an efficiency of 59.26 %. 

Figures 7.56- 7.59 show that the CFD simulation results were over predicted compared to the 

experimental results for both turbine output power and efficiency. These differences between 

experimental and CFD simulation can be explained due to: 

 In CFD simulation of the turbine stage, the surface roughness of the blade was 

assumed to be smooth unlike the actual manufactured model. Decreasing the surface 

roughness can improve the turbine efficiency significantly. Figure 7.62 shows the 

comparison between the experimental and CFD results by including the effect of 

surface roughness of 3D printing material (Fullcure720). The surface roughness of 

Fullcure 720 was obtained using Alicona Infinite Focus optical scanner for 3D turbine 

blade profile and the average surface roughness was 10.23µm. The comparison shows 

that the difference between CFD and experimental results was reduced by 2.5% by 

considering the effect of surface roughness in CFD simulation.    

 The CFD modelling was conducted based on steady state flow condition. However, 

the actual test had transient flow characteristics. 
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 In actual turbine testing, there are significant mechanical losses in shaft bearings 

leading to a reduction in turbine output power. These mechanical losses were not 

considered in CFD modelling of the turbine stage. 

 

Figure 7.56 CFD modelling validation with experimental for turbine power (𝟑𝟒𝒐𝑪) 

 

 

Figure 7.57 CFD modelling validation with experimental for turbine efficiency (𝟑𝟒𝒐𝑪) 



Chapter7: Turbine Design Results and Discussion 

 

232 | P a g e  

 

 

Figure 7.58 CFD modelling validation with experimental for turbine efficiency 

 (𝟐𝟎𝒐𝑪) 

 

Figure 7.59 CFD modelling validation with experimental for turbine output power (𝟐𝟎𝒐𝑪) 
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Figures 7.60 and 7.61 show the CFD predicted turbine efficiency and power output versus the 

experimental results. On Figure 7.60, lines presenting percentage deviation of ±16.50 % 

between the CFD and experimental results while in Figure 7.61 lines presenting percentage 

deviation of ±12.5 % were indicated. 

The percentage deviation between the CFD modelling and experimental results were 

calculated using relative error equation as: 

Relative Error (%) =
|𝐶𝐹𝐷 − 𝐸𝑋𝑃. |

𝐶𝐹𝐷
× 100 

(7.1) 

This comparison gives clear boundaries for the CFD simulation against the experimental data. 

As shown in Figure 7.60 and Figure 7.61 the predicted CFD values were within ±16.50 % for 

the total to static efficiency and ±12.5 % for the output power indicating acceptable agreement 

between experimental and CFD results. The comparison shows that the relative error in power 

prediction using CFD is lower than that of the efficiency prediction due to the uncertainty in 

efficiency calculations being higher than the uncertainty in the power which was measured 

directly with the torque meter with high accuracy. The effect of surface roughness on turbine 

CFD simulation is shown in Figure 7.62.   

 

Figure 7.60 Turbine efficiency based on CFD modelling and experimental testing 
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Figure 7.61 Turbine power based on CFD modelling and experimental testing 

 

Figure 7.62 Turbine efficiency based on CFD modelling and experimental testing by 

considering the surface roughness effect. 
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CHAPTER 8 

CONCLUSIONS AND RECOMMENDATIONS  

 

8.1 Introduction: 

Distributed power generation systems can play a major role for cost effective environmental 

friendly electricity generation. The implementation of DPG systems based on renewable 

energy source requires developing energy storage technology to store the excess renewable 

energy at peak times and then recover the stored energy efficiently for usage where needed.  

Compressed air as a storage technology is one of the competitive solutions for more 

developments in energy production using renewable energy sources like solar and wind 

energies which has been implemented in large scale applications. However, small scale D-

CAES is still new and further research is required for enhancing the charging and discharging 

phases to increase the overall efficiency of the cycle. In the discharging phase, the 

compressed air is expanded in small turbine with a rotating shaft to operate an electrical 

generator. This small turbine is the key component in the D-CAES and the system overall 

efficiency is dependent on the small turbine performance. 
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8.2 Conclusions: 

In D-CAES system, the small turbine works deeply at off design mode due to the transient 

behaviour of the discharging process of the compressed air. This research developed a 

methodology for the design and optimization of a small axial turbine applicable for D-CAES 

system with an output power of 1kW suitable for domestic applications. The strategy of the 

research aims to improve the overall performance of the D-CAES system through developing 

an efficient small scale axial air turbine to achieve higher efficiency levels in both on and off 

design modes. The main conclusions from this research can be drawn in the following points: 

 A systematic comprehensive methodology for developing a small scale axial turbine 

for compressed air energy storage system was developed. The methodology consists 

of : (i) developing an initial turbine design using mean line analysis; (ii) use 3D-CFD 

modelling with single and multi-operating point optimization to achieve the best 

performance over wide range of operating conditions and (iii) use of multi-disciplinary 

optimization to modify the optimum aerodynamic design to enable low cost 3D 

printing material withstanding the mechanical stresses occurring in the turbine and 

demonstrate the potential of such material for real functional applications. 

 Small scale turbines experience high losses and precise losses prediction for small 

scale turbines is needed. The comparison between losses prediction using 

conventional losses schemes and losses prediction based on 3D CFD modelling was 

conducted. This comparison showed that the losses prediction were under predicted by 

Ainely, Came&Dunham correlations and Kacker & Okapuu losses model is more 

appropriate for performance prediction in small axial turbines at the preliminary 

design phase compared to other losses models. Kacker & Okapuu losses prediction 

model was within ±1.87% from the CFD results at the design point and for more 

accurate performance prediction, the CFD modelling can be effective tool for reducing 
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the losses through improving the blade thickness distribution for better velocity 

vectors distribution and blade loading. 

 The results of total loss prediction based on 3D CFD modelling for different blade 

aspect ratios were presented for different exit Mach number. These results provide the 

guidelines for the total loss prediction in small axial turbines at early design stages in 

terms of dimensionless parameters which can be used directly for more precise 

performance prediction of small scale axial turbines with aspect ratio range of 0.2 to1. 

 The 3D CFD turbine simulation coupled with MOGA optimization was proven as an 

effective inexpensive design approach for minimizing the losses through the turbine 

stage leading to an optimum blade profile. The single operating point optimization 

approach based on 3D CFD modelling could improve the turbine total to static 

efficiency by 7.56% highlighting the potential of this optimization approach in 

developing turbine design for higher efficiency levels. 

 In D-CAES system, there are significant variations in the turbine inlet pressure and 

mass flow rate leading to considerable drop in turbine performance. Multi-operating 

point optimization approach could improve the turbine efficiency for a wide range of 

off design operating conditions and increase by 8.07% in D-CAES overall efficiency 

was achieved indicating the ability of Multi-point optimization technique to reach 

acceptable turbine efficiency levels compared to normal baseline design in off design 

operation mode. 

 The aerodynamic turbine optimization leads to high efficiency value with a novel 

blade profile geometry. However, this optimum profile conflicts with the mechanical 

design constrains. In this regard and to ensure the optimum design can withstand 

mechanical loads, multidisciplinary optimization approach was used to optimize the 

blade profile for maximum efficiency, minimum stress, and minimum deformation at 
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the same time. This optimization technique was proven as new design tool for 

simultaneous optimization of both aerodynamic and mechanical designs optimization. 

This optimization approach could reduce the equivalent Von Mises Stress from 49.715 

MPa to 41.729 MPa while maintaining the turbine total to static efficiency high at 

80.95% which is 4.89% higher than efficiency obtained using 1D meanline modelling.  

 The developed design methodology for the small axial turbine has been proven as a 

powerful design tool by experimental testing of the developed turbine. The 

comparison between experimental and CFD results showed deviations of 16.5% and 

12% in efficiency and power output respectively which can be reduced by considering 

the surface roughness in turbine CFD simulation.  

 The use of 3D printing materials (Fullcure 720) in turbine manufacturing and testing 

can highlight the potential role of this material as cost effective material that can be 

used not only for prototyping but for real functional applications like manufacturing 

turbine inlet cone, stator vanes, and rotor blades. 

8.3 Recommendations: 

Based on the work that has been conducted in this research for developing small axial air 

turbine, the turbine efficiency is sensitive to blade profile geometry and for more 

enhancements in small axial turbine performance the design requires considering the 

following: 

 Improving the losses prediction schemes for on and off design condition by 

including the turbulent and boundary layer transition effects in small and micro 

turbines. 

 Transient CFD modelling of small axial turbine to investigate the impact of stator-

rotor interactions on turbine performance. 
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 Vibration in small axial turbines is another parameter that requires deep research 

particularly for high rotational speed levels. 

 For more improvements in D-CAES expansion phase, the thermal energy storage 

design needs to be optimized for maximum heat storage capacity with minimum 

pressure loss in heat exchanger system. 
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Appendix A 

Inlet Cone Modelling 

The inlet cone was simulated to select the optimum cone design that can achieve good flow 

guidance with minimum pressure and shock losses. The steady state simulation of the inlet 

cone was conducted using ANSYS CFX 16.2 with unstructured mesh and SST turbulence 

model.  

 

 

Inlet Cone with Nozzle Modelling 
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Appendix B 

Uncertainty in Temperature Calculations 
 

 

Mean ( 𝑇𝑎𝑣𝑔 ) The average of all 

temperature values 
𝑇𝑎𝑣𝑔 =

∑ 𝑇𝑖
𝑁
𝑖=1

𝑁
 

Uncertainty in measurments ( ∆𝑇) Uncertainty in a single 

temperature measurments ∆𝑇 = 𝜎 = √
∑ (𝑇𝑖 − 𝑇𝑎𝑣𝑔)2
𝑁
𝑖=1

𝑁
 

Uncertainty in Mean ( ∆𝑇𝑎𝑣𝑔) Uncertanity in the mean (T) ∆𝑇𝑎𝑣𝑔 =
𝜎

√𝑁
 

Measured value (𝑇𝑚) The final temperature value 

as a function of the average 

temperature and mean 

uncertanity 

𝑇𝑚 = 𝑇𝑎𝑣𝑔 ± ∆𝑇𝑎𝑣𝑔 

 

Temperature repeated measurments: 

Power (W) T1(
o
C) T2(

o
C) T3(

o
C) 

397 33.61 34.22 33.84 

 

Uncertainty Calculations: 

Power  ∆𝑇𝑎𝑣𝑔 (𝑇1 − 𝑇𝑎𝑣𝑔)
2 (𝑇1 − 𝑇𝑎𝑣𝑔)

2 (𝑇1 − 𝑇𝑎𝑣𝑔)
2 Sum/3 Root Uncertainty 

397 33.84 0.0016 0.0324 0.0196 0.017866 0.1336 0.077172246 
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Appendix C 

 

 

 

 

 

 

 

 

 

 

 

 

 

Inlet Turbine Duct 
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Appendix B: Inlet cone with stator 
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Appendix B: Rotor with shaft 
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Appendix B: Rotor casing 

 

 

 

 

 

 

 

 

 

 

 

 




