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The human brain relies upon the dynamic formation and dissolution
of a hierarchy of functional networks to support ongoing cognition.
However, how functional connectivities underlying such networks
are supported by cortical microstructure remains poorly understood.
Recent animal work has demonstrated that electrical activity
promotes myelination. Inspired by this, we test a hypothesis that
gray-matter myelin is related to electrophysiological connectivity.
Using ultra-high field MRI and the principle of structural covariance,
we derive a structural network showing how myelin density differs
across cortical regions and how separate regions can exhibit similar
myeloarchitecture. Building upon recent evidence that neural
oscillations mediate connectivity, we use magnetoencephalography
to elucidate networks that represent the major electrophysiological
pathways of communication in the brain. Finally, we show that a
significant relationship exists between our functional and structural
networks; this relationship differs as a function of neural oscillatory
frequency and becomes stronger when integrating oscillations over
frequency bands. Our study sheds light on the way in which cortical
microstructure supports functional networks. Further, it paves the
way for future investigations of the gray-matter structure/function
relationship and its breakdown in pathology.

network | functional connectivity | myelination |
magnetoencephalography | MRI

The way in which integration of functionally specific brain re-
gions supports ongoing cognition is one of the most important

questions in neuroscience, and noninvasive in vivo imaging pro-
vides a tool to investigate this interregional connectivity in terms of
both brain function and structure. Functional connectivity refers to
statistical interdependencies between patterns of brain “activity”
measured at separate cortical locations (1) and, even in the
“resting state,” measured spontaneous brain activity defines non-
random networks that are related to cognitive processes (2). The
way in which these functional networks are supported by structural
white-matter pathways is reasonably well understood (3). However,
it is likely that the structure–function association extends to gray-
matter morphology, for which fundamental understanding is
lacking. Structural morphology of the cortex is known to vary
significantly between individuals, and does so in an organized
fashion. For example, individuals with a high cortical volume in
Broca’s area typically exhibit high cortical volume in Wernicke’s
area, reflecting a language network (4). Similar observations can
be made between other associated cortical regions (5, 6). This is
known as structural covariance (7–9) and it allows the formation of
matrices showing how structural properties of individual brain
regions covary over subjects. In this paper, we assess structural
covariance based upon cortical myeloarchitecture and probe its
relationship to functional networks that are assessed based upon
measured spontaneous brain activity.
Noninvasive mapping of cortical myeloarchitecture (10, 11) has

grown in popularity in recent years, fueled by an increased interest
in myelination-based parcellation (12). The general finding is that
primary sensory cortices tend to be heavily myelinated whereas
regions associated with multisensory integration are less myelinated

(10, 13). More localized spatial changes in myelination also exist;
for example, subtle subdivisions between regions are apparent in
visual (14, 15), somatosensory (16), and auditory (17) cortices.
There is evidence of cross-species changes in myelination (18), with
the brains of nonhuman primates more heavily myelinated than
those of humans. Although still unproven, findings suggest that
cortical myelin may inhibit plasticity; for example, early sensory
areas may require less plasticity, and therefore more myelin,
whereas higher-order areas have less myelination, which might
enable greater plasticity (10). Cortical myelination has been shown
to change throughout development, and is not established fully
until the third decade of life (19, 20). However, no studies have yet
used myelin mapping to examine structural covariance or the link
between a cortical myelin network and functional connectivity.
Previous work does show a direct link between myeloarchitecture
and function (21–23). For example, a recent study (24) showed that
optogenetic stimulation directed to increase neuronal firing in
premotor cortex of mice promotes oligodendrogenesis and there-
fore myelination, thus providing a link between neuroelectrical
activity and myeloarchitecture. Further work (25) suggests that the
amount of cortical myelin in a region predicts the magnitude of
electrophysiological responses. Taken together, the evidence con-
verges to a hypothesis that, if neuronal firing acts to shape the
spatial signature of myeloarchitecture, then networks reflecting the
brain’s primary pathways of functional connectivity should be
predictive of structural networks of intracortical myelin.
Magnetoencephalography (MEG) characterizes electrical ac-

tivity in the brain via measurement of extracranial magnetic fields
(26). The MEG signal from any one brain region is dominated by
neural oscillations (rhythmic changes in electrical activity) that are
observable in the 1- to 200-Hz frequency range. Evidence suggests
that these oscillations represent an intrinsic process by which both
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short- and long-range functional connections in the brain are
maintained. With this in mind, a growing body of work has begun
to show that, via appropriate modeling of MEG data, networks of
electrophysiological functional connectivity can be mapped (27–
29). The rich temporal complexity of MEG signals means that
multiple ways to characterize functional connectivity exist (30).
However, one of the most robust methods is amplitude envelope
correlation (AEC), which probes temporal relationships between
the envelope of oscillations, in a frequency band of interest, at
spatially separate brain regions. Our previous work has shown that
this intrinsic mechanism of (noninvasively measured) electro-
physiological coupling underpins many of the observable resting
state networks (RSNs) (27, 31). Given that these measurements
represent the principal long-range functional connections in the
brain, and given the evidence that electrical activity mediates
myelination, we hypothesized that networks of oscillatory enve-
lope correlation, measured between parcellated regions and in
multiple frequency bands, would allow prediction of a network of
structural covariance representing myeloarchitecture.

Results
Fifty-eight volunteers (39 ± 12 y old, 27 male) took part in the study.
Using ultra-high field MRI, we measured magnetization transfer
(MT) (32) across the brain, which serves as a marker of myelin.
These measurements were parcellated into 64 cortical regions
according to the automated anatomical labeling (AAL) atlas (Table
S1) and normalized by region volume to give myelin density esti-
mates. Following this, assessment of structural covariance between
all possible AAL region pairs allowed derivation of a network matrix
showing the degree to which separate (AAL) regions exhibit simi-
larities in their myeloarchitecture (see SI Further Analyses and Fig.
S1 for an alternative methodology). The same individuals also un-
derwent resting-state MEG acquisition. MEG data were parcellated
according to the same atlas, and RSNs characterizing functional
connectivity, between all possible AAL region pairs, were derived
using AEC in five frequency bands. With the aid of a recently de-
veloped framework (31), we then characterized the relationship
between the structural network, representing myelin density,
and functional networks, representing the major pathways of
electrophysiological communication.

Myelin Maps. Fig. 1A shows the measured MT, averaged across
subjects and plotted for all AAL regions. Red corresponds to high
myelin density, blue indicates low myelin density, and gray shows
regions where scan coverage was insufficient to gain an accurate

estimate. High myelination was observed in primary sensory cortices,
with statistical tests showing that this spatial variation was significant;
for example, significantly (P < 0.001) higher myelination was found
in primary motor cortex compared with the dorsolateral prefrontal
cortex. A hemispheric division was also noted with significantly (P <
0.01) higher MT in left compared with right sensorimotor cortex.
Fig. 1B maps the cortical variation of correlation between myelin
density and handedness (the latter measured using the Edinburgh
Handedness Inventory). A positive correlation denotes regions
where right handers have more myelin than left handers; a negative
correlation denotes regions where left handers have more myelin
than right-handed individuals. Note a significant (P < 0.05) split in
the polarity of the correlation between hemispheres.

MT Structural Covariation. The principle of structural covariance
and the structural network are shown in Fig. 1 C and D, re-
spectively. Fig. 1C shows correlation across subjects between my-
elin concentrations measured in left frontal inferior operculum
(capturing Broca’s area) and left supramarginal gyrus (encom-
passing Wernicke’s area). Results show a significant (P < 0.001)
positive correlation across subjects. Equivalent correlations can be
derived between all possible AAL region pairs, and results are
shown in Fig. 1D. Note that structural covariance between adja-
cent AAL regions is generally denoted by matrix elements close to
the leading diagonal, whereas structural covariance between distal
regions is represented far from the diagonal. The white boxes
show structural covariance between homologous regions.

MEG Networks.MEG functional connectivity matrices are shown in
Fig. 2. All networks are represented by a matrix similar to that in
Fig. 1D. The 3D brains display all connections within 5% of the
maximum value. It is clear that network structure differs between
bands: Theta oscillations support connections in frontal occipital
and parietal areas whereas alpha band-mediated connections are
predominantly occipital. The beta band shows more widespread
connectivity but is dominated by parietal and occipital connec-
tions. The low-gamma band was dominated by a sensorimotor
network.

The Relationship Between Structural Covariance and MEG. Fig. 3A
shows a “seed-based” structural covariance map (i.e., a single col-
umn in the matrix in Fig. 1D). Here, a seed region has been placed
in right inferior parietal cortex; high values depict brain areas that
show high structural covariance to the seed. A cross-hemispheric
pattern is observable with high structural covariance between ho-
mologous regions. Fig. 3B shows the equivalent seed-based map

Fig. 1. In vivo myelination measures and the struc-
tural network. (A) Mean MT contrast percentage for
all AAL regions. High MT is reflective of high myeli-
nation. Note high levels of myelination in primary
cortical regions. (B) Correlation between MT and
handedness. Positive correlations show regions
where myelin is higher in right handers. Negative
correlations show regions where myelin is higher in
left handers. (C) Example plot showing correlation
over subjects between MT measured in the AAL re-
gions capturing Broca’s and Wernicke’s areas. These
correlations are the basis of the structural network.
(D) The myelin structural network, represented as a
matrix. Each element denotes cross-subject correla-
tion in MT between two brain regions.
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calculated using beta band MEG data. Note the strong similarity
between the functional (Fig. 3B) and the structural (Fig. 3A)
networks. To generalize this relationship for all possible seed re-
gions, we tested for correlation between the full MT matrix
(representing all seeds; Fig. 1D) and the group-averaged func-
tional connectivity matrices for all bands (Fig. 2). The resulting r2

values (bar chart in Fig. 3C) show that functional networks mea-
sured in the beta and low-gamma bands predict significantly the
spatial pattern of structural covariance. Neither theta nor high-
gamma bands showed a measurable relationship; the alpha band
showed a trend. The inset images show seed regions for which
structural covariance is best predicted by functional networks.
Note that the structure/function relationship is strongest in pari-
etal and occipital areas and weakest in the frontal lobes. It is
noteworthy that the MEG-derived functional networks, particu-
larly in the beta band, are driven in part by canonical RSNs (27),
and by extension this suggests a significant relationship might also
be found between the spatial signature of fMRI-derived RSNs and
the structural network. This is indeed the case, and this significant
relationship is shown in SI Further Analyses, Functional Connec-
tivity and Myeloarchitecture in RSNs).
Although functional networks in individual frequency bands

show significant correlation, it is likely that the structural network
exists to support functional connectivity in all bands. For this
reason, we sought to integrate the five MEG networks to test
whether such combination could better predict structure than

independent frequency bands. Two approaches were used. First,
all five MEG matrices were combined in a linear weighted sum.
Second, these same matrices were supplemented by nonlinear
terms, formed based upon the square of each MEG matrix, and
again a weighted sum derived. Importantly, the nonlinear terms
have specific meaning: For any squared matrix, a single element,
say [1, 2], represents the inner product of the connectivity profile
of region 1 and region 2. Because this product is related to co-
variation, the matrix element will be high if the connectivity profile
of region 1 to the rest of the brain overlaps with the equivalent
connectivity profile of region 2. In this way the squared terms can
be thought of as representing brain regions that share connections
to similar areas. Fig. 4 A–C show connectivity matrices representing
the structural network (Fig. 4A) and its prediction based upon linear
(Fig. 4B) and nonlinear (Fig. 4C) combinations of MEG networks.
These relationships, along with that for the best single frequency
band, are further visualized in Fig. 4 D and E, which show “seed-
based” structural covariance (top row) alongside equivalent maps
made using the beta band (upper middle), the best linear combi-
nation (lower middle), and the best nonlinear combination (bot-
tom). Seeds were placed in right lateral visual cortex and left
superior frontal cortex in Fig. 4 D and E, respectively.
The relationship between structure and integrated functional con-

nectivity is formalized in Fig. 4F, which shows r2 values representing
correlation between the MT network and functional networks repre-
senting beta band only and linear and nonlinear predictions; the inset

Fig. 2. MEG functional connectivity matrices. Matrices represent AEC in the (A) theta (4–8 Hz), (B) alpha (8–13 Hz), (C) beta (13–30 Hz), (D) low–gamma (30–
70 Hz), and (E) high-gamma (70–120 Hz) bands. All matrices show Pearson correlation between AAL region pairs. The 3D plots shown depict all connections
within 5% of the maximum value in each band.

Fig. 3. The relationship between MEG networks
and myelination. (A) Structural covariance between
a seed region in right inferior parietal cortex and all
other brain regions. (B) Seed-based functional con-
nectivity, calculated using MEG in the beta band
between the same seed region in inferior parietal
cortex and all other regions. Note the similarity be-
tween A and B. (C) The bar chart shows correlation
between the structural network (Fig. 1D) and the
functional networks (Fig. 2). Correlation is measured
over the whole matrix (i.e., for all possible seed re-
gions) and is shown for all frequency bands. ** in-
dicates a significant relationship; * indicates a trend.
The inset images show which seed regions drive the
relationship in the bar chart [i.e., red indicates a re-
gion whose structural connectivity (MT) profile and
functional connectivity profile are highly correlated].
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images show seed regions for which structural covariance is best
predicted by the functional networks. Fig. 4 G–I show the r2 values
plotted alongside their representative null distributions. In all cases,
correlation between the structural network and MEG networks falls
outside the null distribution. Note also that this relationship gets
stronger when allowing integration over frequency bands.

Discussion
Although recent years have seen significant progress in mapping the
human connectome, the relationship between functional networks
and cortical microstructure remains poorly understood. A recent
study (24) in animals suggests that electrical activity promotes
myelination. We therefore reasoned that, if functional networks
represent major pathways of electrophysiological communication,
then those pathways should shape myeloarchitecture and a signif-
icant relationship between functional connectivity and myelin
should be observable. Our results support this, with significant
correlation between the structural network and functional networks
mediated by neural oscillations in the beta and low-gamma bands.

This relationship became stronger when integrating MEG networks
across frequency bands, suggesting that myeloarchitecture supports
networks at all measurable electrophysiological timescales.
The fact that our functional networks are measured directly

using electrophysiological imaging (as distinct from indirectly us-
ing hemodynamics) adds an extra (frequency) dimension to our
study. In the past, neural oscillations were largely ignored in favor
of measurements of evoked responses. However, the last decade
has seen a surge of interest, showing these oscillations to be an
integral feature of brain function. Recent work suggests that os-
cillations gate information flow in the cortex (33) and implies that
oscillations are an intrinsic form of functional coupling (34).
Measurable connectivity depends critically on the frequency band
studied; indeed, this is shown in Fig. 2 with marked spatial dif-
ferences between bands. The fact that the relationship between
functional networks and myelin was strongest in the beta band is
not surprising given that previous work (27, 31) has shown that
beta oscillations mediate long-range connections in a large num-
ber of RSNs (see also SI Further Analyses, Functional Connectivity

Fig. 4. Predicting myelination based on integrated MEG networks. (A–C) Matrices representing (A) the MT network, (B) the best linear combination of MEG
frequency bands to estimate MT, and (C) the best nonlinear prediction of MT. (D and E) Seed-based visualizations of structural and functional networks with
seed regions in right lateral visual cortex (D) and left superior frontal cortex (E). The lower three rows show beta band and the linear and nonlinear pre-
dictions of the MT network (Top). (F) r2 values describing goodness-of-fit between structure and function for the best-fitting single frequency band (beta) and
predictions based upon linear and nonlinear combinations of MEG frequency bands. The inset images show the seed regions driving these correlations. (G–I)
The r2 values (circles) plotted against the null distributions for the beta band (G) linear (H) and nonlinear (I) combinations.
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and Myeloarchitecture in RSNs and Fig. S2). The ubiquitous nature
of beta-mediated connections is therefore the likely reason why
the structural network correlates best with this band. However, it
should be pointed out that an inherent problem with MEG is
signal-to-noise ratio (SNR), which drops with increasing fre-
quency; it is possible that, at high frequency, the drop in corre-
lation between functional connectivity and myeloarchitecture
reflects this SNR limitation. This said, the significant improvement
in prediction when combining frequency bands does imply that
oscillations across all timescales relate significantly to myelin
structure. Interestingly, the addition of nonlinear terms also im-
proved prediction; given that these additional terms represent
brain regions that share common connections it is tempting to
suggest that shared connectivity also affects myeloarchitecture.
Our estimation of myelin was based upon measurement of MT.

Although serving as an efficient marker of myelination, it is im-
portant to note that there is no one-to-one relation between MT
and myelin density. Further, if the present method was to be used
in pathology care should be taken because the MT/myelin re-
lationship may break down. Nevertheless, our results are in
agreement with others, showing that the highest myelin concen-
tration occurs in sensorimotor, auditory, and visual cortices. This
finding supports an argument that myelin acts as a means to in-
crease the speed of processing and inhibit plasticity in these pri-
mary sensory areas. On average, there was more myelin in left
sensorimotor cortex than in right, and this likely reflects the fact
that our cohort was biased toward right handers. In agreement with
this, the hemispheric split shown in Fig. 1B suggests that this
finding is reversed in left handers, implying that brain structure
evolves to increase the speed of processing in the dominant
hemisphere. Although such asymmetries in myelin have not been
previously reported, associated asymmetries in function and
structure have been shown previously both in humans (35–37) and
animals (38). A potential limitation of our methods is that myelin
concentration was parcellated according to the AAL atlas. Al-
though this parcellation allowed derivation of network graphs that
could be compared with MEG, the regional parcellation afforded
by the AAL atlas does not take into account known differences in
myelin signature throughout the cortex. In future studies, a brain
parcellation based upon myeloarchitecture (as distinct from
cytoarchitecture) would be of high value (12). Although our study is
unique in characterizing structural covariance based upon myelin
density, previous work has shown that structural covariance net-
works can also be formed based on macroscopic properties such as
cortical thickness (4), and further that such networks correlate with
functional connectivity (39). Here, myelin content was normalized
by region volume, meaning that our finding of correlation between
a structural network and functional connectivity is not related
trivially to the previous finding on cortical thickness. However, the
question of how myelin density relates to cortical thickness re-
mains, and this should be the topic of future work.
Given that the primary role of myelin is to increase the speed at

which nerve impulses travel through neuronal pathways, it is in-
tuitive that cortical myelination is shaped to support functional
networks because this will act to maximize the efficiency of their
formation. More speculative, however, is the process by which this
structural support network evolves. Given that electrical activity
on some particular pathway induces myelination, and given that
RSNs emerge as early as the third trimester of gestation (40), it is
tempting to argue that even before birth myeloarchitecture is
being shaped by functional connectivity. Of course, the resulting
structural changes would, in turn, refine functional connections
and so the likelihood is that changes in myeloarchitecture and
functional networks are linked intimately. This notion is supported
by the fact that both myelination and functional connectivity
change on a similar timescale throughout neurodevelopment. In
the present study, our data preclude direct investigation of this
interplay between structure and function. However, our study does

pave the way for new investigations of this process via longitudinal
studies of development. In addition, studies investigating how
changing behavior alters both structure and function are becoming
popular. This idea is not new (41), and recent evidence (42)
suggests that both white-matter and gray-matter structure changes,
even on a relatively fast timescale, when learning new skills. This
research area would benefit from the use of tools presented here.
Perhaps more importantly, our results have implications for future
studies of disorders, in particular those involving demyelination or
dysconnectivity. For example, gray-matter atrophy, lesions, and
demyelination are a better correlate of physical disability and
cognitive decline in multiple sclerosis than white-matter lesion
load (43). In addition, inefficiency of functional networks has also
been reported (39) in this disease. Our method might offer a
means to link these findings. Similarly, severe psychosis has been
linked with dysconnectivity (44), and recent work has begun to
relate this to structural deficiencies (45). Once again, our work
might offer a framework to link these abnormalities.

Conclusion
We have probed the relationship between gray-matter myelination
and electrophysiological networks, showing a significant correlation.
This relationship is strongest for networks mediated by beta oscilla-
tions but becomes stronger when integrating across frequency bands,
suggesting that myeloarchitecture supports connectivity across all
bands. Our study sheds light on the way in which cortical micro-
structure supports functional networks, the latter being mediated by
neural oscillations. Further, it paves the way for future investigations
of the structure/function relationship and its breakdown in pathology.

Methods
Myelination and Structural Covariance. Participants gave written informed
consent and ethical approval was granted by the University of Nottingham
Medical School Research Ethics Committee. MRI data were collected using a
Phillips Achieva 7T system. A phase-sensitive inversion recovery T1 weighted
image was acquired and used for MEG coregistration. MT data were obtained
from z-spectra acquired using an MT-TFE sequence (46). MT imaging provides
contrast based on the exchange of magnetization between free water and
protons bound in macromolecules. Although it is likely that no one-to-one
relationship exists, experimental and human studies have shown that MT is
highly correlated with myelination, which is probably related to the high
fraction of water in close proximity to myelin macromolecules. The procedure
for extracting MT data from our imaging sequence has been described else-
where (47). Briefly, z-spectra were corrected for B0 variation and fitted to a
database of simulated spectra to extract myelination maps. To investigate
structural covariation of myelin within the AAL regions, gray-matter-masked
MT data were registered to the AAL atlas and a meanMT value was calculated
for each region, for each participant. Due to confounding factors such as
scanner drift, themodal value for each individual’s MT data was regressed from
that individual’s regional values (7) (Fig. S3). Pearson correlation, measured
across subjects, was used to quantify the relationship between MT values
measured in AAL region pairs (Fig. 1C). These correlation values form elements
of the structural matrix in Fig. 1D. An average MT map (Fig. 1A) was also
generated by averaging regional MT values over participants. The relationship
between myelination and handedness was probed via correlation between MT
and handedness score.

Resting-State MEG: Connectivity Analysis. Three hundred seconds of eyes-open
resting-state MEG data were acquired using a 275-channel CTF MEG system op-
erating in third-order synthetic gradiometer configuration (sampling frequency of
1,200 Hz). Three head position indicator coils were placed at fiducial locations on
the subject’s head and energized to facilitate continuous tracking of head loca-
tion. Before acquisition, a 3D head digitization procedure was completed. Cor-
egistration between MEG system geometry and individual brain anatomy was
achieved by matching the digitized head surface to the equivalent surface
extracted from an anatomical MRI. Functional connectivity was calculated be-
tween AAL regions. A scalar beamformer was used to obtain a single MEG signal
representative of each region. These regional signals were frequency-filtered to
the bands of interest and the confound of signal leakagemitigated using pairwise
orthogonalization (48). The magnitude of the analytic signal, computed via a
Hilbert transform, was used to generate the amplitude envelope of oscillations,
for each regional time course in all frequency bands. Pearson correlation was then
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computed between envelopes for each region pair. In this way we generated a
single adjacency matrix for each subject, and frequency band, representing
whole-brain connectivity. These matrices were averaged over subjects.

The Relationship Between MT and MEG. We measured correlation (r2) between
the structural covariance matrix (Fig. 1D) and the group-averaged MEG networks
(Fig. 2). To test statistically whether these correlation values were significant, we
used a permutation test. A set of “pseudo-MEG matrices” were generated, each
having spatial properties similar to the real matrices, but crucially they were not

based on genuine data (SI Methods and Figs. S4 and S5). This approach accounts
for the inherent spatial smoothness in the MEG-derived networks (SI Methods).
Correlation between the structural matrix and 10,000 pseudomatrices yielded an
empirical null distribution, and comparison of the genuine r2 value with the null
distribution allowed computation of a P value.
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Supporting Information
Hunt et al. 10.1073/pnas.1608587113
Our supplementary information is split into three sections. In SI
Further Analyses we describe additional analyses that, due to space
constraints, were excluded from the main text. SI Results contains
further visualization of primary results. SI Methods describes, in
greater detail, our methodology.

SI Further Analyses
Cross-Subject Strength Covariance and Its Relationship with
Myeloarchitecture.
Motivation. In the main text we tested the hypothesis that a network
of structural covariance, measured based upon myelination, could
be predicted by functional connectivity measured using MEG. To
this end, we used functional connectivity matrices averaged over
subjects (MEG) to predict a structural covariancematrix formed via
assessment of cross-subject correlation in myelin. Although highly
instructive, this requires that a structural covariance matrix, based
on intersubject variance, be compared with functional connectivity,
based on intrasubject variance. A logical extension to this work is
therefore to exploit the intersubject variance in MEG and perform
a parallel analysis, to assess whether (i) cross-subject correlation in
MEG offers a means to generate structured network graphs and
(ii) whether such graphs also relate to myeloarchitecture.
Method. With this in mind, we first reduced the dimensionality of
the MEG connectivity matrices by measuring connectivity strength
at each of the 64AAL regions. Connectivity strength was defined as
the summed connectivity between a single seed region, and all of
the other 63 regions (i.e., connectivity strength is measured as the
sum, in one dimension, of the MEG adjacency matrices shown
in Fig. 2 – this is sometimes also termed “degree” and is shown
schematically in Fig. S1A, Left). These measures generated 64
values of connectivity strength for each subject. Measurement of
correlation in strength across subjects for all region pairs then
generated a novel MEG metric, somewhat analogous to structural
covariance, which we term “cross-subject strength covariance.”
This analysis results in a single 64 × 64 adjacency matrix per fre-
quency band, where a high value of strength covariance between
regions A and B denotes that subjects with a high connectivity
strength in region A also tend to have a high connectivity strength
in region B. Note that although the metric is analogous to struc-
tural covariance in terms of the way in which it is computed it is
based purely on measurement of brain function.
Results. Fig. S1A shows connectivity strength, calculated for all
brain regions and averaged over subjects, for all five frequency
bands. Note the clear spatial patterns that differ between fre-
quency bands, alpha and theta being predominantly occipital, beta
more widespread, and low gamma dominated by the sensorimotor
regions. Note also the significant variation in strength across
bands, peaking in the beta band, as would be expected. Fig. S1B
shows matrices representing cross-subject strength covariance. In-
terestingly, a high degree of structure is observed which, although
obviously related to the “classical” functional connectivity matrices
in Fig. 2, also differs markedly. Here, a clear and dominating
feature, in particular in the beta band, is interhemispheric coupling
(i.e., subjects with high connectivity strength in one region tend to
exhibit similarly high connectivity strength in homologous regions
of the opposite hemisphere). This is shown by the matrices and by
the inset images. Images depict seed-based strength-covariance
profiles (single columns in the matrices in the upper panel). Ar-
rows mark the seed AAL region. Note that for frontal, parietal,
temporal, and occipital seeds the highest strength covariance is in
homologous areas of the opposite hemisphere. Fig. S1C shows the
relationship between strength covariance and structural covariance

based upon myelination. Note that this was measured in the same
way as was described in SI Methods below. The bar chart shows
correlation (r2) between the structural network (Fig. 1D) and the
strength covariance adjacency matrices (Fig. S1B). Statistical tests
(based on pseudomatrices) show this correlation to be significant.
The inset images show the seed regions that drive the relationship
in the bar chart (i.e., red indicates a region whose structural con-
nectivity profile and strength covariance profile is highly correlated).
Discussion. The principal finding in the main text shows that brain
areas that are highly functionally connected also exhibit cross-subject
covariation in myeloarchitecture. Given this finding, it is perhaps
unsurprising that networks representing cross-subject strength co-
variance also demonstrate a significant relationship with the myelin
network (with similar r2 values). To explain this, consider the
simplest possible case where a network graph is dominated by a
single connection between regions A and B, and that the magni-
tude of this connectivity differs over individuals. In such a case,
strength measures would be dominated by regions A and B, and,
further, those strength measures would obviously covary over sub-
jects because they are generated by the same single connection. It
follows that strength covariance matrices should bear significant
resemblance to standard functional connectivity matrices, and this
is indeed the case (e.g., the four patches representing occipital
connectivity that dominate the alpha band matrix in Fig. 2 also
dominate the alpha band strength covariance matrix in Fig. S1B).
This argument suggests that the significant relationship between
strength covariance and structural covariance shown in Fig. S1C is
secondary to the principal finding of our paper. What is compelling,
however, is that as well as obvious similarities between functional
connectivity and strength covariance, clear differences are also
apparent (e.g., the interhemispheric connectivity in beta band ob-
served in Fig. S1B is much less pronounced in classical functional
connectivity measures). The novelty of the strength covariance
measure, coupled with this clear demarcation, suggests that these
measurements could provide new insights into brain architecture
beyond what the widespread AEC (and related) functional con-
nectivity measurements provide.

Functional Connectivity and Myeloarchitecture in RSNs.
Motivation.The main text shows that a significant relationship exists
between MEG-derived functional connectivity and a structural
network based upon myeloarchitecture. However, our previous
work (27) has shown that similarly derived MEG functional con-
nectivity metrics, in part, represent the electrophysiological basis of
RSNs commonly identified by fMRI. It thus follows that these
canonical RSNs (e.g., sensorimotor, frontoparietal, default mode,
etc.) should predict our network of structural covariance.
Method. Ten commonly observed canonical RSNs were selected
from a previously published fMRI study (49); these included the
sensorimotor network, two visual networks, three frontoparietal
networks, the default mode network, a bilateral frontal network, a
bilateral parietal network, and an occipitoparietal network. To
translate these volumetric weighted RSNmaps into AAL space, we
first multiplied each network map by a set of binary masks depicting
each individual AAL region. We then summed (over voxels) the
weightings for each RSN within each AAL region and normalized
by the number of voxels in each region. This generated a single 1 ×
64 vector, per RSN, showing the extent to which each AAL region
is involved in that network. These vectors are visualized in Fig.
S2A,Upper. Following this, to generate a matrix description of each
RSN, the outer product of each 1 × 64 vector with itself was cal-
culated; this generated 10 weighted adjacency matrices (one for
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each network), which are shown in Fig. S2A, Lower. Finally, to test
our hypothesis that canonical networks would predict structural
covariance, we constructed a general linear model:

S=Gβ+ e. [S1]

Here S represents the vectorized structural covariance network
(Fig. 1D), G comprised 10 columns representing the vectorized
RSN matrices, parameters in β determined the contribution of
each RSN to the structural network S, and e represents error in
the fit. This approach allows a means to explain the structural
network as a linear weighted sum of fMRI-derived RSNs. To
quantify the success of the fit, Pearson correlation between the
model, Gβ, and the data, S, was calculated.
To test this GLM fit statistically, a permutation approach was used

based on pseudomatrices. Ten thousand iterations of the algorithm
were run and, on each iteration, the design matrix, G, was used to
predict a new pseudomatrix. Each pseudomatrix was constructed
based upon the structural covariance matrix. Again, Pearson corre-
lation between the model and the pseudomatrix was calculated, and
these values were used to generate an empirical null distribution.
Comparison of the real correlation with the null distribution allowed
derivation of a P value to determine the significance of the re-
lationship between fMRI RSNs and structural covariance. In addi-
tion to Pearson correlation, for each iteration of the null distribution
we measured the magnitude of the fitted parameters, βnull. This
generated 10 further statistical null distributions showing chance
level contributions of each of the 10 RSNs to the pseudomatrices.
These null distributions were compared with the real derived
β values to determine which RSNs contributed significantly to the
fit. Significance was determined at an alpha value of 0.05, but false
discovery rate (FDR) correction was applied using the Benjamini–
Hochberg procedure to account for multiple comparisons across
each of the 10 networks.
Finally, for completeness, this same procedure was used to

model each of the five MEG adjacency matrices using the RSNs;
this provided ameans to replicate previous findings in interrogating
which fMRI-derived RSNs are represented by MEG functional
connectivity measurements.
Results and discussion. Fig. S2B shows the results of predicting
structural covariance based on RSNs. The left-hand side of the plot
shows the structural covariance matrix (left-hand matrix) and the fit
based upon a linear combination of RSNs (right-hand matrix).
Note the visual similarity. The center panel shows the value of
Pearson correlation between the model and the data (in yellow)
and the associated empirical null distribution (in blue). Note that
the real value of correlation falls outside the null distribution, in-
dicating the significance of the fit and confirming our hypothesis
above. The bar chart in the lower right-hand panel shows the pa-
rameters, β, that represent the contribution of each of the 10 RSNs
in Fig. S2A to the structural network; note that all RSNs contribute,
with the largest contribution coming from the sensorimotor and
frontoparietal networks. Our statistical test also conformed this; the
network maps, inset in Fig. S2B, show the three networks that
contributed most. ** indicates a significant contribution following
correction for multiple comparisons; * indicates a trend (i.e., a P
value less than 0.05 but that did not survive FDR correction). The
fact that the largest contributions come from networks pre-
dominantly centered around the parietal and occipital regions (i.e.,
visual, sensorimotor, and frontoparietal networks) is in good
agreement with results in the main text, which show the strongest
relationship between functional connectivity and myeloarchitecture
exists in the occipitoparietal regions.
Finally, Fig. S2C shows the equivalent analyses applied to each

of the five MEG adjacency matrices (i.e., we test whether the MEG
connectivity data can be predicted using RSN network maps).
Results show a significant relationship for all five frequency bands.

The strongest correlations were observed in the alpha, beta, and
low-gamma bands (bar chart in Fig. S2C), and this is in good
agreement with previous work (27). The inset images show net-
works that contribute maximally to each band. As would be ex-
pected, most networks are represented in the beta band, including
visual, sensorimotor, and frontoparietal.

SI Results
The Effect of Common Mode Rejection. To protect against con-
founding factors, such as scanner drift, the common mode was
regressed from MT data (7). However, Fig. S3 shows the MT maps
from the main text, made using uncorrected data. Fig. S3A shows
correlation between MT and handedness. Positive correlations
show regions where myelin is higher in right handers. Negative
correlations show regions where myelin is higher in left handers.
Fig. S3 B–D show seed-based structural covariance maps with seed
locations in parietal, occipital, and frontal cortices, respectively.

Linear and Nonlinear Prediction of MT. Fig. S5 shows validation of
our linear and nonlinear fits to the structural covariance matrix.
Fig. S5A shows the five MEG matrices (from Fig. 2, Fig. S5A,
Left) and their squares (Fig. S5A, Right). Note that for our linear
fit only the five original matrices (Fig. S5A, Left) are combined,
whereas the nonlinear combination incorporates a sum of all 10
matrices.
Fig. S5B shows our rate-of-improvement analysis. In Fig.

S5B, Right, the yellow dashed line represents the improvement
in r2 afforded by moving from the beta band only to first linear
and then nonlinear fits, in real data. The blue lines show
equivalent gradients for the null distribution, which was based
upon pseudomatrices. In Fig. S5B, Left, these data are further
visualized with the gradient for real data (yellow) plotted
against the gradients for pseudodata (blue). Note that the null
distribution shows positive gradients, meaning that the in-
troduction of more terms in the model allows a better fit to the
data, even in the absence of any genuine effect. However, the
gradient for real data falls outside this empirical null, showing
clearly that the improvements observed are in excess of what
would be expected statistically. Fig. S5C shows the results of
our cross-validation procedure for the linear combination (Fig.
S5C, Upper) and nonlinear combination (Fig. S5C, Lower).
Subjects were split into two groups, A and B; in both cases, the
blue curve shows the r2 values for the estimation of MT data
from group A, using linear and nonlinear combinations of
MEG matrices, with parameters also derived from group A.
Conversely, the red curve plots the distribution of the cross-
validation r2 values; in other words, it shows the estimation of
MT data from group B, using linear and nonlinear combina-
tions of MEG matrices from group B, but with parameters
derived independently from group A. The yellow curves show
the null distributions (sham r2 values). Note that, as would be
expected, a slight drop in r2 is noted when using independent
parameters from a different subject group. However, impor-
tantly, this drop is slight and the median correlation falls outside
the null distribution in both cases. This analysis shows clearly
the robustness of the fits. Finally, Fig. S5D shows the relative
contributions of the original and the squared terms to the
nonlinear fit. The matrix on the left shows the five linear terms
combined and the matrix on the right shows the five nonlinear
terms combined. The sum of these two matrices generates the
result in Fig. 4C. The bar chart shows the matrix norms corre-
sponding to the linear and squared terms. Note that the non-
linear contribution is smaller.

AAL Regions. Table S1 lists the 78 AAL regions used for analysis in
the main text. Following MT preprocessing, 14 regions (marked
with an asterisk) were removed from further analysis.
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SI Methods
Participants. Seventy-seven healthy participants were recruited to
the study. Nineteen participants were excluded because of either
unsuitable MEG or MT data. Following preprocessing, a final
cohort of 58 participants were included [mean age of 39 ± 12 y
(mean ± SD), 27 male]. Participants completed an online screen-
ing form to assess health and lifestyle; this included the Edinburgh
Handedness Inventory (50). MRI and MEG data were acquired in
all subjects, in two scanning sessions. To avoid the effects of tissue
magnetization, MEG data were acquired first.

Resting-StateMEG Data Acquisition.MEG data were acquired using
a 275-channel CTFMEG system (MISL) operating in third-order
synthetic gradiometer configuration, at a sample frequency of
1,200 Hz. The resting-state paradigm comprised a 5-min recording
during which participants fixated on a small centrally positioned red
circle presented on a gray background that was back-projected onto
a screen placed ∼40 cm from the participant’s face. Subjects were
seated in the MEG system. Three head position indicator coils
were placed at fiducial locations (nasion, left, and right preaur-
icular points) on the subject’s head. These coils were energized
periodically to facilitate continuous tracking of the head location
throughout data acquisition. Before MEG acquisition, a 3D
head digitization procedure was completed for each individual
(Polhemus Inc.), characterizing head shape relative to the fiducial
markers. Coregistration between MEG system geometry and in-
dividual brain anatomy images was achieved by matching the
digitized head surface to the equivalent surface extracted from the
participant’s individual anatomical MRI.

Resting-State MEG Connectivity Analysis. MEG data were down-
sampled to 600Hz and divided into 30 10-s epochs. All epochs were
inspected visually and those containing excessive interference or
head movement (>5 mm from starting position) were discarded.
Functional connectivity was calculated between 78 discrete cor-

tical regions, defined based on theAAL atlas (51). To assess the time
evolution of electrical activity within each region a scalar beam-
former was used (52). Each AAL region was split into 4-mm cubic
voxels and the beamformer-estimated time course of electrical ac-
tivity was derived for each voxel. For beamforming, we calculated the
data covariancematrix within a 1- to 150-Hz frequency window and a
time window spanning the whole experiment (53). Regularization
was applied using the Tikhonov method with a regularization pa-
rameter equal to 5% of the maximum eigenvalue of the unregu-
larized matrix. The forward model was based upon a dipole
approximation (54) and a multiple local sphere head model (55).
Dipole orientation was determined using a nonlinear search for
optimum SNR. Beamformer time courses for all voxels in any one
region were sign flipped where necessary to account for the arbitrary
polarity introduced by source orientation estimation. Following this,
time courses were combined in a weighted average, where the
weighting was defined by a 3D Gaussian function (full width at half
maximum of 17 mm) centered on the region’s center of mass (i.e.,
those voxels further from the center of the AAL region were down-
weighted) (56). This procedure allowed a single beamformer-derived
electrophysiological time course for each AAL region.
Regional signals were filtered into the theta (4–8 Hz), alpha

(8–13 Hz), beta (13–30 Hz), low-gamma (30–70 Hz), and high-
gamma (70–100 Hz) frequency bands. Within each band, the
confound of signal leakage was mitigated using a pairwise orthog-
onalization scheme described previously (48, 57). Following leakage
correction, a Hilbert transform was used to derive the analytic
signal, and the absolute value of the analytic signal was computed
to give the amplitude envelope of oscillations, for each time course,
in all five frequency bands. Pearson correlation was then computed
between the envelopes for each region pair; this was done sepa-
rately for each 10-s epoch and results averaged over epochs within
each participant. In this way we generated a single 78 × 78 adja-

cency matrix for each subject, and each frequency band, repre-
sentative of connectivity between all pairs of AAL regions. These
connectivity matrices were averaged over subjects within each band
to generate five group level connectivity matrices, representing
frequency specific amplitude envelope connectivity across the cor-
tex. It should be pointed out that this AEC method has been used
extensively in previous work (for reviews see refs. 29 and 58) and
represents an intrinsic mode of electrophysiological coupling (34).

MRI Data Acquisition. MRI data were collected using a Phillips
Achieva 7T system, equipped with a whole head volume transmit
coil and a 32-channel receive head coil. A high-resolution ana-
tomical phase-sensitive inversion recovery [PSIR; field of view
(FOV) = 240 × 216 × 160 mm3, 0.8-mm isotropic resolution]
image was acquired and used for MEG coregistration (discussed
above). MT data were obtained from z-spectra acquired using an
MT-TFE sequence (46). Each point on the z-spectrum was ac-
quired using a saturation-prepared 3D TFE sequence. The satu-
ration consisted of a train of n = 20 Gaussian windowed sinc rf
pulses of bandwidth BW = 200 Hz, 30 ms long, repeated every T =
60 ms (50% duty cycle), with a phase increment between each
pulse, and a spoiler gradient applied at the end of the train to
remove any residual transverse magnetization. Z-spectra were
acquired by varying the off-resonance saturation frequency from
−5 kHz to 5 kHz, including a scan at 50 kHz off-resonance for
normalization. This was repeated for the three nominal B1sat values
of 0.33, 0.65, and 1.09 μT (in B1rms). The imaging readout was a
volume acquisition with a readout train of 410 gradient echoes,
TE/TR/FA = 2.7 ms/5.8 ms/8°, FOV = 192 × 192 × 60 mm3, 1.5-mm
isotropic image resolution, low-high k-space acquisition, and a
SENSE factor (RL) of 2. The 3D volume acquisition required five
repetitions of this cycle. Using this 3D nonsteady-state approach, a
15-point z-spectrum (plus an additional point for normalization) was
acquired in 8 min (24 min total for the three powers). The ampli-
tude of readout pulses was modulated to avoid large variations in
signal at the start of the TFE train; there were 2 ramped rf pulses
before acquisition, followed by 4 ramped rf pulses at the start of the
acquisition, with the remaining pulses at constant flip angle alpha =
8° (B1read). Additionally, a B0 map (double echo method, FOV =
252 × 255 × 100 mm3 at 3 × 3 × 2 mm3 voxels) was acquired for B0
correction (1 min), along with a whole-head B1 map (dual TR
method, at 20 ms and 120 ms TR, FOV 205 × 180 × 132 mm3 at
3.2 × 4 × 4 mm3 voxels, 3 min) and a T1 map [dual readout PSIR
data, FOV = 240 × 216 × 160 mm3 at 0.8-mm isotropic resolution,
SENSE factor (RL) of 2.2 and (FH) of 2, 10 min], giving a total
scan time of 38 min.

MRI Data Analysis and MT Mapping. The procedure for extracting
high-fidelity MT data from the CEST imaging sequence has been
described in detail in a recent paper (47). All data were coregistered
onto the MT space using a high contrast-to-noise ratio (hCNR)
image created by averaging across z-spectra dynamics acquired at
the highest B1 amplitude. Each z-spectra dataset was motion cor-
rected [using MCFLIRT in FSL (59)] and registered onto the
hCNR image. Similarly, B0, B1, and PSIR scans were registered
onto the hCNR image. All z-spectra were then corrected for B0
fluctuations (commonly observed at ultra-high field strength). The
B0 corrected z-spectra were then fitted to a database of simulated
spectra to extract myelination (MT) maps using a four-pool model
with 15 off-resonance values sampled (47). This method includes
B1 and T1 correction, because it is important to obtain unbiased
MT maps as described in ref. 47.
To investigate covariation of myelin within the same 78 cortical

AAL regions used for MEG, MT data were first segmented to
separate gray and white matter. Gray-matter masks were generated
from a high-resolution anatomical image (PSIR) using SPM. These
were then thresholded at a high probability value. This, in effect,
meant a highly conservative gray-matter mask that minimizes any
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partial volume effects due to the relatively low resolution of theMT
data. Gray-matter-masked MT data were then registered to the
AAL atlas. A mean MT measure was calculated for each region,
for each participant, creating 78 values of MT per person. Due to
limited FOV and intersubject variability, 14 AAL regions were
either missed or poorly characterized by the MT acquisition and so
were removed from any subsequent analyses. The remaining 64
regions were averaged across subjects to give a single map, showing
average MT in each region. Due to potentially confounding factors
in the MRI such as scanner drift, the common mode for each
individual’s MT data was calculated and regressed from that in-
dividual’s regional MT values (7). Following this, regional MT
values were correlated across subjects to generate a structural
matrix. In everything that follows we assume that these MT maps,
and the associated structural network, are representative of corti-
cal myeloarchitecture.
To confirm that our myelin maps were related to human phys-

iology we assessed the relationship ofmyelin with handedness to test
a hypothesis that right handers would exhibit greater myelin content
in the left hemisphere, whereas left handers would exhibit greater
myelin content in their right hemisphere. Given the right-handed
bias in our cohort of 58 participants (24 reported being strongly right
handed), we first tested statistically for a difference in myelination,
across the subject group, between the left and right motor cortices,
using a paired t test. Following this, we assessed correlation across
subjects between MT and handedness, the latter being assessed
by the Edinburgh handedness inventory. The questionnaire was
scored such that strongly right-handed individuals have a score of
+12, strongly left-handed individuals have a score of −12, and
ambidextrous individuals fall between these limits. Thus, for any
one brain region, a positive gradient between MT and handedness
would indicate more myelin for right handers. Likewise, a negative
gradient would indicate more myelin for left handers. We hy-
pothesized that a negative gradient would dominate the right
hemisphere whereas a positive gradient would dominate the left
hemisphere. To test this statistically, first the difference in mean
(across regions) gradient for each hemisphere was measured. This
value was then tested against an empirical null distribution. To
generate the null, the gradient difference was computed in the
same way; however, the gradients for each region were defined
following a randomization of the order of the handedness scores
across subjects. In other words, we reasoned that, if there was no
relationship between handedness and myelination, the handedness
scores could be switched randomly between subjects with no effect
on the slope difference detected. Hence, the real gradient differ-
ence would fall within the null distribution.

The Relationship Between MT and MEG in Individual Frequency Bands.
To assess a relationship between the myelin structural network and
the MEG functional networks we probed correlation between
networkmatrices. All matrices were first vectorized and redundancy
was removed, so that the leading diagonal (which represents only
within-region correlation) did not contribute to the measurement.
Following this, linear correlation was measured between the
structural network matrix and all five MEG functional connectivity
matrices (representing each of the five frequency bands). This
yielded five values of correlation (represented by r2). In testing
whether these correlation values are statistically significant, a sig-
nificant problem arises. Specifically, given the logical ordering of
brain regions in the AAL atlas and the finite spatial resolution of
MEG, functional connectivity matrices exhibit inherent smooth-
ness, meaning that separate connections between pairs of brain
regions are not independent. This means that simply assuming that
the number of degrees of freedom in the matrix is equivalent to the
number of measured connections would vastly inflate the pre-
scribed significance of the correlation. To eliminate this problem
we used a permutation test. A set of “pseudo-MEG matrices” was
generated, each having spatial properties similar to those of the

real matrices but, crucially, not based on genuine data. This pro-
cedure has been described recently by Tewarie et al. (31); briefly,
to obtain the pseudomatrices we first performed an eigenvalue
decomposition of the real MEG-derived matrices. Each eigen-
vector was then randomized using a phase-based technique (60).
Reconstruction of the matrix postrandomization yielded a pseu-
domatrix similar in mathematical structure to the genuine adja-
cency matrices but not reflecting genuine MEG-derived functional
connectivity (Fig. S4). Correlation between the structural matrix
and 10,000 iterations of the pseudomatrix (with a different phase
distribution on each iteration) was measured and an empirical null
distribution derived. Comparison of the r2 value from real MEG
connectivity matrices with the empirical null from the pseudoma-
trices allowed computation of a P value. Significant correlation was
assigned if the P value was less than 0.01 (i.e., a threshold of 0.05
corrected for multiple comparisons across bands).

The Relationship Between MT and MEG in Linear and Nonlinear
Combinations. It is likely that, if our hypothesis that functional
connectivity predicts myeloarchitecture is true, then the relation-
ship would not be confined to any single frequency band. Rather, it
is likely that the structural network develops based on a combi-
nation of electrophysiological activity across all bands. For this
reason we used a recently developed mathematical framework (31)
to assess whether linear or nonlinear combinations of frequency
bands could predict the structural network better than any single
MEG band. A three step approach was adopted:

• First, a single-frequency model was used to assess the predictive
value of each individual MEG frequency band (as described
above).

• Second, all five MEG frequency bands in linear combination
were used to predict the structural network.

• Finally, a multivariate truncated Taylor series was adopted
allowing for both linear terms (i.e., the regional MEG matri-
ces in Fig. 2) and squared terms (i.e., the square of each of the
five MEG matrices in Fig. 2), 10 terms in all.

For all three steps above, a goodness-of-fit measure (r2) was used
to assess the efficacy of the model. Importantly, the squared terms
have specific meaning because they represent covariance between
the neuronal connectivity profiles of separate regions. In other
words, for any nonlinear term, a matrix element, say [1, 2], will be
high if the connectivity profile of region 1 to the rest of the brain
overlaps with the connectivity profile of region 2 to the rest of the
brain. This physical interpretation helps explain why their in-
clusion might improve the prediction of structural matrices; if two
regions share electrophysiological interactions with similar areas,
then it is likely that their myeloarchitecture may evolve together.
Our hypothesis was that as the model got more complex (i.e.,

moving from single frequency band to first linear and then non-
linear integration) we would see a better fit to the structural co-
variance matrix, and that this would be due to the fact that
myeloarchitecture supports networks in all frequency bands.
However, a confound here is that, when introducing more com-
plexity into a model, the goodness of fit for that model is likely to
increase, simply because one tries to fit data using more terms. We
therefore tested whether the improvements observed were merely
the result of increased model complexity. To do this, the rate of
improvement of the fit with increasing model order was calculated
and tested statistically. The gradient of the slope representing
improvement was first measured using real data. Second, a null
distribution of model improvement was constructed. Here, five
pseudomatrices generated based upon the five MEG matrices in
Fig. 2 were used. These five sham matrices were combined (both
linearly and nonlinearly) and a fit to theMTdata derived, alongside
an associated r2. A gradient, representing improvement in fit to
the MT data with increasing model complexity, was then derived.
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This procedure was repeated 10,000 times (different realizations
of the pseudomatrices on each iteration). The 10,000 values of
gradient then represented an empirical null distribution; this was
compared with the value from real data.
Finally, we performed a cross-validation to test whether the

prediction of the structural network based on multiple frequency
bands was robust. If the estimated parameters contain meaningful
information, then applying the same set of parameters on an in-
dependent dataset would result in a significantly better prediction of
the structural network than an equivalent prediction based on
pseudo MEG networks. To this end, the cohort of 58 subjects was
split into two equal groups, A and B (29 subjects in each). For each
group a structural network and average MEG networks were es-
timated. First, the structural network in group A was predicted

based on linear and nonlinear combinations of the MEG networks
from groupA, resulting in an r2 value. Second, parameters from this
prediction were used to map the MEG networks to the structural
network in group B to obtain a “cross-validation” r2. Third, the
same parameters from group A were used to map pseudo MEG
networks obtained from group B to the structural network of group
B, which yielded in a “sham” r2 value. This procedure was repeated
10,000 times, with the 58 subjects split differently on each iteration.
This resulted in three r2 distributions (original, cross-validation,
and sham). The parameters of the initial prediction were said to
contain meaningful information if the median of the distribution of
cross-validation r2 values could be found outside the 95% area
under the curve of the sham r2 distribution.
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Fig. S1. Predicting myelination based on cross-subject covariance. (A) (Left) A schematic representation of a connectivity strength calculation. Connectivity
strength is derived as the linear sum of a MEG adjacency matrix in one direction. (Right) Mean (across subjects) connectivity strength, plotted as a function of
brain region for all five frequency bands. (B) The matrices show cross-subject correlation of connectivity strength (i.e., high values between two regions, A and
B, indicate that subjects with high connectivity strength at region A also indicate high connectivity strength at region B). These matrices thus form a measure of
cross-subject covariance in connectivity strength, which we term strength covariance. Note that a dominating feature, in particular in the beta band, is in-
terhemispheric coupling. This is also shown by the inset images in the lower panel. These depict seed-based strength-covariance profiles (single columns in the
matrices in the upper panel). Arrows mark the seed AAL region. (C) The link between strength covariance and structural covariance. The bar chart shows
correlation between the structural network (Fig. 1D) and the strength-covariance matrices in B. Note correlation is measured over the whole matrix (i.e., for all
possible seed regions) and is shown for all frequency bands. The inset images show which seed regions drive the relationship in the bar chart [i.e., red indicates
a region whose structural connectivity (MT) profile and strength-covariance profile is highly correlated].
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Fig. S2. Using fMRI-derived RSNs to predict structural covariance and MEG. (A) Vector (Upper) and adjacency matrix (Lower) representations of 10 commonly
observed RSNs. (B) (Left) The structural covariance (MT) matrix and a fit to that matrix based on the 10 RSNs in A. (Center) The measured correlation between
the MT matrix and the fit (yellow) alongside an empirical null distribution. (Right) The fitted parameters, β (bar chart) and the networks with the highest
contribution. (C) (Center) Correlation between the five MEG-derived adjacency matrices (Fig. 2) and their best fit based on the 10 fMRI-derived RSNs in A. The
inset images show which RSNs contribute maximally to each band.
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Fig. S3. Uncorrected MT maps. (A) Correlation between MT and handedness. Positive correlations show regions where myelin is higher in right handers.
Negative correlations show regions where myelin is higher in left handers. (B–D) Structural covariance between a seed region and all other brain regions.
(B) Parietal seed. (C) Occipital seed. (D) Frontal seed.

Fig. S4. A real MEG matrix (Left) and a single example of a pseudomatrix (Right).
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Fig. S5. Linear and nonlinear fits of MEG to MT data. (A) The five MEG-derived adjacency matrices (Left) and their squares (Right). (B) Results of our rate-of-
improvement analysis. (Right) The yellow dashed line represents the improvement in fit with model complexity in real data. The blue lines represent the
equivalent analysis applied to pseudomatrices. (Left) The gradient of the dashed line (in yellow) and the equivalent gradients of all of the blue lines in the null
distribution (blue). Note that the improvement afforded by increasing model complexity in real data is greater than what would be expected by chance.
(C) Results of our cross-validation procedure. (Upper) The case for the linear fit. (Lower) The case for the nonlinear fit. The blue curve shows the estimation of
MT data from group A, using linear and nonlinear combinations of MEG matrices, with parameters derived from group A. The red curve shows the estimation
of MT data from group B, using linear and nonlinear combinations of MEG matrices, but with parameters derived independently from group A. Yellow curves
show the null distributions. (D) The contributions of the original and the squared terms to the nonlinear fit.
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Table S1. Cortical AAL regions

Region no. Description Region no. Description

1 Rectus_L* 40 Rectus_R*
2 Olfactory_L* 41 Olfactory_R
3 Frontal_Sup_Orb_L 42 Frontal_Sup_Orb_R
4 Frontal_Med_Orb_L 43 Frontal_Med_Orb_R
5 Frontal_Mid_Orb_L 44 Frontal_Mid_Orb_R
6 Frontal_Inf_Orb_L 45 Frontal_Inf_Orb_R
7 Frontal_Sup_L 46 Frontal_Sup_R
8 Frontal_Mid_L 47 Frontal_Mid_R
9 Frontal_Inf_Oper_L 48 Frontal_Inf_Oper_R
10 Frontal_Inf_Tri_L 49 Frontal_Inf_Tri_R
11 Frontal_Sup_Medial_L 50 Frontal_Sup_Medial_R
12 Supp_Motor_Area_L 51 Supp_Motor_Area_R
13 Paracentral_Lobule_L 52 Paracentral_Lobule_R
14 Precentral_L 53 Precentral_R
15 Rolandic_Oper_L 54 Rolandic_Oper_R
16 Postcentral_L 55 Postcentral_R
17 Parietal_Sup_L 56 Parietal_Sup_R
18 Parietal_Inf_L 57 Parietal_Inf_R
19 SupraMarginal_L 58 SupraMarginal_R
20 Angular_L 59 Angular_R
21 Precuneus_L 60 Precuneus_R
22 Occipital_Sup_L 61 Occipital_Sup_R
23 Occipital_Mid_L 62 Occipital_Mid_R
24 Occipital_Inf_L* 63 Occipital_Inf_R*
25 Calcarine_L 64 Calcarine_R
26 Cuneus_L 65 Cuneus_R
27 Lingual_L 66 Lingual_R
28 Fusiform_L* 67 Fusiform_R*
29 Heschl_L 68 Heschl_R
30 Temporal_Sup_L 69 Temporal_Sup_R
31 Temporal_Mid_L 70 Temporal_Mid_R
32 Temporal_Inf_L* 71 Temporal_Inf_R*
33 Temporal_Pole_Sup_L 72 Temporal_Pole_Sup_R*
34 Temporal_Pole_Mid_L* 73 Temporal_Pole_Mid_R*
35 ParaHippocampal_L* 74 ParaHippocampal_R*
36 Cingulum_Ant_L 75 Cingulum_Ant_R
37 Cingulum_Mid_L 76 Cingulum_Mid_R
38 Cingulum_Post_L 77 Cingulum_Post_R
39 Insula_L 78 Insula_R

Seventy-eight AAL regions initially used for parcellation of MT and MEG
data. Following MT preprocessing, regions (marked with an asterisk) were
removed from further analysis.
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