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Abstract

An exact solution is presented for the time-dependent wavefunction of a Kramers doublet which

propagates around a quantum ring with tuneable Rashba spin-orbit interaction. By propagating

in segments it is shown that Kramers-doublet qubits may be defined for which transformations on

the Bloch sphere may be performed for an integral number of revolutions around the ring. The

conditions for full coverage of the Bloch sphere are determined and explained in terms of sequential

qubit rotations due to electron motion along the segments, with change of rotation axes between

segments due to adiabatic changes in the Rashba spin-orbit interaction. Prospects and challenges

for possible realizations are discussed for which rings based on InAs quantum wires are promising

candidates.
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I. INTRODUCTION

In last few decades, a promising new branch of electronics, called spintronics, has emerged.

In contrast to ordinary electronics, where the electron charge is used as a fundamental

resource, spintronics use electron spin, which gives improved performance due to longer

coherence times and lower power consumption1–3. Spintronic systems are also believed to

be one of the most suitable candidates for the realization of quantum computers with spin

states being used as qubits4. The use of spintronics is still somewhat limited since magnetic

fields, which can be used to manipulate electron spin, are hard to control on small scales2.

One possible solution to this problem might be the use of spin-orbit interaction (SOI)5,6

in semiconductor heterostructures, a system in which future spintronic devices will most

likely be fabricated2. Two types of SOI are present in such heterostructures: Dresselhaus

type (DSOI)7 of interaction emerges due to bulk inversion asymmetry of a crystal while

the Rashba type spin-orbit interaction (RSOI)8 is a consequence of structural inversion

asymmetry of the potential, confining the two-dimensional electron gas (2DEG). RSOI is

especially promising for use in spintronic devices since its strength can be tuned externally

using voltage gates.9,10 Following the proposal of using spin-orbit coupling in field effect

transistors in 199011, many ideas of using SOI in new spintronic devices emerged, usually

based on two-dimensional structures, fabricated in semiconductor heterostructures.1,2,12–15

Quantum rings are often used to describe such devices due to their geometric simplicity

which nevertheless belies rich mesoscopic behaviour. In the presence of a magnetic field,

quantum rings exhibit some interesting phenomena, such as the well known Aharonov-Bohm

effect and persistent currents16,17, which have very similar counterparts even in the absence

of externally applied magnetic fields18–20. It was shown quite early on that SOI on a ring

can be seen as an effective spin dependent flux21, similar to magnetic flux through a ring,

leading to an electrical counterpart of Aharonov-Bohm effect, the so called Aharonov-Casher

effect22,23.

After the correct form of the Hamiltonian for electrons on a ring in presence of SOI had

been derived24, a vast literature emerged studying its properties. Transmission of electrons

through a ring with two12,18,25–28 or more29–32 attached leads has been studied in presence of

an external magnetic field25,26,28,30, showing that rings can be used as spin dependent inter-

ferometers, enabling spin filtering26,29,31,33,34 as well as measurement23,35,36 of the strenght
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of spin-orbit coupling. Spin dependent conductance could also be used to perform single

qubit transformations on electrons travelling through the ring37. Electron states on a ring

with both RSOI and DSOI have also been studied, showing the presence of spin-dependent

persistent currents and non-trivial spin polarization, both depending on SOI strength38–42.

The motion of an electron through the crystal, controlled by an external confining po-

tential, enables controlled spin rotation for which analytical results have been obtained in

the adiabatic limit43,44. For the special case of a linear wire, analytical results have also

been obtained for arbitrary fast driving in one dimension45 though, due to the fixed axis of

rotation, rotations on the Bloch sphere are severely restricted. In this paper, we show that

this limitation can be overcome when the electron is constrained to move around a closed

ring instead of a linear wire. Exact analytical solutions for practical limiting cases are given

and it is proved that performing a general single-qubit transformation is possible simply by

moving the electron around the ring using an external driving potential in the presence of

the Rashba type SOI.

In Sec. II we present a model Hamiltonian for an electron in a mesoscopic ring with

Rashba coupling and confined in a gate-induced moving potential well. Using unitary trans-

formations, solutions of the time-dependent Schrödinger equation are then derived in Sec.

III for (A) the electron moving through a segment of the ring, giving rise to a spin-rotation,

and (B) adiabatic change in the SOI strength with the potential well held fixed, which

changes the axis of rotation. These evolutions are combined in Sec. IV to give solutions for

which the electron propagates around the ring in segments between which the SOI strength

is changed adiabatically, resulting in cumulative spin and axis rotations. Qubits are then

defined in Sec. V as superpositions of the Kramers ground-doublet components at some

fixed position on the ring. We then show that qubit transformations may be performed for

an integral number of rotations of a (Gaussian) wave-packet around the ring and discuss

allowed coverage of the associated Bloch sphere, including conditions for complete coverage.

We conclude in Sec. VI with a discussion of future prospects and challenges for possible

physical realizations, using estimates based on current experimental results.
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II. MODEL

We consider an electron, confined in a narrow ring with the Rashba coupling and described

by the Hamiltonian24

H = εp2
ϕ + εα(t)

(
σρpϕ −

i

2
σϕ

)
+ V (ϕ, t), (1)

where

ε ≡ ~2

2mR2
, α(t) ≡ 2mRαR(t)

~
, (2)

with R being the ring radius, m the electron effective mass and αR the Rashba coupling.

V is a potential well, which confines and moves the electron around the ring as shown

schematically in Fig. 1.

FIG. 1. Schematic presentation of the system. The position of the electron (orange), confined by

potential well V (green) on a ring (purple) of radius R, is described by coordinate ϕ.

The position of the electron is described by the angle ϕ. Only scaled momentum along

the ring is relevant, pϕ = −i ∂
∂ϕ

, with the commutation relation

[ϕ, pϕ] = i, (3)

and the spin operators in the cylindrical coordinate system,

σ = σρêρ + σϕêϕ + σzêz, (4)

are given by

σρ (ϕ) = σx cosϕ+ σy sinϕ, (5)

σϕ (ϕ) = −σx sinϕ+ σy cosϕ, (6)
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with êρ, êϕ, êz being orthogonal unity vectors.

The Rashba coupling α(t) can be controlled by the application of an external electric field

perpendicular to the 2DEG plane. The amplification of Rashba coupling, given as a ratio

between amplified value and intrinsic value k = αamp/αint, is up to about 1.5 for electrons

in a 2DEG9 and up to k = 6 for electrons on an InAs nanowire46.

The potential energy V (ϕ, t) is a periodic function with period 2π and minimum at

ξ(t). Here we consider cases which can be expanded around the minimum and accurately

described by the harmonic form,

V (ϕ, t) = ω2 [ϕ− ξ(t)]2 (7)

where the constant of proportionality, ω2 = ∂2V
dϕ2

∣∣
ϕ=ξ(t)

, depends on the detail of the applied

gate.

III. UNITARY TRANSFORMATIONS

The quantities α(t) and ξ(t) are determined by the external electric field and will be the

main parameters of the qubit transformation. The time evolution of the wavefunction is

driven by the time-dependent Hamiltonian Eq. (1), giving the time-dependent Schrödinger

equation

i~
∂ψ(t)

∂t
= H(t)ψ(t). (8)

The equation can be solved analytically using unitary transformations. For a time-

dependent transformation U(t), we operate on Eq. (8) with U(t) and the Schrödinger equa-

tion becomes

i~
∂ψ′(t)

∂t
= H ′(t)ψ′(t) (9)

with transformed Hamiltonian

H ′(t) = U(t)H(t)U †(t)− i~U(t)U̇ †(t) (10)

and corresponding wavefunction

ψ′(t) = U(t)ψ(t). (11)

We notice that σρ and σϕ, which both depend on ϕ, can be transformed to the form of

standard Pauli matrices σx and σy by the position dependent unitary transformation

Uz = exp
(
i
ϕ

2
σz

)
. (12)
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Since Uz is independent of time, the second term in the transformed Hamiltonian Eq. (10)

is zero and, using Uzσρ,ϕU
†
z = σx,y, we get

H ′(t) = UzH(t)U †z = (13)

= εp2
ϕ + εpϕα(t) · σ + ω2 [ϕ− ξ(t)]2 +

ε

4
.

The kinetic part p2
ϕ and the external potential are diagonal in spin and they do not change

whilst the unnormalized vector

α(t) = (α(t), 0,−1) (14)

becomes the axis of spin rotation due to SOI.

In order to solve the Schrodinger equation for the Hamiltonian Eq. (13), we shall restrict

ourselves to two types of time-dependence. In the first we drive the electron around the

ring by changing the position of the potential minimum, ξ(t), whilst keeping the Rashba

coupling constant. Alternatively, we keep the position of the minimum fixed whilst varying

the Rashba coupling.

A. Time-dependent driving potential

If α is kept constant, the SO part of Hamiltonian Eq. (13) can be eliminated using the

further transformation

Uα = exp
(
i
ϕ

2
α · σ

)
. (15)

resulting in the transformed Hamiltonian

H ′′(t) = UαH
′(t)U †α =

= εp2
ϕ + ω2 [ϕ− ξ(t)]2 − εα2

4
. (16)

This Hamiltonian is exactly soluble for any driving ξ(t)45. We use the transformation

U †ξ (t) = eiφ0(t)ei
~
2ε
ϕ̇c(t)ϕe−iϕc(t)pϕ , (17)

where ϕc(t) is the classical harmonic oscillator solution, driven by ξ(t)

ϕ̈c(t) + Ω2ϕc(t) = Ω2ξ(t) (18)
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and Ω = ω
R

√
2
m

. The first term in the transformation Eq. (17) is a time-dependent phase

factor independent of spin

φ0(t) =

∫ t

0

Lξ(t
′)dt′ − ~

2ε
ϕc(t

′)ϕ̇c(t
′)
∣∣t
0

(19)

containing a time integral of the Lagrangian

Lξ(t) =
~
4ε

(
ϕ̇2
c(t)− Ω2 [ϕc(t)− ξ(t)]2

)
. (20)

The second term of the transformation depends on ϕ and gives additional momentum to

the electron, proportional to the classical velocity ϕ̇c. The third term is the translation oper-

ator, which shifts the wave function by ϕc(t). The transformation removes time dependence

of the potential,

H ′′′(t) = UξH
′′(t)U †ξ = εp2 + ω2ϕ2 − εα2

4
. (21)

The resulting time-independent Hamiltonian is that of a harmonic oscillator with eigenstates

ψ′′′ = gn(ϕ) =
1√

2nn!σ
√
π
e−

ϕ2

2σ2Hn

(ϕ
σ

)
(22)

with σ =
(
ε
ω2

)1/4
, Hn being Hermite polynomials, and eigenenergies En = ~Ω

(
n+ 1

2

)
−

εα2/4. In accord with the quadratic expansion of potential well function we assume also

that confinement is sufficiently strong that the tails of the function are negligible at ϕ = ±π.

It is important to note that in this limit, the energy does not depend on the spin of the

electron, so we have two degenerate states with different spin, forming the Kramers doublet

state. We focus here on the ground-state doublet n = 0, for which the time-dependent

solution of Schrödinger’s equation is given by

ψ(ϕ, t) =U †z (ϕ)U †α(ϕ)Uξ(t)
†ψ′′′(ϕ) =

=e−i
En
~ teiφ0(t)ei

~
2ε
ϕ̇c(t)ϕU †z (ϕ)U †α(ϕ)g0(ϕ− ϕc(t))χi. (23)

The initial state of the system is described by the initial position ϕc(t) of the wavepacket

g0, i.e. ϕc(0), its initial momentum ϕ̇c(0), and the spinor χi = ci,↑χ↑ + ci,↓χ↓. The time

dependent phase, irrelevant for spin transformations, will be labelled as φξ(t) = φ0(t)− En
~ t

in the rest of the paper.
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B. Time-dependent Rashba coupling

To solve the Schrödinger equation when changing the Rashba coupling α(t), with constant

driving, ξ(t) = ξ0, we first transform the Hamiltonian Eq. (13) with the time independent

displacement transformation Uξ = e−iξ0pϕ , resulting in

H ′′(t) = UξH
′(t)U †ξ =

= εp2
ϕ + εpϕα(t) · σ + ω2ϕ2 +

ε

4
. (24)

Since the direction of the spin rotation axis, α(t), depends on α, the time-dependent spin-

orbit part of the Hamiltonian can only be eliminated analytically in the limit of adiabatically

changing α(t). In this limit, the term −i~Uα(t)U̇ †α(t) ∝ α̇(t)� 1 will be neglected, resulting

in the transformed Hamiltonian

H ′′′(t) = Uα(t)H ′(t)Uα(t)† =

= εp2
ϕ + ω2ϕ2 +

εα(t)2

4
, (25)

with solutions in the time-dependent two-dimensional ground Hilbert subspace spanned by

states

ψs(ϕ, t) = U †z (ϕ)U †α(t)(ϕ− ξ0)g0(ϕ− ξ0)χs. (26)

As we show in the Appendix A, the actual state at time t is

ψ(ϕ, t) = eiφα(t)g0(ϕ− ξ0)U †z (ϕ)U †α(ϕ− ξ0)U †y(ϑ̃α(t))χi, (27)

where U †y(ϑ̃α(t)) = e−iϑ̃α(t)σy is as small rotation around y-axis which depends on α(t) and

the spread (σ) of the ground state oscillator wavefunction g0.

The spinor χi = c0,↑χ↑ + c0,↓χ↓ describes the initial spin state at t = 0 and we note that

ψ(ϕ, t) may therefore be written in the equivalent form

ψ(ϕ, t) = eiφα(t)
∑
s

ψα(t),ξ0,s(ϕ)c0s, (28)

where

ψα(t),ξ0,s(ϕ) = g0(ϕ− ξ0)U †z (ϕ)U †α(ϕ− ξ0)U †y(ϑ̃α(t))χs (29)

are appropriate time-dependent Kramers states.
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IV. COMBINED EVOLUTIONS

The general transformation is a sequence of m shifts of potential with change of Rashba

coupling after each shift. We choose the electron wave packet before i-th shift, i. e. at

time ti−1, to be centred at ϕc(ti−1) = ϕi−1 with Rashba coupling αi−1. We also choose the

wavefunction to be stationary, i. e. ϕ̇c(ti) = 0. The state of the system can therefore be

written as a superposition of Kramers states

ψ(ϕ, ti−1) =
∑
s

ψαi−1,ϕi−1,s(ϕ)ci−1,s. (30)

We then change α adiabatically from αi−1 to αi over time interval ∆tα,i. According to

Eq. (28), this will not change the coefficients ci−1,s, resulting in a state:

ψ(ϕ, ti−1 + ∆tα,i) = eiφα,i
∑
s

ψαi,ϕi−1,s(ϕ)ci−1,s, (31)

where φα,i =
∫ ti−1+∆tα,i
ti−1

φα(t′)dt′ is the acquired spin-independent phase.

This transformation is followed by an appropriate shift of potential ξ(t) such that ϕc(ti) =

ϕi and ϕ̇c(ti) = 0. The shift requires time ∆tξ,i, resulting in ti − ti−1 = ∆t = ∆tα,i + ∆tξ,i.

To determine the effect of this transformation on the Kramers coefficients, we first write the

wavefunction in a form, similar to Eq. (23):

ψ(ϕ, ti−1 + ∆tα,i) = eiφα,i
∑
s

ψαi,ϕi−1,s(ϕ)ci−1,s = eiφα,ig0(ϕ− ϕi−1)U †z (ϕ)U †αi(ϕ)χi−1 (32)

The spinor χi−1 is defined as

χi−1 = U †αi(−ϕi−1)U †y(ϑ̃αi)
∑
s

χsci−1,s, (33)

which follows from the definition of Kramers states, Eq. (29). According to Eq. (23), the

prescribed shift of the potential well will only result in the shift of wavepacket g0 together

with an additional spin-independent phase:

ψ(ϕ, ti = ti−1 + ∆t) =eiφξ,ieiφα,ig0(ϕ− ϕi)U †z (ϕ)U †αi(ϕ)χi−1 =

=eiφi
∑
s

ψαi,ϕi,s(ϕ)ci,s (34)

where φξ,i =
∫ ti−1+∆tα,i
ti−1

φξ(t
′)dt′ with φi = φα,i + φξ,i. The new coefficients ci,s are obtained

by substituting Eq. (33) into Eq. (34), enabling the new coefficients to be expressed as a
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linear combination of the old coefficients,

ci,s =
∑
s′

χ†sU
†
i χs′ci−1,s′ . (35)

The spin rotation operator U †i depends on αi, ∆ϕi and the width σ of the Gaussian envelope

g0:

U †i = Uy(ϑ̃αi)U
†
αi

(∆ϕi)U
†
y(ϑ̃αi), (36)

which can be written in more intuitive form

U †i = e−i
γi
2
ni·σ, ni = (sinϑαi , 0, cosϑαi), (37)

with rotation axis ni tilted by ϑαi from z to x direction and rotation angle γi, defined as:

ϑαi = ϑ̃αi − arctanαi, γi = −∆ϕi

√
1 + α2

i . (38)

The tilting angle ϑαi is plotted in Fig. 2 for various values of σ.

Σ = 0.0

0.4

0.8

0 1 2 3 4 5

-
Π

2

-
Π

4

0

Α

J
Α

FIG. 2. Angle ϑα, plotted as a function of α for 3 values of σ. For σ = 0 (black), the angle equals

ϑα = − arctanα, while for larger σ (0.4 (red) and 0.8 (blue)), the angle ϑ̃α is added.

Using this result, the full transformation, composed of m changes of α and ξ, can be

obtained as a product of spin rotations U † =
∏m

i=1 U
†
i and summation of spin-independent

phases φ =
∑m

i=1 φi.

V. QUBIT TRANSFORMATIONS

After a qubit transformation we require that the wave packet returns to its initial position,

i.e.
∑m

i=1 ∆ϕi = 2πn, and also that the Rashba coupling is restored to its initial value, α0.

10



This latter process does not change the coefficients cm,s, but returns the system in its initial

Kramers subspace, which can now be used to define the qubit basis

|0〉 = |ψα0,ϕ0,↑〉 , |1〉 = |ψα0,ϕ0,↓〉 . (39)

The initial qubit state, defined by coefficient c0s

|ψ〉 = |0〉 c0,↑ + |1〉 c0,↓ (40)

will be transformed into the same qubit basis with different coefficients cm,s,

(cm,↑, cm,↓) =

(
cos

Θ

2
, eiΦ sin

Θ

2

)
, (41)

representing a point r = (sin Θ cos Φ, sin Θ sin Φ, cos Θ) on the Bloch sphere, spanned by

qubit states |0〉 and |1〉. This also means that the spin rotation U † can be represented by a

rotation on the Bloch sphere, composed of intermediate rotations U †i , determined by shifts

of potential and Rashba coupling. Fig. 3 shows a simple example of such a transformation,

realized by m = 2 shifts of confining potential well, starting with qubit state |0〉 and in the

high-confinement limit, σ = 0. First the electron is shifted by an angle ∆ϕ0 = 1.1π (red),

causing a rotation around the axis n0 for an angle γ0 = −π
√

1 + α2
0. α is then increased

adiabatically to α1 (black dashed arrows) and the electron is then shifted by ∆ϕ1 = 0.9π

(blue), returning back to its initial position and causing additional rotation around n1 for

an angle γ1 = π
√

1 + α2
1. Finally, α is reduced adiabatically back to α0, returning to a state

in the qubit space.

Every rotation U † can be described by Θ and Φ as polar coordinates of the point r,

obtained from r0 = (0, 0, 1) by the rotation U †. To verify that we are able to achieve

arbitrary rotations by the wavefunction transformation, described in Sec. IV, we need to

check that all allowed (Θ,Φ) pairs may be reached.

We will restrict to simplified cases in which only two values of α are used during the

transformation: the intrinsic value α0 and an amplified value α1 = kα0, where k is defined

by material properties. For even i in transformations U †i , the value α0 will be used and for

odd i α1 will be used. This results in spin rotations around only two different axes. We

argue that the transformation is most efficient when the angle between the axes of rotation

δ = ϑα1 − ϑα0 is as large as possible. Indeed, for δ = π/2, a general rotation can be realized

by only one rotation around each axis. In our case, the maximum angle is limited by the
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FIG. 3. A simple example of a qubit transformation with two shifts of the wave function. The

movement of electron around the ring (red and blue lines in (a)) causes a rotation of the initial

state |ψ0〉 = |0〉 on the Bloch sphere (b) around axis n0 (red line) or n1 (blue line), bringing it

to the final state |ψ1〉. Orientation of the rotation axis is determined by the strength of Rashba

coupling α, taking the values α0 = 0.3 and α1 = 1.5.

amplification factor k. In the high-confinement limit (σ = 0), the small contribution ϑ̃α to

the tilting angle ϑαi vanishes, so angle δ is maximal when α0 = 1√
k

and α1 =
√
k. For a given

k, this choice is made by selecting the ring radius in accord with Eq. (2): R = ~
2m
√
kαR,0

,

with intrinsic value of Rashba coupling αR,0. These two values of α will be used in our

further calculations. The high-confinement limit will also be used in the rest of the paper

since finite σ does not qualitatively change the results.

To prove that any point on the Bloch sphere can be reached, we first rotate the coordinate

system around the y axis so that the new z′ axis is pointing in the direction n(α0). The two

rotations are now a rotation around the z′ axis (transformation U †0) and around the axis

nδ = (sin δ, 0, cos δ) (transformation U †1).

In order to gain insight into the proof we next omit the constraint
∑

i ∆ϕi = 2πn and

consider the case where rotation angles γi are arbitrary. Starting with the point (0, 0, 1) in

the new coordinate system, it is easy to see that any polar angle Θ′ of the rotated point

in the new coordinate system can be achieved by alternately applying rotations U †1 and U †0 .

Each rotation U †1 can increase Θ′ by 2δ, while U †0 keeps Θ′ constant and only rotates the

point to a suitable starting point for new U †1 rotation. Once the target Θ′ is achieved, the
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rotation U †0 is applied to bring the point to the target Φ′ (see Fig. 4).

n0

n1

FIG. 4. Controlled transformation from qubit state |ψ0〉 (red dot), corresponding to Θ′ = 0, to

the target state |ψ1〉 (purple dot), corresponding to Θ′ and Φ′. By alternating rotations U †0 (axis

n1, red lines) and U †1 (axis n2, blue lines), the state is transformed to the appropriate Θ′. The

transformation is followed by the rotation U †0 to achieve the target Φ′.

This method becomes less practical when we impose the constraint
∑

i ∆ϕi = 2πn due to

γi-dependent rotations. Although the unconstrained result suggests that complete coverage

of the Bloch sphere may be possible, it is not clear that this remains the case when the

constraint is imposed. We approach the problem numerically by generating sets of random

displacements, ∆ϕi, which satisfy the constraint and explore the subsequent coverage on

the Bloch sphere. The relevant parameters are the number of ∆ϕi shifts, m, with different

α, the number of full rotations of the electron around the ring, n, and the factor of ampli-

fication, k. By selecting a large sample of randomly transformed points, one can determine

which parts of the Bloch sphere are covered for a particular choice of m, n and k. We are

especially interested in small values of parameters since large values of k are not accessible

experimentally, while large m and n increase the time needed to realize the transformation.

The surface of the Bloch sphere, parametrized with cos Θ and Φ, was split into a 200×200

grid. For each set of parameters m, n and k, a set of angles ∆ϕi was chosen at random,

resulting in a pair of values (cos Θ,Φ), lying within a certain grid cell. By taking a large

number (N = 5×106) of sets, we ensure that each grid cell contains at least one point when
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the cell is in an allowed region for the selected m, n and k. Thus we determine, which parts

of the sphere are covered for each set of parameters, shown in Fig. 5.

For m = 2, only the first shift ∆ϕ1 is a free parameter, with ∆ϕ2 being determined by

constraint
∑

i ∆ϕi = 2πn. This results in points on the sphere forming a one-dimensional

structure, i. e. the black line in Fig. 5. For m ≥ 3, two or more shifts ∆ϕi are independent,

resulting in two-dimensional areas on the sphere being covered.

By keeping track of which set ∆ϕi resulted in a certain transformation, a table of trans-

formation parameters was obtained for each point on the Bloch sphere, allowing us to reach

each point in a controlled way. As an example, the spin flip transformation is presented in

Fig. 6, showing the change of parameters in the α − ϕc plane and corresponding rotations

on the Bloch sphere.

Following the line of thought for the omitted constraint
∑

i ∆ϕi = 2πn, we assume that

m ≈ π
2δ

shifts should suffice to cover the whole sphere. For k ≈ 5 in InAs nanowires46, this

results in m ≈ 4 shifts, which is confirmed even with the constraint in Fig. 5. However, for

certain n, the average shift will be of order ∆ϕi ≈ 2πn
m

, resulting in average rotations around

each axis γi ≈ 2πn
m

√
1 + α2

i . To ensure sufficiently large rotation angles γi ≥ π, assumed

in the analytic explanation given earlier, the number of rotations n should therefore be

sufficiently large.

Since each shift ∆ϕi is accompanied by an adiabatic change of α, the total time of

operation will scale linearly with m. On the other hand, large n will result in larger electron

shifts, also resulting in increased time. In practice we would therefore like to keep both m

and n as small as possible at fixed k. Numerically calculated coverage of the Bloch sphere for

different parameters is presented in Fig. 7 and shows that all these limitations are optimally

fulfilled for m = 4 and n = 2.

VI. DISCUSSION AND CONCLUSION

The effectiveness of the proposed qubit transformations in covering the Bloch sphere

depends strongly on the factor of amplification of the Rashba coupling. As shown in Sec. V,

the stronger the amplification, the larger the angle between axes of rotation n0 and n1,

resulting in a lower number of required rotations. From this point of view, InAs nanowires

with strong amplification of the Rashba coupling in the presence of an external electric field46,

14



(a)

(b)

FIG. 5. Figure shows parts of the Bloch sphere that are coverer by n = 1 (Fig. (a)) or n = 2 (Fig.

(b)) rotations of the electron around the ring for factor of amplification of Rashba coupling k = 5.

Black color shows the area, covered with m = 2, dark red with m = 3 and light red with m = 4

shifts of electron position. For our set of m, the white area on Fig. (a) can only be covered for

n = 2 rotations. Calculations were performed on a 200× 200 grid.
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FIG. 6. Spin flip transformation, realized with 3 shifts of the wave function, presented in the

same manner as Fig. 3. Shifting angles ∆ϕ1 = 4.49, ∆ϕ2 = 1.64 and ∆ϕ3 = 6.44 are calculated

numerically.
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FIG. 7. Accessible coverage of the Bloch sphere for certain values of m and n as a function of k

with m = 3 (dotted), 4 (dashed) and 5 (solid). For k < 6, m = 4 and n = 2 is the optimal choice

of parameters.

are more promising candidates for experimental realisation than planar heterostructures.

With the Rashba coupling αR = 0.5−3×10−2 eV nm, the radius of the ring (Eq. (2)) should

be R ≈ 150 nm. Another possibility is fabricating a ring from a GaAs heterostructure for

which the amplification of the Rashba parameter is smaller than in InAs (k = 1.59), resulting

in a required ring radius R ≈ 100 nm.
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Each transformation U †i requires time ∆tξ,i to shift the wave function and time ∆tα,i to

adiabatically change the Rashba coupling from α0 to α1 or vice versa. In a simple scheme

of shifting the wave function with two instantaneous changes in ξ(t), the time of the shift

depends directly on the frequency of the harmonic potential ω: ∆tξ,i = π
Ω

45. Considering

the limit for the spread of the wave function σ, a realistic value for frequency is Ω = ε
R

√
8
m

,

giving for both GaAs and InAs system the estimate ∆tξ,i ≈ 0.02 ns. To ensure adiabatic

limit, ∆tα,i should be much larger than ∆tξ,i. At a conservative estimate of around a hundred

times this value, ∆tα,i ≈ 2 ns, the total time needed to realize U † is

ttotal = 4∆ti ≈ 10 ns. (42)

With spin decoherence times in semiconductors of order 200µs47, this has the potential to

accommodate more than 105 qubit transformations.

In summary, we have shown that controlled propagation of an electron wave-packet

around a semiconductor ring with tunable Rashba interaction can be used to define qubits

based on a localized ground-state Kramers doublet for which qubit transformations may be

performed for an integral number of revolutions. Full coverage of the Bloch sphere may be

achieved provided that the Rashba spin-orbit interaction is sufficiently large and tuneable.

InAs quantum wires are within the range which allows this and also has the potential for

many thousand qubit operations within a spin-coherence time.

Appendix A: Adiabatic evolution of Kramers states

In this appendix we derive an expression for the time-dependent wavefunction for cases

in which α(t) changes adiabatically at constant potential well position ξ(t) = ξ0. To do this

we make a specific choice for the Kramers doublet states denoted by ψα(t),ξ0,s for each α(t)

and centred around ξ0, such that the adiabatic change of α(t) changes only the parameter

α of each ot two states, but does not mix them. The initial Kramers state at α(t = 0) = α0,

i. e. ψs(ϕ, t = 0) = ψα0,ξ0,s(ϕ), should therefore evolve as:

ψs(ϕ, t) = ψα(t),ξ0,s(ϕ) (A1)

These Kramers states lie in the subspace, spanned by states Eq. (26), but with spinors χα,ξ0,s

depending on α and ξ0:

ψα,ξ0,s(ϕ) = U †z (ϕ)U †α(ϕ− ξ0)g0(ϕ− ξ0)χα,ξ0,s. (A2)
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We seek a solution as some spin rotation, applied to basis spinor χs: χα,ξ0,s = Ũ †α,ξ0χs. The

states will not mix if48 〈
∂ψα,ξ0,s
∂α

∣∣∣∣ψα,ξ0,s′〉 = 0. (A3)

for any s and s′. This leads to a differential equation for the rotation Ũ †α,ξ0 :

∂Ũ †α,ξ0
∂α

= −Ũ †α,ξ0

∫ π

−π
g2

0(ϕ)Uα(ϕ)
∂U †α(ϕ)

∂α
dϕ. (A4)

The initial condition at α = 0 is chosen to be Ũ †α=0,ξ0
= 1, so the states in absence of Rashba

coupling will be pure spin states

ψα=0,ξ0,s = g0(ϕ− ξ0)χs. (A5)

The transformation Ũ †α,ξ0 will not depend on ξ0. In the limit where the harmonic oscillator

is a good approximation for the potential, the integral can be evaluated analytically by

extending the limits of integration to ±∞:

∫ ∞
−∞

g2
0(ϕ)Uα(ϕ)

∂U †α(ϕ)

∂α
dϕ =

i

2

e−σ24 (1+α2) − 1

(1 + α2)

σy =
i

2
f(α, σ)σy. (A6)

Since this expression is proportional to the Pauli operator σy, the integrated result for Ũ †α,ξ0

can be expressed as a spin rotation around the y-axis by an angle ϑ̃α:

Ũ †α,ξ0 = e−i
ϑ̃α
2
σy = U †y(ϑ̃α), ϑ̃α =

∫ α

0

f(α′, σ)dα′. (A7)

Results for different σ are plotted as ϑα = ϑ̃α − arctanα in Fig. 2. The angle of rotation is

in fact rather small, with leading term being quadratic in σ: ϑ̃α ≈ −ασ2

4
.

Substituting Eq. (A7) into Eq. (A2) gives the desired Kramers doublet states:

ψα,ξ0,s(ϕ) = g0(ϕ− ξ0)U †z (ϕ)U †α(ϕ− ξ0)U †y(ϑ̃α)χs. (A8)

Hence, the initial state, written in this basis:

ψ(ϕ, t = 0) =
∑
s

ψα(t=0),ξ0,s(ϕ)c0,s, (A9)

will evolve adiabatically into

ψ(ϕ, t) = eiφα(t)
∑
s

ψα(t),ξ0,s(ϕ)c0,s, (A10)

18



with an α(t)-dependent Kramers basis which evolves while the coefficients c0,s remain the

same. The spin independent phase factor is a time-integral of energy: φα(t) =
∫ t

0
En(t′)

~ dt′,

where time dependence of En arises from the changing SOI.
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