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Abstract

The future ground based gamma-ray observatory, the Cherenkov Telescope Array

(CTA), will soon enter its construction phase. This work therefore looks into pro-

viding a better model of one of the small size telescopes, the Gamma Cherenkov

Telescope (GCT), for input into Monte Carlo simulations. Evaluation of these mod-

els shows that both a telescope equipped with MaPM (GCTM) and SiPM (GCTS)

detector modules should meet if not exceed certain CTA requirements. To deter-

mine possible early science deliverables, a study into the performance of a small

7 telescope array, along with an extrapolation up to the full complement of SSTs

is presented. This reveals promising results for both configurations, with GCTS

performing better than GCTM. This work also presents an investigation into the

use of local muons as a form of absolute calibration of the GCT telescope. It has

been shown that, while there are some difficulties, the method should be possible.

The remainder of this thesis presents results obtained from applying the clustering

algorithm DBSCAN to the Fermi -LAT data in the very high energy (VHE) regime.

This includes 9 sources detected in the Pass 7 reprocessed data set and 70 in the

improved Pass 8 data set. These sources represent promising candidates for follow-

up observations with current ground-based gamma-ray observatories and helps to

frame the science goals of CTA.
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Chapter 1

Introduction

In the intrepid search for an understanding of our place within the universe,

large steps are often necessary. In the coming years a new observatory will provide

such a step, opening up our view of the universe to the highest energies. The

Cherenkov Telescope Array (CTA) is a multi-national project, bringing knowledge

from the 32 involved countries; it will provide order-of-magnitude improvements over

current experiments operating in the energy range of several tens of GeV to many

hundreds of TeV. Operating as an open observatory and covering both hemispheres,

each array will consist of a large number of telescopes (≈ 100 in the south with a

smaller array in the north) and in order to cover the large energy range there will be

three different sizes of telescopes. For the highest energy observations, the optimal

configuration is a large number of small size telescopes (SST). In this work, it is

one of the proposed solutions to these SSTs that will be considered, the Gamma-ray

Cherenkov Telescope (GCT).

In the early period of a new project, there are always a wide range of jobs to

1
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do. Therefore the work in this thesis can be grouped into three main themes: 1)

Configuring and evaluating the GCT within Monte Carlo (MC) simulations in order

to fully understand their performance as part of CTA. 2) Examining the possibility

of using the Cherenkov emission produced by local muons as a form of absolute

calibration for GCT. 3) Investigating the use of clustering algorithms to efficiently

discover sources in very high energy (VHE) data sets with a focus here on active

galactic nuclei (AGN). This thesis therefore presents results on these topics.

In Chapter 2 an overview of cosmic rays and gamma-rays will be given. Initially

focusing on the physical mechanisms involved in the production of high energy pho-

tons, such as inverse Compton scattering, Bremsstrahlung, synchrotron emission,

pion production, nuclear de-excitation and particle annihilation. From here the

important processes that lead to the attenuation of these photons, and more impor-

tantly their detection, will be covered. As the later work in this thesis will cover the

search for AGN, a description of the current known population will be given along

with a discussion of the main emission mechanism models.

Due to the high energy of gamma-rays, they can not be focused as with tra-

ditional telescopes. In addition, the atmosphere is opaque to the electromagnetic

spectrum above UV wavelengths. Therefore in Chapter 3 the main observational

techniques employed to observe these high energy events will be described. This

will concentrate on the methods used by the Fermi space based observatory, which

escapes the atmosphere in order to observe the gamma-ray sky at the cost of effec-

tive area, and the method used by Imaging Atmospheric Cherenkov Telescopes like

CTA, which detect the secondary product of the interaction of high energy particles

with the atmosphere. Finally a brief description of CTA will be given along with an

overview of the GCT.

With the desire to reach a better understanding of the potential of GCT, Chapter

4 will cover the set-up of the telescope (SST-GATE) and camera (CHEC) within

the MC framework. As there are currently two designs for CHEC that use either

multi anode or silicon photomultiplier modules, a description of both will be given.

From here, in order to evaluate the new GCT configuration, low level performance

indicators such as charge resolution and trigger efficiency will be shown. Lastly, using
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a dedicated production of data for a series of small arrays, high level performance

indicators such as differential sensitivity and energy and angular resolution will be

derived.

As with any instrument, a good understanding of the performance is required

and must be constantly monitored to prevent inconsistent and poor quality results.

Therefore, in Chapter 5, a study of the use of Cherenkov light from the well known

spectrum of local muons as a method of absolute calibration for GCT will be pre-

sented. The method has been shown to be successful in other experiments such

as H.E.S.S., VERITAS and MAGIC but it was not clear that it would be possi-

ble for the SSTs due to their reduced mirror area compared with that of previous

instruments.

To gain a full understanding of the physical processes that are present in some of

the most extreme environments in our universe, AGN and their associated relativistic

jets, it is important to have a large and robust sample of objects. To this end,

Chapter 6 and 7 will present ongoing work to use the clustering algorithm dbscan

to efficiently detect sources within VHE data sets, using the highest energy events

available (Eγ >100 GeV) within the Fermi large area telescope (LAT) instrument

as a test bed. In Chapter 6 the initial study using Pass 7 Reprocessed Fermi data

will be presented with Chapter 7 covering a further study using the improved Pass

8 data and a more advanced analysis algorithm.



Chapter 2

The Violent Universe

In this first Chapter, a brief introduction into the most energetic branch of

astronomy will be given along with a description of the physical processes involved.

A focus will be given to one particular source class that makes up the majority of

known emitters at the highest energies, Active Galactic Nuclei (AGN), as these will

become a point of interest in the last two Chapters of this work, emerging as the

sole class of objects found using a clustering analysis of the gamma-ray sky.

4
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2.1 Cosmic Rays and Gamma-Rays

In comparison to other fields of astronomy, gamma-rays represent a relatively new

view of the Universe, one that is highly energetic and more akin to a vast particle

accelerator than a sea of stars and dust. In 1912 it was confirmed by Victor Hess

and Werner Kolhörster that Earth was being bombarded from above with highly

energetic particles [75]. These particles, later described as cosmic rays by Millikan

[92], sparked an interest as a possible new branch of astronomy. In 1927 they

were identified as charged particles by observing that they were deflected by the

Earth’s magnetic field [52] and in 1934 deduced to be mainly positive through the

measurements of a directional discrepancy between east and west. This deflection

of cosmic rays along the Earth’s magnetic field lines, in addition to the magnetic

fields present in the Solar System and the Milky Way, unfortunately results in a

loss of directional information, preventing a traditional view of the universe from

being constructed1. However, work still continues to study the spectrum of cosmic

rays incident at Earth [94], a full understanding of which could reveal fundamental

information about the make-up of the universe2.

In the production of the high energy particles that make up the cosmic ray flux,

physical processes also lead to the emission of very high energy photons, known as

gamma-rays. As neutral particles, they suffer no deflection from magnetic fields and

can be traced back to their origin, therefore revealing the universe in the way that

cosmic rays were once hoped to do.

Representing energies above 511 keV, the gamma-ray energy band covers a large

1This may not always be true, cosmic rays with enough energy can “resist” the deflection from

the magnetic field. This is known as magnetic rigidity and allows for a possible correlation of some

ultra-high energy cosmic rays (UHECR) with known astrophysical particle accelerators [57].
2Measurements of the cosmic ray flux reveal distinct features, or turning points, in the spec-

trum known as the “knee” and the “ankle”. It is thought that different astrophysical objects are

responsible for the spectrum between each feature with Supernova Remnants and other Galactic

sources making up most of the emission below the knee at E∼ 3× 1015 eV, Active galactic nuclei

and other extragalactic sources above the ankle at E∼ 1018 eV and a combination of all sources

between. See [80] for more detail.
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Figure 2.1: The electromagnetic spectrum from radio waves to gamma-rays. Also shown is the level

of atmospheric absorption along with example observatories and satellites. While the atmosphere is

technically opaque at gamma-rays, very high energy photons produce secondary effects within the

atmosphere which allow for their detection by imaging atmospheric Cherenkov telescopes (IACTs).

proportion of the electromagnetic spectrum (see Figure 2.1), potentially extending

to PeV energies [1]. Due to this high energy, gamma-rays cannot be focused in the

same way as lower energy photons and instead we must rely on direct detections

of their interactions with material. This can take the form of a heavy material

such as tungsten foil in the case of the space-based gamma-ray observatory Fermi’s

large area detector (LAT) or in the case of ground-based gamma-ray detectors, the

atmosphere itself. These instruments and techniques will be described in detail in

the next Chapter, as it is first important to understand the physical processes that

lead to the production and detection of gamma-rays.

2.2 Interaction and Production Processes

In general, gamma-rays are produced either through charged particles interacting

with strong electric or magnetic fields (electromagnetic) or through hadronic pro-

cesses. For reference a brief overview will be given of the most notable of these

processes; for a more detailed description see [122], [77] or [108].



2.2. Interaction and Production Processes 7

Figure 2.2: Example electromagnetic production processes of gamma-rays. Top: Compton scat-

tering; while this example results in a lower energy photon being emitted (i.e. λf < λi), in the

opposite case known as Inverse Compton Scattering, the electron is travelling at relativistic ener-

gies which results in an upscattering of the photon (i.e. λf > λi). Middle: Bremsstrahlung involves

the production of a photon during the deflection of a relativistic electron in the Coulomb field of

an atom. Bottom: Synchrotron radiation produced by a relativistic electron spiralling along a

magnetic field line.
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2.2.1 Electromagnetic

These processes are not necessarily unique to the gamma-ray energy regime, but

instead are relevant when the energies of the participating particles or the field

strengths are large. This situation is often found in the most extreme environments

in the universe.

Inverse Compton Scattering

Compton scattering involves the interaction between an unbound electron and a

photon. In its original definition, it represents a photon colliding with a station-

ary electron, imparting some energy and then being re-emitted as a photon with

lower energy as can be seen in Figure 2.2 (top), where the change in energy can be

represented as

∆E =
EiEf
mec2

(1− cosθ). (2.2.1)

Here Ei is the energy of the incident photon, Ef is the energy of the scattered

photon, me is the mass of the electron and θ is the angle of deflection of the photon.

In the inverse case, a relativistic electron interacts with a photon, resulting in an

“up-scattering” of the photon to a larger energy. In the rest frame of the electron,

this equates to a resulting energy of

Ef ≈ γEi(1 + βcosθ), (2.2.2)

where β = v/c is the velocity of the electron and γ is the Lorentz factor for

the electron. Transferring to the observer frame this results in a relation of Ef ∼

γ2Ei. This is often thought to be the dominant production method in gamma-ray

astronomy, especially at high energies (See Section 2.4).

Bremsstrahlung

Electron bremsstrahlung, or “braking radiation” occurs when an electron is deflected

by the strong electric field (Coulomb field) of an atomic nucleus; in this case the
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amount of energy released is proportional to the acceleration caused by the deflec-

tion. This can be seen in Figure 2.2 (middle). In an astrophysical context this

becomes an important mechanism in the interaction of relativistic electrons with

atomic or molecular material. For example, in the production of diffuse Galactic

gamma-ray emission though interaction of relativistic charged particles with the in-

terstellar medium [125]. As will be shown later, this is also an important process in

the development of electromagnetic air showers within the atmosphere.

Synchrotron Radiation

Charged particles, in this case electrons, are strongly affected by the presence of a

magnetic field, resulting in a deflection along the field lines. If the electron has a

component of motion perpendicular to the field direction, a correcting Lorentz force

will cause a gyration about the field line. Therefore, the electron receives constant

acceleration, with the energy loss and the particle momenta being conserved through

the emission of a beamed cone of highly polarised synchrotron radiation, see Figure

2.2 (bottom). The resulting radiation is responsible for the majority of non-thermal

emission, particularly from x-rays, but is generally observable as radio waves. As will

be seen later, it is responsible for the low energy emission in active galactic nuclei.

In the case where the magnetic field lines exhibit strong curvature, such as those

found in pulsars, sufficient bending acceleration is present to produce “curvature

radiation” in a process similar to bremsstrahlung.

2.2.2 Hadronic

Pion Production

When a relativistic hadron collides with matter, such as interstellar gas, the collision

will often produce secondary particles. The most common example is the proton-

proton interaction which results in the production of mesons, such as pions (and

to a lesser extent kaons) in roughly equal abundance of positively charged (π+),

negatively charged (π−) and neutral particles (π0) [99]. These are the lightest mesons

and have short lifetimes, decaying on time scales of 26 ns for the charged pions and
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8.4×10−17 s for neutral pions, with the main decay products being photons, muons3

and muon neutrinos:

π0 → γγ, π+ → µ+ + νµ, π− → µ− + ν̄µ (2.2.3)

It has long been theorised and recently confirmed at VHE energies that the decay

of neutral pions into gamma-rays is responsible for the majority of the diffuse VHE

emission along the Galactic plane [2].

De-Excitation of Atomic Nuclei

Through processes such as photo-ionisation collisions, atomic nuclei can be moved

to a higher energy state. The resulting decay of this energetic state will result in

the production of a photon, which as nuclear states have energy spacings of ∼MeV,

will be observable in the lower gamma-ray energy regime. One area where this takes

place is near the central engine of an AGN in the gravitationally bound gas clouds,

therefore producing distinct atomic lines in the areas known as the broad line and

narrow line regions. The presence of these lines is extremely useful for determining

the distance to the AGN through the measurable redshift of the known atomic lines.

Annihilation

The annihilation of particles with their corresponding anti-particles is also responsi-

ble for the emission of gamma-rays. Take, for example, the lightest possible particle-

antiparticle pair, the electron and positron. Knowing that the mass of an electron is

∼511 keV/c2, then the total energy produced will be 1.022 MeV. In order to conserve

momentum in the system, two photons must be produced each with 511 keV in the

rest frame of the annihilation which results in a measurable line at ∼511 keV [103].

In addition to this, a large effort is also being applied to the search for possible

spectral lines resulting from the annihilation of dark matter (DM) particles. Many

3Muons can undergo further decay into either an electron or a positron and an electron neutrino.

See Chapter 5 for more on muons.
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Figure 2.3: Left: example Feynman diagram of two photons interacting to produce an electron

positron pair, Right: a photon interacting within the Coulomb field of an atom resulting in the

production of an electron positron pair.

models predict that the mass of DM particles is large enough that this should result

in a line in the gamma-ray regime [6].

2.3 Detection and Attenuation Processes

It is important to now consider the physical processes that govern the interactions

of gamma-rays that lead to their attenuation or eventual detection.

2.3.1 Interactions With Light

One of the largest attenuation processes for VHE gamma-rays is the interaction

with other light, especially abundant low energy photons. When two photons with

a total energy greater than the rest mass of two electrons, such that

Eγ+γ > 2mec
2 (2.3.4)

where me is the rest mass of an electron and c is the speed of light, the photons

will undergo electron-positron pair production, effectively eliminating the gamma-

ray photon,

γ + γ → e− + e+ (2.3.5)
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An example of this can be seen in the left panel of Figure 2.3. While this

happens largely in areas with a high density of low energy photons, particularly

at the production sites of gamma-rays, it is also responsible for one of the most

important attenuation processes of distant sources. In the space between galaxies,

there exists a steady background of photons known as the Extragalactic Background

Light (EBL) of which a component is thought to have been produced by the first

stars to have formed in the early universe [15]. This poses an important cosmological

question regarding the amount of EBL, which can be measured by considering the

optical depth of VHE photons as a function of redshift, and therefore by its effects

on the high energy spectra of distant sources, e.g. [90].

2.3.2 Interaction with Matter

In a similar process to the interaction with light, a gamma-ray photon can interact

within the Coulomb field of matter to again produce an electron-positron pair, such

that

γ + nucleus→ nucleus + e− + e+. (2.3.6)

An example of this can be seen in the right panel of Figure 2.3. While this can

lead to an attenuation of the gamma-ray signal, the amount of matter in the path

between the source and Earth is small and leads to a minimal effect. In comparison,

the Earth’s atmosphere presents a very dense medium and results in most gamma-

rays interacting in this way to produce electron positron pairs. It is this process that,

instead of preventing their detection, allows for the observation of VHE photons by

ground-based instruments. Due to the energetic nature of the resulting electron

and positron, a particle shower is generated with an associated flash of Cherenkov

radiation. This will be described in detail in Chapter 3. Before this, let us consider

an example astrophysical source in order to further understand the importance of

these processes.
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Figure 2.4: The orientation-based unification theory of AGN in which classification is based firstly

on the presence of a relativistic jet and secondly on its orientation with respect to the observer.

Adapted from [117]

2.4 The Extragalactic Sky and Active Galactic

Nuclei

Active Galactic Nuclei (AGN) are galaxies that contain a compact, bright and often

variable core. The engine at the centre of each AGN has for a long time been known

to be a super massive black hole (SMBH), fed by a hot accretion disc and surrounded

by a dusty torus. As matter collapses inwards towards the SMBH, a hot plasma

is formed. However, not all this material is destined to join the singularity and is

instead directed towards the poles and ejected with immense energies. The result is

the formation of spectacular jets containing relativistic particles that extend millions

of light years perpendicular to the plane of the galaxy. The resulting luminosity is

comparable to or dominant over the emission from the host galaxy. A general unified

theory of all AGN has been based on their luminosity and the geometry of the AGN

with respect to the line of site to Earth [22], although this is often considered
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an oversimplification [82]. In Figure 2.4, a side-on view of an AGN can be seen,

showing the central SMBH, the accretion disc, the dusty torus and the jet. Here

radio quiet galaxies, i.e. Seyfert I and Seyfert II, generally have lower luminosities

and often exhibit spectral lines (Seyfert II galaxies only exhibit spectral lines from

the narrow line region, with the assumption that the broad line region, situated

closer to the core, is obscured). Radio loud galaxies, consisting of ∼10% of the total

galaxy population, are defined by the presence of a relativistic jet which acts as a

production site for high energy photons. Radio galaxies represent a side view of the

galaxy where the core is obscured by the dusty torus but jets and lobes are visible. At

acute angles the inner core region becomes visible, exposing the broad line region and

often greater variability. Finally blazars, described as looking “down the barrel of

the gun”, with the jet orientated towards Earth, result in large variable luminosities.

Blazars are divided into two sub-classes: BL Lacs, which are named after the first

object of this type (BL Lacertae) and have a completely featureless spectrum, often

making distance measurements difficult and Flat Spectrum Radio Quasars (FSRQs)

which differ from BL Lacs in the presence of observable line emission.

In this situation, different orientations result in alternative classification, a con-

cept well expressed in [122]

“In the unified picture of AGN it is probable that all AGN, at some

level, are emitters of high energy gamma-rays and that only some are de-

tectable is an accident of orientation, of geometry, not physics” - Weekes

And it is indeed true that here the specific interest is in AGN that are observable

in gamma-rays. In the above classification, it is obvious that the least numerous

AGN types, based solely on their geometry, are blazars in which the jet is aligned

within a few degrees of the observed direction. However at high energies, this ratio

is completely shifted. At TeV energies, the detected galaxies are almost exclusively

blazars.
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Figure 2.5: Known AGN within the 3 year Fermi LAT point source catalogue (10 MeV - 300 GeV,

top) AGN within the 2nd Fermi catalogue of hard sources (50 GeV - 2 TeV, middle) and known

VHE AGN within the TeVCat catalogue as of the 26th May 2016. Here black diamonds represent

FSRQs and black crosses represent BL Lacs.
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2.4.1 VHE Blazars

Due to their great luminosities, together with their emission mechanisms and the

effects of relativistic Doppler boosting (as will be shown shortly), blazars constitute

the most numerous source class observed in the extragalactic sky at GeV energies

and above. The space-based gamma-ray observatory Fermi has detected 660 BL

Lacs and 484 FSRQs (along with 573 unclassified AGN) within its 4-year point

source catalogue (3FGL [10]) between 100 MeV and 300 GeV. More recently, the

Fermi collaboration also published the 2nd catalogue of hard Fermi-LAT sources

(2FHL [11]) which contained a reduced number of blazars, 180 BL lacs and 10 FS-

RQs in their upper-most observable energy range of 50 GeV - 2 TeV. Finally, moving

to ground-based VHE instruments, the number of BL Lacs drops to 56 and FSRQs

to 5 based on observations from experiments such as H.E.S.S. [78], VERITAS [121],

MAGIC [86], Durham MK6 [23], CANGAROO [93] and Whipple [83]; these sources

are all recorded in the TeVCat catalogue4. The positions of all these AGN can be

seen in Figure 2.5. One reason for the dramatic drop between 2FHL and TeVCat

is due to the observation requirements: While Fermi is able to scan the entire sky

every 3 hours, ground-based instruments are restricted to pointed observations, op-

erating under dark sky conditions and are weather dependent, reducing the possible

observation time to a duty cycle of around 10%. In addition, ground-based instru-

ments perform a lot of follow-up observations based on multi-wavelength alerts and

rely on active states (i.e. larger luminosities) to detect some of the fainter objects,

leading to a somewhat biased sample. To understand this further, it is important

to consider how it is possible to observe such extreme luminosities, along with the

emission mechanisms that lead to gamma-ray production.

2.4.2 Relativistic Jets

There are two main pieces of evidence that lead to the assumption that the gamma-

ray emission from AGN originates within the jet. Firstly, at lower energies, between

4the TeVCat catalogue can be found at http://tevcat.uchicago.edu/ Date of access: 26th May

2016
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10 and 20% of the emission that is observed from these sources is polarised [35].

Recall from Section 2.2.1, that emission from synchrotron radiation is known to be

polarised, implying the presence of a large population of relativistic particles [34].

Secondly, the gamma-ray emission appears to originate, based on the observed rapid

time variability, from a compact region5 [68]. Given the observed luminosities of

some of these objects, in order to prevent a situation in which the VHE emission

Compton scatters or pair produces, it is necessary to assume relativistic beaming

along a jet. In this assumption, a bulk relativistic motion is introduced with an

associated bulk Lorentz factor (Γ) and associated Doppler factor (δ):

Γ =
1√

1− β2
, δ =

1

Γ(1− βcosθ)
, (2.4.7)

where β = v/c is the velocity and θ is the angle between the direction of motion

and the line of site of the observer. In some recent observations, Doppler factors of

60-120 have been calculated (e.g source PKS 2155-304) [17]. This Doppler factor

helps explain the following problems:

1. Small Emission Volume: If the emission region is defined as D ∼ dtobsc

where dtobs is the observed time variation, the gamma-ray photon density is so

large that they would undergo pair production on the soft photon component

and the signal would be greatly reduced. By introducing the Doppler factor

a shift is applied of the form dtsource = δ · dtobs, allowing for a larger emission

region.

2. High Frequency: The observed high-frequency peak requires large maximum

energies to be achieved within the jet. By including the Doppler scaling, the

frequency is reduced in a similar way to the time scale, νobs = δ · νsource

3. Extreme Luminosity: Finally, the required source luminosity is drastically

reduced, with the observed value boosted by a factor of δ4. This helps reduce

5Such short time scale variation would be physically impossible over large areas due to the time

needed to traverse the emission region.
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Figure 2.6: An example spectral energy distribution for a blazar, which exhibits two distinct peaks.

The first peak, which spans from radio waves and into x-rays, is generally agreed to originate from

synchrotron emission from relativistic electrons within the jet. The second, high-energy, peak

highlights the importance of observations in the gamma-ray spectral range as the cause of this

peak is still a subject of debate. Most theories describe the process as either hadronic or leptonic

in nature (or often a combination of both).

the optical depth for pair production, resulting in an optically thin emission

region and therefore allowing generated gamma-rays to escape.

Having arrived at an understanding of how such a luminosity is possible, the

current models for emission within the jet are considered. The power output for

blazars is expressed in a spectral energy distribution (SED) that shows the measured

power at each frequency. An example for a typical blazar can be seen in Figure

2.6 and shows two distinct peaks6. The low frequency peak is generally agreed to

originate from incoherent synchrotron emission by relativistic electrons within the

jet, spanning frequencies from radio to X-rays (the position of the peak is determined

by the efficiency and the cooling process). The origin of the second peak, which calls

6Some blazars also have contributions from other emission regions, e.g. from the accretion disc,

which affects the spectral shape
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for observations with gamma-rays is still contested, but is widely accepted to arise

from either lepton (Section 2.2.1) or hadron (Section 2.2.2) based emission models.

2.4.3 Leptonic I: Synchrotron Self Compton (SSC)

In an environment containing the relativistic electrons and the resulting synchrotron

photons that make up the first SED peak, it is probable that there will be a certain

amount of inverse Compton scattering of the synchrotron photons by the same

electron population that produced them (termed synchrotron self Compton). In this

situation the photons will be boosted up to energies close to that of the participating

electron. One of the most simplistic theories for SSC is the one zone model which

describes a population of relativistic electrons injected into a spherical emission

region which moves with a relativistic speed along the jet [37]. This model is often

favoured as it incorporates the least degrees of freedom, however it suffers from an

inability to explain so called “orphan flares”, i.e. where a flare is only visible in one

of the SED peaks or there is a delay between the low and the high energy component.

In order to solve this, multi-zone emission models are often applied, in which the

different energy peaks are produced in different regions [38].

2.4.4 Leptonic II: External Compton Radiation (ECR)

Instead of boosting the synchrotron photons produced within the jet, this model

relies on a large density of soft photons produced external to the jet, for example from

the accretion disc, torus or broad line region, that can be boosted to the energies

seen within the second peak. By assuming a population of external photons not

produced within the bulk flow, the result is a constant field of seed photons which

are then up-scattered and an increase in the rate by which the relativistic electrons

lose energy [110].

2.4.5 Hadronic

In these models, the source of the photons in the high-energy peak comes instead

from the accelerated protons in the jet. These protons, with energies of up to
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1018 eV, interact with the soft photons and undergo photo production, producing

pions which then decay into gamma-ray photons, or alternatively emit photons via

synchrotron radiation. Hadronic models are often motivated by the observed proton

flux in the cosmic ray spectrum, providing AGNs as the source of protons up to 1020

eV. A potential confirmation of the hadronic emission model could come from the

detection of neutrinos which are known to be produced in proton interactions (recall

Section 2.2.2) [13].

2.4.6 The Path to Understanding

At present observations are unable to determine the exact emission mechanism, with

different AGN requiring different emission models. The complication arises from

deconvolving the intrinsic emitted VHE energy spectra and the effects of complex

absorption and cascade processes in the host galaxy along with those within extra-

galactic space (e.g. EBL). The current sample of VHE AGN is generally considered

to be incomplete and to suffer from a strong observation bias towards active states

and increased luminosities from large Doppler boosting. This is mainly a result of

the sensitivity limits of current instruments and the observation strategy adopted,

relying heavily on follow-up of multi-wavelength alerts. It is however foreseen that

the planned new ground-based gamma-ray observatory, the Cherenkov Telescope

Array (CTA), with an order of magnitude improvement in sensitivity, will help to

rectify this. Providing deeper observations of selected AGN and aiming to expand

the sample of known blazars, especially increasing the range of redshift covered, will

allow a reliable luminosity function to be constructed. In order to predict the success

of CTA in this respect, an initial prediction of the number of detectable AGN has

been made in [111]. Here, a sample of lower frequency extragalactic sources with

known redshifts has been taken from the 2 year point source Fermi catalogue [9].

Using the published spectral parameters, a conservative estimate is that 170 AGN

should be detected, allocating a maximum of 50 hours of observation per source7.

7A less conservative approach can be taken by removing the selection criterion that the redshift

must be known, leading to a predicted 370 detected sources.
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Figure 2.7: Predicted number of AGN detected with 5 hours (a), 50 hours (b), and 150 hours (c),

of observation with CTA, resulting in 69, 170 and 230 sources respectively. Based on the Fermi 2

year point source catalogue (2FGL [9]), figure taken from [111].
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Increasing the exposure time to 150 hours results in a prediction of 230 sources

detectable in less than 10 years. The predicted sky maps produced based on these

assumptions can be seen in Figure 2.7.

While a method utilising observations at lower frequencies can result in a large

number of newly-detected AGN at TeV energies, it still introduces further observa-

tional bias. The most reliable method to avoid this is to perform a completely blind

survey of the extragalactic sky, which, as well as discovering as yet unknown AGN,

may detect additional unexpected phenomena. This is in fact one of the goals of

CTA, which can reach sensitivities down to 20 mCrab at 5σ in a 30 minute exposure,

which is around the level of the faintest currently detected VHE AGN. Assuming a

field of view of 5◦, this equates to an ability to cover a quarter of the extragalactic

sky in a quarter of the available observation time in a year [61]. Unfortunately, due

to our limited knowledge of the properties of AGN, especially at VHE, it is difficult

to produce a robust estimate of the expected return of such a survey.

In this Chapter, an overview of some of the most important physical aspects

of gamma-ray astronomy has been presented, along with an example of how ob-

servations can reveal important information about acceleration processes in AGN.

Throughout, the space based observatory Fermi and the future planned ground

based observatory CTA have been mentioned. In the following chapter, these will

be described in greater detail, especially how they are able to detect photons of such

great energy.



Chapter 3

Observational Techniques and the

Future of γ-ray Astronomy

In this Chapter, a more detailed description of the observational methods used in

gamma-ray astronomy will be given, focusing on two main observatories. First the

space-based observatory Fermi, which uses a silicon tracker to directly detect pair

production caused by gamma-rays in its large area detector (LAT), and secondly, the

planned ground-based observatory, the Cherenkov Telescope Array (CTA) which will

draw on the experience of current ground-based experiments to reach sensitivities

an order of magnitude greater than currently possible.

23
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3.1 Introduction

In the previous Chapter the primary mechanism by which gamma-rays interact with

matter was introduced, i.e. pair-production. In this Chapter, these interactions

will be covered in more detail, specifically concerning the methods of detection

of VHE gamma-rays. The two projects that will be focused on are the space-

based observatory Fermi and the future ground-based observatory, the Cherenkov

Telescope Array (CTA).

In Section 3.2 an overview of the Fermi -LAT instrument will be given and in

Section 3.3 the physics behind extensive air showers and their resulting Cherenkov

radiation along with the imaging techniques involved will be presented. In Section

3.4 the Cherenkov Telescope Array will be introduced, moving then to a description

of the Gamma Cherenkov Telescope in 3.5.

3.2 Space Based: Fermi

The space-based satellite named after Enrico Fermi (previously GLAST) has been

observing the whole gamma-ray sky between 100 MeV and 300 GeV since its launch

in 20081. By operating above the atmosphere, it is able to observe directly the pair

production of gamma-rays. However, the drawback is that due to the cost and mass

restrictions of launching a satellite into orbit, the maximum effective area is only

around ∼0.8 m2 at 100 GeV and therefore its sensitivity is limited. The satellite

has two main instruments, the gamma-ray burst monitor (GBM) which observes

transient sources [91] and the large area telescope (LAT) [27], the latter being the

more sensitive and the instrument that will be focused on here.

The LAT instrument consists of a 4 × 4 array of precision converter-tracker

modules, each in turn with 16 repeating planes which contain a high Z material, in

this case tungsten, in which the gamma-rays have a high chance of converting into

electron positron pairs. These are followed by two layers of silicon strips which read

1More recently extended to around 10 MeV < Eγ <3 TeV with a new reprocessed data set

release.
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Figure 3.1: Simplified diagram of the Fermi -LAT instrument, showing the outer anti-coincidence

layer, the tungsten foil conversion layers, the silicon detectors which have two layers for reading

out X and Y coordinates and finally the calorimeter which measures the energy of the electron

positron pair. As a gamma-ray photon enters the detector it undergoes pair production within one

of the tungsten foils (it may interact in other areas but with lower probability). The path that the

electron positron pair takes is recorded by the silicon layers, reading out the X and Y coordinates

at each layer. Finally the energy is recorded in the calorimeter and the event is reconstructed using

this and the directional data recorded by the silicon strips.
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out in the x and y planes to allow for positional reconstruction of passing positrons or

electrons by the production of ions. At the back of the instrument the energy of the

e−e+ pair is recorded, along with the lateral shower development, via the 96 CsI(TI)

crystal scintillators arranged in 8 layers which make up the calorimeter. Surrounding

the instrument is a segmented plastic scintillator anti-coincidence detector that is

designed to have a 99.97% detection efficiency to charged particles [27]. A simplified

version of the LAT instrument can be seen in Figure 3.1.

As a photon enters the LAT detector the chances are high that it will undergo

pair production, with an enhanced probability that this will occur within one of the

tungsten foil layers. As the e−e+ pair passes through the rest of the instrument, it is

subject to multiple scattering and deflection resulting in bremsstrahlung production,

which all adds up to an uncertainty in the reconstructed direction of the incident

gamma ray. To quantify this, the probability distribution for the reconstructed

direction of the incident gamma-ray, as expected from a point source, is calculated.

From this the point spread function (PSF) is defined as the containment radius

that covers a certain percentage of events (usually defined as either 68% or 95%).

Therefore, where the gamma-ray converts and how well it is detected by the silicon

layers greatly affects this directional uncertainty. In addition to this, the tungsten

conversion layers are divided into two categories, “FRONT” and “BACK”, based

on different desired optimisations. The first 12 tracking planes have thin layers of

foil that optimise the PSF for low energy events (reducing multiple scattering) while

the last 4 are around 6 times thicker with the aim of increasing the effective area for

higher energy events (due to the increased amount of converting material the events

are more likely to pair produce). Therefore the events recorded by Fermi LAT are

divided into two event classes, FRONT and BACK, depending on the location of the

conversion of the gamma-ray within the tracker with the former having an inherently

better PSF [7].

The trigger for the LAT consists of a coincidence measurement from the silicon

trackers, the calorimeter and the anti-coincidence layer (which acts to veto events

that arise from cosmic rays). A large amount of event reconstruction is performed

on board Fermi to reduce the data rate that needs to be transmitted down to Earth
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Figure 3.2: A comparison of the Pass 7 reprocessed and Pass 8 instrument response functions

(IRFs), in this case the point spread function (left) and the energy resolution (right). Pass 8

represents a general improvement over the previous IRFs and has also increased the energy range

of the available data.

to ∼1 Mbps. Further analysis and event quality definition is performed later by the

Fermi LAT collaboration. There has been a series of releases containing processed

and reprocessed event data along with updated instrument response functions, with

the two most recent being the Pass 7 reprocessed [41] and Pass 8 [28]. These are

needed in part to correct for degradation in the instrument over its long operation,

for example the expected 1% per year signal loss from the calorimeter crystals due to

irradiation, and to implement improvements in event reconstruction. The updates

made during Pass 8 were the most dramatic, with the implementation of a completely

new event reconstruction software which led to an improved PSF, energy resolution

and also to an extension of the upper energy range of Fermi LAT to ∼3 TeV. See

Figure 3.2 for a comparison of the PSF and effective area for the two different event

processing schemes.

The specific instrument response functions for Fermi not only differ in the use

of FRONT or BACK converting events, but also in respect of the data quality for

specific analyses as determined by the Fermi LAT collaboration. These include

SOURCE class events which are to be used with all basic analysis, CLEAN, which
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have a lower background at higher energies and are more suited to hard spectrum

sources at high galactic latitudes, ULTRACLEAN events which contain the lowest

level of possible contamination and are used to check for cosmic ray systematics and

TRANSIENT events, which contain less restrictive cuts to include more data [7].

3.3 Ground Based: Imaging Atmospheric Cherenkov

Telescopes

The main disadvantage of Fermi is its small effective area that reduces its sensitivity

to high energy photons. In order to improve this, one could imagine launching a

satellite with a larger detector. Unfortunately, unless a lighter technology can be

utilised, the cost becomes too great. However, the pair production of gamma-rays

that occurs within the LAT detector also happens within the Earth’s atmosphere in

a process that leads to a large shower of energetic particles, known as an Extensive

Air Shower (EAS). These showers have different components depending on the type

of initiating primary particle. In the case of a gamma-ray or an electron, the shower

development is governed by electromagnetic effects and is therefore defined as an

electromagnetic air shower. If instead the primary is hadronic in nature (protons or

heavier nuclei), then the shower development will consist of both electromagnetic

and hadronic components. In the following sections we will see how these showers,

along with the imaging of their by-products, can lead to the use of the atmosphere

as part of a large detector.

3.3.1 Electromagnetic Air Showers

When a high energy photon enters the atmosphere an interaction will occur in

the presence of the Coulomb field of an atmospheric atomic nucleus leading to the

production of an electron and positron. In the next stage, the e−e+ pair will un-

dergo deflection by further atomic nuclei resulting in an energy loss in the form

of bremsstrahlung radiation, and will continue to do so until the energy has been

reduced to a critical energy. At the same time the bremsstrahlung photons will also
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pair produce resulting in more and more secondary particles. This can be easily

displayed using the basic model proposed by Bethe and Heitler [89] in which several

assumptions are made. Firstly, only the interaction processes of bremsstrahlung and

pair production are considered, for which the radiation and conversion lengths are

set to be equal (X0). Finally, the energy is assumed to be divided equally between

particles at each interaction. Therefore the whole process can be visualised as in

Figure 3.3.

In the above simplified model, the number of shower particles at each level dou-

bles (including bremsstrahlung photons, electrons and positrons) and therefore after

n radiation lengths the total number of particles will be 2n. Each of these particles,

assuming that the energy is divided equally among them, will have an energy of

E(n) = E0/2
n, where E0 is the energy of the primary. At some point within the

shower, the energy of each particle will drop below a critical energy Ec at which

point the production of new particles will sharply drop off. For example the mini-

mum energy for pair production will occur at 1.02 MeV, i.e. twice the rest mass of an

electron. Therefore a shower maximum can be defined with Nmax = 2nmax = E0/Ec

and a depth of

tmax = nmax ·X0 =
lnE0/Ec

ln2
·X0. (3.3.1)

This is of course a simplistic representation of the true system; to arrive at a more

accurate prediction coupled cascade equations should be used, a good description of

which can be found in [31].

3.3.2 Hadronic Air Showers

In the case of a proton (or other heavier nuclei), the governing process is the inelas-

tic scattering with atmospheric nuclei resulting in the production of mesons (and

protons), of which the predominate population is the lightest known meson, the

pion. Recall from Section 2.2.2 the short lifetimes and decay products of each of

the pions (π0, π+, π−). From this point the shower continues with a hadronic core

continuing the above process. The photons produced from the decay of π0 mesons

result in secondary electromagnetic air showers, while a large proportion of the long-



3.3. Ground Based: Imaging Atmospheric Cherenkov Telescopes 30

Figure 3.3: Extensive air shower generated by a primary gamma-ray which begins as production

of an electron positron pair. Based on the Heitler model in which the conversion and radiation

lengths are equal and the energy is divided equally at each interaction. Adapted from [89]
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Figure 3.4: Extensive air shower generated by a primary hadron which produces a hadronic cascade

along with pions which decay rapidly into photons, muons and neutrinos resulting in secondary

electromagnetic showers. Figure adapted from [105]
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lived muons and muon neutrinos produced by the decay of charged pions escape the

shower region. The loss of energy from the shower from the muons and neutrinos,

along with that dissipated via the inelastic collisions, removes ∼1/3 of the total en-

ergy, therefore requiring hadronic shower primaries to be of much larger energy than

the corresponding electromagnetic shower primaries in order to produce a similar

level of observable Cherenkov radiation (See Section 3.3.3). The process of inelastic

scattering results in transverse momentum of the order of ∼100 MeV which in turn

results in a greater lateral extension of the resulting shower in comparison to those

induced through purely electromagnetic processes. For a simplified representation

of a hadronic shower see Figure 3.4.

3.3.3 Cherenkov Radiation

As charged particles, such as the electron and positrons discussed above, move

through matter, their electric field acts to polarise the medium through which they

are propagating. After the charged particle has passed, the polarisation states col-

lapse. In the case of a slow moving particle, this has no effect as the polarisation is

symmetrical, i.e. there is no overall electromagnetic field. However, if the particle

is moving through the medium at speeds faster than the local speed of light, then

the polarisation is no longer symmetric in the direction of motion. In this case the

collapse of the polarisation can only be achieved with a pulse of electromagnetic ra-

diation known as Cherenkov radiation. These pulses then propagate outwards and

a cone of constructive interference, governed by Huygens’ principle, is generated

causing a Cherenkov wavefront not dissimilar to the sonic boom created by aircraft

travelling faster than the speed of sound.

This process is visualised in Figure 3.5. The angle with which the cone is created

is determined from the local phase velocity of light c′ = c/n, where n is the refractive

index of light, and v the velocity of the charged particle such that

cos θC =
1

β · n
, (3.3.2)

where β = v/c. By requiring that the velocity of the particle is larger than the

local speed of light, i.e. v > c′ = c/n and therefore β > 1/n, where
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Figure 3.5: As a relativistic charged particle passes through a medium at a velocity greater than

the local speed of light, a trail of collapsing polarisation states results in a coherent wavefront of

Cherenkov radiation.

β = v/c =
√

1− (E0/E)2, (3.3.3)

the minimum energy with which Cherenkov radiation can be produced can be

determined as

Ethresh =
m0c

2

√
1− n−2

. (3.3.4)

The spectrum of Cherenkov radiation that is produced is governed by the Frank-

Tamm Formula, which describes the number of Cherenkov photons emitted as a

function of wavelength λ and path length x which can be simplified to

d2N

dxdλ
∝
(

1− 1

β2n2

)
1

λ2
, (3.3.5)

Ignoring the refractive index and the speed of the particle for the time being,

this will produce a spectrum in the form of 1/λ2 which results in a preference for

photons of shorter wavelengths. In practice, due to atmospheric absorption, the

peak Cherenkov radiation occurs at around 300-400 nm. i.e. in the blue/UV range.
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Figure 3.6: Evolution of Cherenkov angle, energy threshold and radius of the resulting Cherenkov

light cone at observation level. The evolution of the refractive index within the atmosphere results

in a focusing of Cherenkov light into a ring of around 120 m in radius.

Both the Cherenkov emission angle and the threshold energy are a function of

the refractive index of air, which in turn is a function of wavelength and altitude

(based on the increasing density of the atmosphere with decreasing altitude). Using

an atmospheric profile for a site similar to that of current ground-based gamma-ray

instruments, the variation with altitude can be seen in Figure 3.6. The change in

Cherenkov angle with altitude results in a focusing of the Cherenkov light in a ring

around the shower axis of radius ∼120 m, calculated using

R =
h−H
tan θC

, (3.3.6)

where h is the starting altitude and H is the observation level. This distribution

of Cherenkov emission at ground level from a 300 GeV gamma-ray, along with a

1 TeV proton, can be seen in Figure 3.7. The spread of light outside of R in the

case of the gamma-ray comes predominantly from the Coulomb scattering of the

e−e+ pairs in the shower development. The complex nature of the proton shower

results in a disordered distribution of light on the ground with small sub clusters
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Figure 3.7: Distribution on the ground of Cherenkov light from a 300 GeV gamma-ray (left) and a

1 TeV proton (right) produced by K. Bernlöhr at the MPIK in Heidelberg. The complex nature of a

hadronic air shower results in multiple components from hadronic cores, secondary electromagnetic

showers and muon rings.

appearing from the separate secondary electromagnetic showers along with rings

created by muon showers (See Chapter 5). The difference in these distributions aids

the separation of signals from gamma-ray events and background cosmic ray events

in ground-based gamma-ray astronomy.

3.3.4 Shower Imaging

We have seen that air showers generated by both the desired signal of gamma-rays

and the background of cosmic rays result in a flash of Cherenkov radiation that is

observable at ground level. It will now be shown that by using a telescope with

a large collection area and fast electronics it is possible to sample the EAS and

reconstruct the direction and energy of the primary gamma-ray, and to reject the

background cosmic rays. The cameras used in this method require very sensitive

photodetectors. Traditionally, these have taken the form of photomultiplier tubes

but with the progress of technology (due to a need in scientific instruments and

in medical imaging), alternatives such as multianode photomultipliers (MaPMs)

and silicon photomultiplier (SiPMs) are currently under investigation; these will

be discussed in the next Chapter. If a shower occurs within the field of view of

the telescope, the camera will be able to sample the Cherenkov light which, for
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Figure 3.8: Superposition of four camera images observing the same EAS. By using the stereoscopic

technique, an improved reconstruction of the shower parameters can be achieved.
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Figure 3.9: Hillas parametrisation of a shower image within a camera modelled by an ellipse.

electromagnetic induced air showers, will be encompassed by a circle if on axis or

an ellipse otherwise. See Figure 3.8 for an example.

The ellipse that is imaged within the camera is then parametrised in order to

reconstruct the shower and obtain information such as the shower-axis orientation,

the core position in the observation plane, the angular dimensions of the shower

and the depth of the shower maximum. The most widely used method for this was

proposed in 1985 by Hillas [76] in which the image is defined as function of the

second moments obtained from a fit of an ellipse to the image (see [66]). The first

order moments are the coordinates of the center of the ellipse, defined as

〈x〉 =

∑
i Iixi∑
i Ii

, 〈y〉 =

∑
i Iiyi∑
i Ii

, (3.3.7)

where xi and yi are the pixel coordinates and Ii is the pixel intensity post cali-

bration for each pixel i. The second moments are defined as:

〈x2〉 =

∑
i Iix

2
i∑

i Ii
, 〈y2〉 =

∑
i Iiy

2
i∑

i Ii
, 〈xy〉 =

∑
i Iixiyi∑
i Ii

. (3.3.8)

From these the variance and covariance of each parameter are calculated



3.3. Ground Based: Imaging Atmospheric Cherenkov Telescopes 38

σ2
x = 〈x2〉 − 〈x〉2, σ2

y = 〈y2〉 − 〈y〉2, σxy = 〈xy〉 − 〈x〉〈y〉. (3.3.9)

Finally, the following quantities are defined

d = σ2
x − σ2

y, z =
√
d2 + 4σ2

xy, u = 1 +
d

z
, v = 2− u. (3.3.10)

From these the Hillas parameters can be derived where a physical representation

can be seen in Figure 3.9. These are specified as

• Width: the width of the ellipse is related to the lateral development of the

shower

W =

√
σ2
x + σ2

y + z

2
. (3.3.11)

• Length: the length of the ellipse is related to the vertical development of the

shower

L =

√
σx2 + σy2 − z

2
. (3.3.12)

• Distance: the distance between the image centre of gravity (COG) and the

centre of the field of view which is related to the distance between the shower

core impact point and the telescope

D =
√
〈x〉2 + 〈y〉2. (3.3.13)

• Size: the image size, or the total integrated light content of the shower, which

is related to the energy of the shower primary

S =
∑
i

Ii. (3.3.14)

• Miss: the perpendicular distance between the image major axis and the centre

of the field of view which is related to the shower orientation

M =

√
1

3
(u〈x〉2 + v〈y〉2)− 2σxy〈x〉〈y〉

z
. (3.3.15)
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• Alpha: the angle between the image major axis and the distance parameter

which is correlated to the shower direction

α = arcsin

(
M

D

)
. (3.3.16)

Originally this technique was developed for use with the Whipple telescope and

can be used to reconstruct an event with a single telescope image. However, with

all current ground-based gamma-ray telescopes, a minimum of at least 2 telescopes

participating in an event trigger is required. This stereoscopic trigger results in a

more robust understanding of the EAS by reducing the uncertainty on reconstructed

parameters. Again consider Figure 3.8 where four telescopes record an image of

the same shower. In this case, for example, the images can be combined and the

intersection of the major axis of each ellipse reveals the source direction.

The use of Hillas parameters is not only useful in reconstructing the shower

geometry, it can also be used for the rejection of cosmic ray background. Recall

from Figure 3.7 the difference in the distribution of the Cherenkov light pool from

photons and hadrons at ground level. From this it should be clear that the images

produced by hadronic EAS will be largely disordered compared to the clean ellipse

of an electromagnetic EAS. Therefore it is possible to compare the measured image

width and length, for example, to an expected value based on the reconstructed

impact distance and image size. These expected values are obtained a priori by

creating large scale Monte Carlo simulations of the system (see Chapter 4) which

provide a lookup table of parameter distributions. In order to combine information

from multiple telescopes the two normalised parameters, scaled width (SW) and

scaled length (SL) are defined such that

SW =
W − 〈W 〉

σW
, SL =

L− 〈L〉
σL

, (3.3.17)

where W (L) is the width (length) of the image, 〈W 〉 (〈L〉) and σW (σL) are

the expected value and spread obtained from simulation look up tables and are a

function of size and reconstructed impact distance. This is then weighted by the

number of telescopes, ntel, participating in the reconstruction to produce the mean

scaled reduced width and mean scaled reduced length
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Figure 3.10: Artist’s impression of an example array of CTA telescopes, consisting of 4 central

LSTs surrounded by a number of MSTs with SSTs present in the distance. Figure created for

CTA by DESY/Milde Science Comm./Exozet

MSCRW =

∑
ntel SW√
ntel

, MSCRL =

∑
ntel SL√
ntel

. (3.3.18)

Based on the expected distribution of gamma-ray and cosmic ray images, cuts can

be applied to each observed event. This is known as the standard cuts method and is

widely used to reject cosmic ray background whilst maintaining a good gamma-ray

efficiency [16]. Inevitably, no background rejection method is perfect and therefore

more complex methods, but overall still requiring the Hillas parameters, are used

and are currently being further developed (See Section 4.5 for an example). The

current main concentration is towards creating a more robust pipeline for the next

generation of ground-based gamma-ray instruments, namely CTA.

3.4 Cherenkov Telescope Array

With current ground-based gamma-ray instruments still being considered as experi-

ments (see H.E.S.S. [78], VERITAS [121] and MAGIC [86]), operated mainly by the

groups that designed them, CTA will represent a large step in the relatively new

field of gamma-ray astronomy. Operating as an open observatory, driven largely by

guest observation proposals, CTA will ensure that it becomes an essential asset to

the wider astrophysical community. While still building on the technology of the
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previous generation, it is largely the increase in scale that will result in a great leap

forward, moving from the current largest array of 5 telescopes to two arrays of 50-

100 telescopes covering both hemispheres. See Figure 3.10 for a conceptual image

of CTA.

The main aims for CTA are to increase the maximum sensitivity to 10 times the

current achievable limit. In the core energy range of some 100 GeV to several TeV

this corresponds to a level 103 times below the flux of the brightest known steady

source at VHE energies, the Crab. Along with this it is foreseen that the angular

resolution will reach levels of 2 arc minutes at around 1 TeV and an energy resolution

<10% above 1TeV [3]. In addition, the aim is to achieve these improvements over 4

orders of magnitude in energy, from a few tens of GeV to hundreds of TeV, allowing

unprecedented studies of the physical processes occurring in VHE sources to be

performed. In order to facilitate this large energy range, CTA will consist of three

different sized telescopes designed to have optimal performance at different energy

ranges:

• Low Energy: For primary gamma-rays with energies from 20 GeV to around

200 GeV, the induced EAS are frequent, however the amount of Cherenkov

light observable at ground level is low (∼1 photo electron (p.e.) m−2). There-

fore the optimal design for this energy range would be a small number of tele-

scopes with large collection areas in order to focus enough of the Cherenkov

light to image the lowest energy showers. For CTA this will come in the form

of 3-4 large size telescopes (LSTs) with ∼23 m diameter mirrors.

• Medium Energy: This represents the energy range at which most cur-

rent IACTs are sensitive, 100 GeV to 10 TeV, therefore the design of the

medium sized telescopes (MSTs) will be somewhat similar to current designs

like H.E.S.S. and VERITAS but covering a greater area with ∼12 m diameter

telescopes, to achieve the goal CTA sensitivity. There is also an alternative de-

sign being investigated that uses a two mirror system, which will be described

in Section 3.5.

• High Energy: At high energies, over a few TeV, primary gamma-rays are
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Figure 3.11: Early example layouts for the northern and southern array. Optimisation of the layout

is in the final stages of completion. Credit: the CTA consortium.

rare but due to this great energy the resulting EAS are rich in Cherenkov

radiation (∼ 103 p.e. m−2). An optimal design would therefore be in contrast

to the LST, with numerous small size telescopes (SSTs), with ∼4 m diameter

mirrors covering as large an area as possible while still retaining a reasonable

number of telescopes within the stereoscopic trigger. To facilitate this, it is

also desirable for the SSTs to have a large field of view.

The arrangement of these telescopes within an array has recently been finalised

(Kashiwa meeting May 2016). An example of early layout proposals can be seen in

Figure 3.11 and the resulting differential flux sensitivity (point source sensitivity for

5σ detection within a given amount of time), angular resolution (68% containment

radius) and energy resolution (spread in reconstructed energy) for the southern array

can be seen in Figure 3.12. For more detail on the CTA project as a whole, see [3].

For the remainder of this work, the focus will be on one of the proposed solutions

for the SST component of the array, the Gamma Cherenkov Telescope (GCT).
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Figure 3.12: Current expected CTA performance for the southern array. Credit: the CTA consor-

tium.
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3.5 GCT: High energy SST component of CTA

The EAS produced by the highest energy gamma-rays (above some some 10s of TeV)

result in a strong signal of Cherenkov radiation compared to those of lower energies,

but due the generally steep energy spectra of astrophysical sources, the challenge is

to observe enough events to achieve any statistically significant information. As was

mentioned in the previous Chapter, CTA aims to cover a wide energy range by using

three different size telescopes, with the small size telescope (SST) covering energies

of ∼1 TeV to several 100’s of TeV. In order to meet the goal sensitivity in this

energy range, the SST component of CTA must cover a very large area. With this

in mind, a focus has been placed on producing a design that will reduce costs while

also achieving a large field of view enabling the required effective area to be achieved

with fewer telescopes (which incidentally will also help with surveys and studies of

extended objects). This design challenge has necessitated the move to innovative

technologies such as the use of silicon detectors which are rapidly increasing in

performance and decreasing in cost and have been shown to be successful in the

FACT telescope [19]. Additionally, it is possible to implement more complex optics

such as introducing a secondary mirror to the system which allows for a larger field

of view.

Traditionally, IACTs have been based on Davies-Cotton (DC) or parabolic single

reflector designs, comprising of a single large segmented primary reflector with the

camera located in the focal plane. If a large field of view is required, this design

becomes somewhat problematic, requiring a larger reflector, longer focal length and

bigger camera. This places increasing constraints on the mounting structure of the

optical system in order to prevent the occurrence of significant optical aberration,

resulting in poor image quality off axis. One solution to this is to include a sec-

ondary mirror in order to demagnify the air shower image. This was in fact first

suggested for optical telescopes in 1905 by Karl Schwarzschild and later improved

in 1926 by Andre Couder to include a curved focal plane [119]. However, the design

remained unchanged and unbuilt until it was seen as a solution to the SST large field

of view problem. The Schwarzschild-Couder (SC) geometry allows for a reduction

in the scale of the focal plane and the physical pixel size while retaining a good
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angular resolution out to large field angles. The small pixel size also allows the use

of commercially available multi-pixel photodetectors such as multi-anode photomul-

tipliers (MaPMs) and silicon photomultiplier (SiPMs), leading to a relatively low

cost camera.

For CTA, there are currently three separate designs for the SSTs, one using

a traditional DC design, the SST-1M [96], and two with SC optics, the Italian

ASTRI [100] and the Gamma Cherenkov Telescope (GCT) comprising a French2

SST-GATE (Small Size Telescope GAmma-ray Telescope Elements) structure and

the CHEC (Compact High Energy Camera) camera worked on by a consortium of

six countries: the UK, Germany, US, Japan, Australia and the Netherlands. It is

the GCT that will be the main focus of this work, with the rest of this Chapter

dedicated to a description of the structure and camera. In Section 3.5.1 the SST-

GATE structure will be described, followed by the CHEC camera in Section 3.5.2.

Finally, with CTA moving rapidly through its prototyping phase, the first GCT

built in Paris, along with initial results, will be described in Section 3.5.3.

3.5.1 Structure: SST-GATE

Although the first design for a SC prototype SST structure for CTA was developed at

the University of Durham, it was further optimised after being taken on by the SST-

GATE group. The current design was created with the primary idea of optimising

the point spread function (PSF) on axis, allowing an increase at larger field angles,

but still within the pixel size of the camera. A secondary goal was to reduce the

mass and cost of the structure while allowing easy mounting and maintenance. As

a result, GCT is visually very different than the second SC-SST design, ASTRI,

which was optimised to obtain a pointing precision of 7 arcseconds without the

need for further calibration, resulting in a structure that is over twice the weight of

GCT [62]. A diagram of GCT can be seen in Figure 3.13 in which the main elements

have been separated into the alt-azimuth structure, the optical support structure

2With contributions from the UK and Germany to investigate mirror solutions and the Nether-

lands looking at pointing calibration.
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Figure 3.13: Figure showing the mechanical structure of GCT (SST-GATE), highlighting the

separate components which in turn are grouped into the alt-azimuth structure, the optical support

structure and the optics. Credit: Observatoire de Paris.

Figure 3.14: The planned primary mirror layout (left) and the prototype mirror layout (right).

Downscaled mirrors were chosen for the prototype due to the ease of manufacturing and coating

which in turn brought down costs. Image taken from [63], credit: Observatoire de Paris.
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and the optics. The alt-azimuth structure is similar in design to that used with the

Whipple and VERITAS telescopes, for a more detailed description, see [60] as it is

the optics that will become relevant later in this work. The mast and truss structure,

designed in the Serrurier configuration of 8 steel tubes, has been created to be stiff

enough to hold the weight of the optical structure but still remaining as light as

possible. To this the mirror support dishes (dish M1 and dish M2) are attached on

which the telescope mirrors are mounted. The dish M1 will be constructed in such

a way that allows easy mounting and maintenance of the telescope mirrors, with the

ability to rotate around the optical axis and provide easy access at ground level.

The mirror configuration that can be seen in Figure 3.13 represents the current

mirror design for the GCT prototype which will be discussed in Section 3.5.3. For

the final telescope, the primary reflector will be tessellated into 6 petals, creating a

4 m diameter circular dish with a 1.3 m diameter hole in the centre where light is

blocked by the secondary reflector; this can be seen in Figure 3.14. The secondary

will also consist of 6 petals, but unlike the primary, they will be bolted together to

form a monolithic mirror. Each mirror (the 6 primary segments and the monolithic

secondary) will then be aligned with 3 actuators. While work is still ongoing into

investigating mirror solutions for CTA, the current design for GCT is to machine

bulk aluminium samples which are then polished to reach a low roughness (less than

0.02 µm) and then coated with either aluminium, nickel or a dielectric material in

order to reach the required reflectivity3. The two reflectors are aspherical, with

substantial deviations from the closest spherical shape, separated by a distance of

3.56 m and then a further 0.511 m between the secondary and the camera. The

resulting focal length from this geometry is 2.283 m and a plate scale on the camera

of 0.025 degree/mm. (For more information about the current telescope mirrors

see [63]).

3It is worth noting, that while it is desirable to have high quality mirrors, they do not have

to meet the same optical standards as those for optical telescopes. A greater emphasis must be

placed on obtaining a good reflectance in the wavelength range appropriate for Cherenkov light

(∼300 to ∼500 nm), while also ensuring a robust surface which can survive long exposure to the

elements, as IACTs are not generally protected by domes.
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3.5.2 Camera: CHEC

The CHEC camera, now in a joint collaboration with the SST-GATE telescope

group, is designed to be compatible with both the SC SST telescopes. The main

ethos was to create a camera that was light, compact and cost effective while still

providing a high quality output [56]. Due to the reduced plate scale provided by the

SC optics, it was possible to investigate two possible “off the shelf” compact detec-

tors. In a large part due to the advances of medical imaging techniques, commer-

cially developed multi-anode photomoltipliers (MaPMs) and silicon photomoltipliers

(SiPMs) have become attractive options for use in Cherenkov cameras. Therefore it

was decided that these two solutions would be investigated, the first using MaPMs,

from now on referred to as CHEC-M (or GCTM if describing the whole telescope),

which has been built and is undergoing tests and commissioning, the second with

SiPMs, referred to as CHEC-S (or GCTS) of which a prototype is now being con-

structed. Many aspects of each camera are common. In the following, an overview

of CHEC design (see Figure 3.15) and functionality will be given which will become

important in Chapter 4.

• Mechanics The mechanics of the CHEC camera covers the focal plane, outer

casing, internal racks for the electronics, the thermal control unit and an in-

terface plate at the rear for mounting to the telescope. These components can

be seen in Figure 3.16. The focal plane plate, in which the photodetectors are

placed, is made of a machined anodised aluminium block with a 1 m radius of

curvature. Once fully assembled, the casing will be sealed to prevent ingress of

water or dirt, aided also by the carbon fibre lid which will additionally protect

the sensitive photodetectors. The temperature within the camera is regulated

by a thermal unit mounted on the side of the camera which consists of fans

coupled to a water-cooled heat sink; this will keep the internal air temperature

to below 45◦.

• Detectors CHEC will consist of 32 photodetector modules each with 8 × 8

pixels, making up a total of 2048 pixels. The MaPM can be visualised as

many PMTs contained within one housing with multiple anodes at the rear.
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CHEC-M

CHEC-S

Figure 3.15: Side view of the internal structure of the cameras showing the important components

which are described in the text. Image from [62].
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Figure 3.16: 3D model of CHEC-M highlighting the individual components. Image from [56].
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Each module is ∼ 52×52 mm and ∼27 mm deep, which, due to the curvature

of the focal plane, results in a gap between modules of around 5 mm. The

operational gain of the photomultipliers is expected to be 8 × 104 (± ∼ 25%

between pixels) providing a dynamic range of 1000s of p.e.. In the case of the

SiPMs, the modules measure 51.4 mm across but are much thinner, therefore

the resulting gap between modules is much smaller (∼1 mm). Work is currently

under way to fully characterise the SiPMs.

• Pre-Amplifiers Once a signal has been generated within the photodetector

module, it is passed to the pre-amplifier via micro coaxial cables that remove

the radius of curvature of the focal plane. The main purpose of the pre-

amplifier if to perform fast amplification and to shape the detector module

signal into a pulse of 5.5-10.5 ns FWHM, allowing for optimal coincidence

time windows for triggering. In the case of the CHEC-S the pre-amplifier also

supplies each silicon pixel with an operational bias voltage.

• Target Modules The amplified signal is then digitised within the Target

modules [115], where each channel is digitised at 1GSa/s over a programmable

96 ns window. This is also where the first level camera trigger is performed.

An analogue sum of 4 neighbouring pixels is taken and must be above a certain

threshold, here referred to as the discriminator threshold; These are defined as

trigger pixels. The Target module also routes the HV required by the MaPM

modules.

• Backplane The signals from each Target module are routed to a large single

PCB known as the backplane. Here, the second level trigger is evaluated in

which 2 or more neighbouring trigger pixels must satisfy the first level trigger,

within a programmable coincidence window. The precise timing needed in this

process is provided to each camera via a White Rabbit timing network [109].

The backplane also sends controls to the rest of the camera (via a peripherals

board) to control the lid and the calibration units among other things.

• DACQ The data acquisition system (DACQ or DAQ) receives the data from

the target modules routed via the backplane. From here the data, along with
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Figure 3.17: Images of the prototype telescope in Paris during the inauguration, photo credit: A.

Okumura.

control and monitoring information, are routed to and from the camera.

• Calibration At each of the four corners of the camera, there is a calibration

unit, each containing 10 UV LEDS which are used to produce fast light pulses

to uniformly illuminate the camera. These UV flashers will be used to measure

the single p.e. response at the start and end of observations as well as to

perform flat fielding data during operation [42].

3.5.3 Prototype

In order to validate the design for GCT, over the last few years construction of

prototypes has been under way on both the SST-GATE structure at the Observatoire

de Paris and the CHEC-M camera at the University of Leicester. Most recently,

during the first on-site tests of the telescope structure and camera in November 2016
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Figure 3.18: One of the shower image taken during the first run with the prototype. The left

panels show the measured Cherenkov pulse shape within two example pixels. Due to a technical

issue there is one non functional module (bottom). Credit: The GCT sub consortium.
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(see Figure 3.17), the first air shower imaged by a CTA prototype was recorded and

can be seen in Figure 3.18. This represented a major step for GCT and for CTA

along with highlighting the importance of understanding the system. To this end,

in the next Chapter work focusing on fully representing the telescope within Monte

Carlo simulation will be presented.



Chapter 4

Monte Carlo Simulations for GCT

and CTA

In this Chapter the outline of the Monte Carlo simulations performed for the

GCT will be presented. The initial focus will be on building a telescope in the sim-

ulation software framework of sim telarray, which for GCTS, due to similarities

in design, received contributions from the ASTRI project. The analysis performed

on an array of telescopes is performed with a neural network based background

rejection algorithm developed in Durham, where a full description can be found

in [105].

55
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4.1 Introduction

For complex systems for which a full analytical solution would be impractical, i.e. in

systems with a large number of degrees of freedom, an alternative approach can be be

adopted. By drawing numbers randomly from an assumed or measured probability

distribution, an approximate solution can be derived; this is known as the Monte

Carlo (MC) method. From the discussion in Chapter 2, it should be clear that

one such complex system is the development of EAS. While a simplified explanation

based on the Heitler model for the development of an electromagnetic air shower was

given, in practice the calculation to arrive at a realistic representation is far more

difficult. This requires accurate modelling of the scattering of shower particles,

deflections within the magnetic field, ionisation loss, mean free path of particles

based on the nucleon cross sections, strong interactions, particle decays and so on.

In addition to this, to be able to derive any meaningful results when considering the

performance of an array of IACTs for example, a large data set of showers would

be needed. Therefore, even when using the MC method, the simulation of EAS is a

computationally demanding process.

With the aim of quantifying the possible performance of CTA, several large scale

MC simulations have been performed. Each production of simulated data has had

a slightly different desired goal: Production 1 (prod 1) aimed to reveal an initial

estimate of the capability of CTA; prod 2 worked towards evaluating candidate sites

for the northern and southern arrays along with considering alternative telescope

layouts; prod 3 was used to settle on the final telescope positions in the preferred

observatory locations in Chile and La Palma.

In addition to estimating the potential of a planned array, MC simulations also

provide an insight into the performance of current telescopes. By ensuring an ac-

curate representation of each telescope, any degradation due general wear and tear

can be monitored (see for example the following Chapter on muon calibration). An

overview of the simulation tools used in previous experiments and applied in this

work will be given in Sections 4.2 and 4.3 followed by the analysis software in Sec-

tions 4.4 and 4.5. With a strong desire to keep the modelled telescope system as

close to current knowledge from measurements, an overview of the most important
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configuration parameters which have been worked on between prod 2 and prod 3

will be presented in Section 4.6. This will be followed by what is referred to as “low

level” evaluation in Section 4.7, representing the performance indicators that can

be obtained without a major production of simulated data. In Sections 4.8 and 4.9

more in-depth performance estimators will be derived with the aid of a small pro-

duction of EAS data for an array of small size telescopes. A summary and discussion

of further possible work will be given in Section 4.10.

4.2 Simulating Air Showers: CORSIKA

The first, and most computationally demanding, stage of simulations for ground-

based gamma-ray astronomy is in the production of data from EAS by which the

primary gamma-rays or cosmic rays are observed. This is performed with the cor-

sika (COsmic Ray SImulations for KAscade) software [74]. The corsika code was

originally developed for the KASCADE experiment [21] which set out to understand

the makeup of ultra-high energy air showers to aid in the overall understanding of

the physics of particle interactions. Now widely used and considered a robust code,

it takes into account up-to-date interaction models in order to make precise predic-

tions of EAS [102] (see Chapter 3 for more detail about air shower development).

The Cherenkov light produced within the showers is tracked down to the observa-

tion level, with the photons grouped into “bunches” in order to reduce computer

memory requirements.

An important addition to corsika for the field of ground based gamma-ray

astronomy is the IACT option that was developed by Bernlöhr [32]. In simulations

of EAS, large amounts of data can be produced if the arrival point of every photon

bunch is recorded. Increasing the number of photons grouped within the bunches

leads to unusual artefacts, therefore an alternative solution was derived. Instead of

recording all photon arrival positions, fiducial spheres encompassing each telescope

position are defined. By doing this, only photon bunches that intersect with the

shadow of the sphere are recorded. This can be seen in Figure 4.1 in which examples

are given.
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Figure 4.1: The definition of fiducial spheres in corsika using the IACT option. Instead of all

photon bunches being recorded within a regular grid at observation level, only those that intersect

with the sphere that encloses the whole reflector are recorded. This helps to reduce the amount of

data that is stored on disk. Image from [32].
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As the atmosphere can in effect be considered as part of the detector for IACTs, it

should therefore be apparent that a detailed model of the atmosphere must be made.

One of the main inputs that is required for corsika is the atmospheric profile which

defines the evolution of the density, refractive index, temperature and pressure as a

function of altitude. These all have an effect on the mean free path of particles, and

therefore the shower development, along with the yield of Cherenkov light. While

Chile has been selected as the main candidate for the southern observatory, the

data used in this Chapter were produced prior to that decision1. The atmospheric

profile was chosen to match the Aar site in Namibia which closely resembles the

conditions for H.E.S.S.. While the atmospheric profiles for Aar and Chile are nearly

indistinguishable, there are differences in the magnetic field strength (which will

cause deflection of the shower particles) and the observation level, 1640 m a.s.l. and

2150 m a.s.l. for Aar and Chile respectively, which will lead to different parts of the

shower being imaged. For example, lower altitudes will result in larger shower lateral

profiles, increasing the area over which they can be observed but also decreasing the

light density. Therefore in this Chapter, especially in Sections 4.8 and 4.9, results

should be treated as relative performances. Absolute values may be indicative of

the actual performance but should not be taken as final values.

4.3 Optics and Electronics: sim telarray

Once the light from the EAS has been recorded within the IACT fiducial sphere,

the Cherenkov signal must be traced through the telescope structure, optics and

camera electronics. This is all performed with the software package sim telarray

[32]. Originally developed for the HEGRA system [55], this allows for the optical

structure, camera configuration, trigger conditions and camera readout for each

telescope in an array to be configured separately. These parameters for both GCTS

and GCTM will be discussed in detail in Section 4.6, which will also provide a

general overview of the simulation process.

1An agreement to create this data set was made at the MC-SST meeting in Turin, October

2014.
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4.4 Simple Analysis and Processing, read cta

While sim telarray is capable of performing simple image analysis together with

simulating the telescope system, more dedicated sets of codes are generally used

in order to obtain the event reconstruction. The code used here is read cta and

has previously been used to analyse H.E.S.S. data (hence it is often referred to as

read hess).

As the output of sim telarray essentially consists of waveforms for each cam-

era pixel, the first process that read cta must perform is a calibration of the

waveforms (removing NSB contributions and effectively flat fielding the camera) fol-

lowed by waveform integration in order to obtain a total signal for each pixel. The

method used for waveform integration can have an effect on how well the charge

is reconstructed and will be discussed in Section 4.7.2. Having obtained an event

image, read cta then performs image reconstruction and initial cuts. The image

reconstruction uses the Hillas parametrisation as described in Section 3.3.4 and if

stereo reconstruction is available, the shower parameters such as energy, direction

and impact point are calculated.

4.5 Advanced Analysis, TMVA

To investigate the high level performance indicators for GCT, an analysis pipeline

that incorporates the multivariate software package TMVA [79] has been used. The

development of this code was carried out previously at Durham University by C.

Rulten and a full description goes beyond the scope of this work, therefore only a

summary will be presented. For a full description see [105].

As with any analysis, the goal is to obtain the best signal-to-noise ratio pos-

sible with high efficiency. In the case of ground-based gamma-ray astronomy, the

main background is made up of cosmic ray showers. In Section 3.3 the differences

between the images produced by each type of primary, along with the resulting

Hillas parametrisation, was presented. The Hillas method is considered effective,

but there is always room for improvement and for CTA to reach its full potential,

more advanced methods will be needed. One branch of possible improvements comes
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Figure 4.2: The normalised individual training parameters that are used in the TMVA algorithm

to produce a single response cut parameter. These are the mean scaled reduced width (MSCRW),

the mean scaled reduced length (MSCRL), the spread on those values (σMSCRW, σMSCRL), the

shower depth maximum and its spread (Xmax, σXmax), the spread on the reconstructed energy as

well as the fit quality (σE/E, χ2
E/(ntel − 1)) and finally the mean time slope. The distributions

are shown for both gamma-ray (blue) and proton showers (red) with the largest difference being

seen in the MSCRW and MSCRL.
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Figure 4.3: The resulting response perimeter (ζ) derived with the neural network shown against

the test sample of gamma-ray (left) and proton (right) showers where the z scale shows the density

of events. The black line shows the chosen energy dependent cut parameter and it can be seen

that this method is effective at using the input parameters seen in Figure 4.2 to separate the signal

and background.

from the use of a multivariate approach. This method works by combining all dis-

tinguishing factors that separate gamma-ray and cosmic ray showers, such as the

image width and length, into a single response parameter. This effectively can be

considered as a description of the shower images’ gamma-ray “likeness”, allowing

showers that look like gamma-rays to be kept and rejecting those that don’t. Here,

a machine learning Multi-Layer Perceptron (MLP) neural network will be applied.

In Figure 4.2 a selection of the parameters that are used to prepare the MLP

response parameter ζ can be seen. These include the mean scaled reduced width

(MSCRW) and length (MSCRL), along with the spread of each (σMSCRW, σMSCRL),

the reconstructed shower depth maximum (Xmax) and its spread (σXmax), the

spread (σE/E) and chi-squared fit (χ2
E/(ntel−1)) of the reconstructed energy (where

the energy is derived from the total image size) and finally the time-slope across the

camera (the gradient in the timing information from each pixel resulting from the

light travel time across the camera). These parameters are fed into the MLP algo-

rithm which, by use of a structure of parallel neurons, most easily compared to the

function of biological neurons, learns the similarities and correlations between the
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shower parameters. Thus the algorithm is able to combine this information into a

single identifying classification factor for each image. An example of the resulting

MLP response parameter (ζ) distribution as a function of energy can be seen in

Figure 4.3. The actual cut value is derived for each energy bin and is based on max-

imising the difference between the signal and background significance. Following this

background rejection technique, further cuts and analysis are performed in order to

obtain the final performance indicators; these will be discussed further in Section

4.8 after first looking at how GCT is created within the simulation framework.

4.6 Building GCT

In initial large scale simulation productions for CTA, the model for GCT was a

preliminary best estimate based on knowledge available at the time with a “MaPM

like camera”. In 2015, Prod3 was carried out with the specific intention of arriving

at an idea of the optimal layout for CTA following the site selection. For this work

there was a desire to have a more accurate depiction of GCT, specifically including

a camera using SiPMs, and to this end an updated version of the sim telarray

configuration files has been created and will be presented here. A more detailed

definition of the individual parameters can be found in [33].

4.6.1 Optics

The optics of a dual mirror system have been described in Chapter 3. In simulations

the system is reduced to its vital components: the shadowing from the secondary

mirror, masts and camera, and the shape and optical quality of the mirrors.

Mirrors

The Schwarzschild-Couder design of GCT consists of two aspherical mirrors, the

shape of which has been optimised in order to achieve a good PSF on axis and well

within the pixel size out to the edge of the field of view. The shape can be described

by a 16th order polynomial [126] which can be expressed as,
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Figure 4.4: The mirror positions for GCT as viewed from the side (left panel) showing the shape of

the secondary (black solid), primary (black solid) and focal plane (red solid) along with the holes in

the mirrors (dashed line). The right panel represents a top down view of the mirrors highlighting

the segmentation of the primary into 6 petals.
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Figure 4.5: Mirror reflectivity as a function of wavelength for GCTM (red) and GCTS (blue).

GCTM will use an AlSiO2 coating for both mirrors while GCTS is expected to have a dielectric

coating on at least the primary to reduce the effect of NSB.
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Primary Secondary

p2 5.42 · 10−4 m−1 2.44 · 10−4 m−1

p4 3.39 · 10−10 m−3 3.88 · 10−8 m−3

p6 −1.35 · 10−13 m−5 −1.31 · 10−11 m−5

p8 1.29 · 10−17 m−7 2.88 · 10−15 m−7

p10 −6.85 · 10−22 m−9 −3.98 · 10−19 m−9

p12 2.01 · 10−26 m−11 3.34 · 10−23 m−11

p14 −3.06 · 10−31 m−13 −1.54 · 10−27 m−13

p16 1.89 · 10−36 m−15 2.99 · 10−32 m−15

Table 4.1: Pre-factors for the polynomial describing the primary and the secondary mirrors.

F (x) =
∑
i

pix
i, (4.6.1)

where xi is the radial distance from the centre of the telescope axis and pi is the

polynomial pre-factors described in Table 4.1. This is shown in Figure 4.4 where it

can also be seen that both the primary and secondary reflectors have holes in the

centre and that the primary is made up of 6 petals. The mirrors are separated by a

distance of 3.56 m and the telescope focal length is 2.28 m.

For each of the mirrors there is an associated reflectivity as a function of wave-

length. Currently for the two camera types there are two different mirror coatings.

For GCTM, using MaPMs, an aluminium quartz (Al SiO2) coating is envisaged

whereas the SiPM camera, GCTS, is expected to utilise a form of dielectric coating

on at least the primary with the secondary using a Al SiO2 coating2. The rea-

son for the difference is due to the increased sensitivity of silicon devices to longer

wavelengths and therefore in the night sky background region (see Figure 4.6 for

a comparison of the Cherenkov spectrum to the NSB and Section 4.6.4 for further

information). Therefore, in order to suppress the NSB, a spectral cut off would be

2Although the primary reflector is on a whole larger, it is made up of smaller petals. Therefore

it is easier to coat than the monolithic secondary due to the size of the coating chambers for the

dielectric method.
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Figure 4.6: Figure showing the shape of the Cherenkov spectrum from gamma-rays compared to

the measured shape of the NSB spectrum. As can be seen, above ∼550 nm there are several large

peaks in the NSB which would be desirable to avoid. The two spectra have been scaled separately

for easy comparison and are not representative of the absolute levels.

needed somewhere above 550 nm.

In Figure 4.5 the measured reflectivities are shown. The GCTM data were ob-

tained from measurements performed by Kerdry Industry in France. For GCTS,

due to similar design features with the ASTRI project along with the idea that the

two groups are working towards the same goal, the measurements from the ASTRI

mirrors have been adopted.

For each configuration there is also included a mirror reflectance random angle.

This introduces a random Gaussian scatter (σ =0.0075 degrees) of the Cherenkov

photons to account for any small scale surface deviations. Unfortunately all other

mirror errors (such as alignment) are currently unavailable for the two mirror design

and will hopefully be incorporated in the near future. For now they are treated as

negligible secondary effects.
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Shadowing

The Cherenkov light that is observed by the camera must first pass through the

optical structure of the telescope. For a two mirror telescope this includes the

camera, the secondary reflector and the masts and trusses that hold the camera and

mirrors in place. The amount of light that survives makes up the total transmission

with the rest defined as shadowing. The secondary mirror, which is 2m in diameter,

is responsible for the majority of the shadowing (around 25% for on axis light). In

sim telarray this is taken into account separately by defining the diameter of

the reflector, and the same is true for the camera. It is assumed that the camera,

including the cooling unit and wind shield, can be contained by a cylinder 42 cm in

diameter with a depth of 50 cm.

The remaining shadowing factor from the masts and trusses must be specified

as a function of field angle out to the field of view of the camera3. This has been

evaluated in [25] using the ray tracing program ROBAST [97] in which the light

path is traced through a 3D model of the telescope; see Figure 4.7 for an example

using a H.E.S.S. telescope and Figure 4.8 for the resulting reduction in collection

area from different components of the structure. The total transmission passing just

the trusses and masts is then modelled with a polynomial and produces a result for

GCT as

T (θ) = 0.881 · (1 + 3.271 · sin1.66(θ))−1 (4.6.2)

where T (θ) is the transmission as a function of the field angle θ.

4.6.2 Detectors

As has been discussed throughout previous sections, the major difference between

GCTM and GCTS is the choice of detectors in the camera, SiPMs and MaPMs. The

physical difference in these detectors results in much better single p.e. response for

the SiPM, which is easily able to distinguish individual events, but the MaPMs are

3While it is possible for sim telarray to perform ray tracing to include shadowing from the

masts,the added computation far outweighs any observed benefits
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Figure 4.7: Example of ray-tracing for a H.E.S.S. type I telescope where the red lines represent

the trace of the photons on their path to the camera. Image from [98].
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trusses. For the shadowing component needed by sim telarray only the masts and the trusses

are needed. Figure from [106].

sensitive in the optimal range for detecting Cherenkov emission without the need

for spectral cut offs. Let us now consider the crucial parameters for the detectors

within sim telarray.

Focal Plane

Each camera will consist of 32 modules with a total of 2048 pixels. Each module will

follow the focal plane radius of curvature, of 1.0 m. For the two configurations there

are different pixel sizes, 0.6125 cm and 0.623 cm for GCTM and GCTS respectively,

providing a pixel FOV of ∼ 0.15◦. As both cameras are roughly the same size, the

larger pixel size of the silicon device results in smaller gaps between modules which

will benefit performance. The pixels are defined to follow the curvature of the focal

plane4.

4Future revisions of sim telarray may allow for pixel groupings to align with the surface of

individual sensor modules.
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Figure 4.9: Left: The angular acceptance of the protective glass layer in the case of MaPMs (red)

and the window and resin for the SiPM (blue). Also shown is the value used in past productions

(Prod2,black). Right: the wavelength acceptance of the GCTS protective window for on axis

events.

Windows

The active components of each detector require some protection. In the case of the

MaPMs there is a glass layer that covers the front of each module. For the SiPMs

there is only a layer of resin and therefore it is expected that GCTS will have a

protective window over the focal plane. Both the glass layer over the MaPMs and

the window for GCTS will affect the light that reaches the detector, mainly as a

function of incidence angle, where photons with a large inclination have a greater

probability of being reflected. In the left panel of Figure 4.9 the expected efficiency

as a function of field angle can be seen, where the measurements for GCTM where

obtained from [39]. For GCTS, measurements were provided by ASTRI, along with

a wavelength acceptance (Figure 4.9 right) for a Plexiglass G-UVT acrylic sheet

window.

Photon Detection Efficiency

The two detector types convert photons into p.e. via different processes and therefore

have distinctive efficiencies for this. The Cherenkov spectrum starts to peak from

around 290 nm and then slowly drops off, while the NSB spectrum starts becoming
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Figure 4.10: Photon detection efficiency for GCTM (red) with and without an enhanced UV filter

and GCTS (blue). Also shown is the data used in previous productions (Prod2, black).

a problem past 550 nm (recall Figure 4.6) and it is therefore over the ∼300-550 nm

range that detection efficiency should be maximised. In Figure 4.10 the photon

detection efficiency (PDE) curves for different configurations are shown. For GCTM

there are two options with and without an improved UV response achieved by way

of a UV enhanced glass as opposed to the standard Borosilicate glass. The new

device chosen for GCTM is the Hamamatsu H12700A and is shown along with

the H10966A, which was previously used in older simulations (and is currently in

the camera prototype). Although the absolute PDE is slightly lower for the newer

device, it boasts an improved single p.e. response (see following section). The data

are taken from the published data sheets for each device.

For GCTS, as with the mirror reflectivity, the data were provided by ASTRI and

are based on measurement for the Hamamatsu LCT5 (70 µm cell pitch) device.

It is also important to take into account fluctuations in the PDE. For a realistic

detector, it is expected that the PDE (4% for each camera) and gain (20% for GCTM

and 5% for GCTS) will vary for each module. GCTM is also expected to experience

a voltage variation of 3%.
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Figure 4.11: Single photo-electron (p.e.) response for GCTM (red) and GCTS (blue). The new

device chosen for GCTM has an improved response over that used in previous productions (black).

The dashed lines showing the after pulsing which is an effect of delayed ions interacting with

photo-cathodes arriving within the readout window and is only applied to p.e. originating from

the NSB.

Single Photo-Electron Response

If PDE can be considered as the efficiency of the device for the conversion of photons

into an electronic signal, then the single photo-electron (SPE) response indicates how

accurately the device does so. In a traditional PMT in which a photon produces an

electron within the photocathode, this is then accelerated down the tube, producing

secondary electrons at each cathode. The end result is an amplified signal which

can be measured. However, the output signal will vary due to the probabilistic

nature of the secondary electron production process. This will generally produce

a Poissonian distribution around the expected value. The same concept holds true

for MaPMs and the expected distribution can be seen in Figure 4.11. Also shown

is the much more distinctive SPE response for the silicon device, which relies on

the production of electron-hole pairs. The resulting charge created is then read out

and amplified, a process that produces a more reliable estimate of the true charge.

In Figure 4.11, for GCTM there is also an additional component referred to as the
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afterpulse. This is an effect caused by the registering of NSB-produced ions within

the photocathodes, which, as the NSB represents a constant noise, will appear within

the readout window effectively creating a non negligible tail (the level of the NSB

will be calculated in Section 4.6.4). A signal produced by Cherenkov photons would

produce a similar effect; however, this usually occurs outside the readout window,

therefore the data without after pulsing are sampled for Cherenkov signals while

NSB induced signals sample from the data with after pulsing.

The data for the new GCTM detectors were obtained from measurements pro-

vided by members of the CLAS12-RICH project (a ring imaging Cherenkov de-

tector) [51][private comm.], and represents an improved response compared to the

current H10966A devices. The SiPM data again were provided by the ASTRI group.

For GCTS the after pulsing effect is not included; future work is planned to cor-

rectly model the SiPM SPE to account for after pulsing and optical cross talk (noise

between pixels).

Finally, for each p.e., the pulse amplitude is sampled randomly from the SPE

response and shifted acording to the photon arival time, the transit time through

the detector (5.3 ns for GCTM and 4 ns for GCTS) and a random level of noise

resulting from jitter within the detector (0.28 ns for GCTM and 0.2 ns for GCTS).

4.6.3 Electronics

The digitisation of the signal, different trigger levels and the readout all fall under

the heading of electronics as far as the simulations are concerned. In the camera,

the electronics consist of the Target modules, backplane and DACQ boards (See

section 3.5.2).

Trigger and Discriminator

Once the shower p.e. have been obtained for the camera, they need to be converted

to an electronic signal in mV. This, along with the first level trigger, is performed
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Figure 4.12: Normalised discriminator pulse shape for GCTM (red) and GCTS (blue). This is

used to shape the input signal before being passed to the discriminator logic.

Figure 4.13: Focal plane showing a triggered shower image. The green squares represent a grouping

of four individual pixels to form a super-pixel to which the discriminator logic is applied.
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in the simulations by way of a discriminator5. The pulse shape at the input of the

discriminated can be seen in Figure 4.12 and is assigned an amplitude, which for

both GCTM and GCTS is defined to be 20 mV (signal amplitude after amplification

per mean p.e.). The pulse shape for GCTS is slightly wider (∼20%) than that for

GCTM due to the pulse shaping performed by the silicon pre-amplifier.

This amplified signal is then passed to the discriminator logic, requiring the

signal within a pixel, or set of pixels, to be above a certain threshold for a given

amount of time and/or integrated signal. The determination of the thresholds will

be considered in Section 4.6.5. The output from the discriminator consists of a

42 mV pulse with a rise and fall time of 1 ns.

For GCT, the trigger logic requires 4 neighbouring pixels, a so-called “super

pixel”, to be above a given threshold, an example of which can be seen in Figure

4.13. This is a hard coded majority trigger and must be specified explicitly in the

configuration file based on pixel numbers. In order to flag a trigger, at least two

neighbouring super pixels must meet the threshold.

Digitisation and Readout

Once the camera has triggered, the data must be digitised and read out. For the

simulations this is represented by the process of a Flash Analogue to Digital Con-

verter (FADC). The current hardware design for GCT allows for a sampling speed

of up to 1 GHz, which can be reduced depending on the desired data rate. The pulse

shape at the input of the FADC is the same as that of the discriminator (Fig 4.12)

and the signal is then divided into 128 time intervals, of which 96 will be summed

up starting 24 bins before the trigger time. The resulting amplitude in each time

slice for a single p.e. is 8 ADC counts with a pedestal of 40. Gaussian noise is also

added to each bin, giving a signal to noise ratio of 8:2 ADC counts.
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Figure 4.14: Convolved night sky background spectrum accounting for the individual efficiency

parameters within the telescope configuration applied to measurements taken from La Palma.

4.6.4 Night Sky Background

The expected background from the NSB is derived from the spectral shape of

measurements taken in La Palma [30] scaled with the recorded value observed by

H.E.S.S. in Namibia6. In sim telarray, the NSB is given as a single value which

is then added as random white noise. The NSB therefore needs to be converted

from a measured flux to a rate per pixel. This is done with the testeff script

that is available with the corsika simtelarray package. This takes into account

the configuration of the telescope and atmospheric transmission and convolves these

with the NSB spectrum, the result of which can be seen in Figure 4.14. Integrating

this provides a NSB light factor which is then converted into a scaled value taking

account of the telescope optics

5The use of a discriminator in the sim telarray terminology is a relic from the days of the

HEGRA experiment.
6Although there will be differences in the NSB at different CTA sites, exact values are not

available and therefore the H.E.S.S. scaled value is assumed for all possible observatory locations.

This is reasonable for a southern site that is exposed to the Galactic plane (produces a large

amount of NSB).
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an increasing discriminator threshold and measuring the trigger rate. For the protons the data

are obtained from a number of corsika proton showers whereas the NSB rate is determined by

running sim telarray with a dummy input containing no showers. The safe operational threshold

is defined by eqn 4.6.5 and equates to where these lines intersect.

N =
A · P
f 2
·
∫ λ2

λ1

S(λ)dλ, (4.6.3)

where A is the mirror effective area, P is the pixel area, f is the focal length

and S(λ) is the convolved NSB spectrum (appropriate values of λ1 and λ2 should

be chosen in order to cover the non zero range of the convolved NSB spectrum, i.e.

300 - 1000 nm). Finally, in order to convert into an expected NSB rate, a correction

factor is derived from the known NSB rate for H.E.S.S.

NSB = NSBHESS ·
NGCT

NHESS

, (4.6.4)

which equates to 14.2 MHz and 41.0 MHz for GCTM and GCTS respectively.
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4.6.5 Discriminator Threshold

In order for the camera to trigger, as described previously, two super pixels (sum of

4 pixels) must have a value greater than a given threshold. This is required in order

to obtain a sensible trigger rate that is unaffected by fluctuations of the NSB. The

safe discriminator threshold is defined to be at the point where

Rate2×NSB = 1.5× Rateproton, (4.6.5)

i.e. the rate of events triggered by protons should be 1.5 times greater than the

spurious triggers created by double the operational NSB. To find this value a set of

simulations has been carried out using protons and dummy events with no showers

over a range of discriminator thresholds. The result can be seen in Figure 4.15

where the NSB rate drastically decreases with an increasing discriminator threshold

compared to a moderate decrease in the proton rate. The point where these intersect

is set as the safe threshold. This equates to a level of 172 mV for GCTM and 230 mV

for GCTS.

4.6.6 Summary

Only a general overview of the most important configuration parameters has been

presented. A summary diagram can be seen in Figure 4.16 and a full table of all

relevant parameters can be found in Appendix B. The total chain can be considered

as the following. From the Cherenkov light that intersects with the fiducial corsika

sphere, the amount remaining is governed by the set of efficiencies,

ε(λ) = S ·R(λ) ·R′(λ) · E(λ) ·Q(λ) (4.6.6)

where S is the shadowing factor, R(λ) and R′(λ) are the reflectivities of the primary

and secondary reflectors, E(λ) is the efficiency of the camera window and Q(λ) is

the photon detection efficiency. Once this has been obtained, a total signal is built

up from the individual photons, sampling from the measured SPE, giving

Signal =
∑

SPEγ +
∑

SPENSB (4.6.7)
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Figure 4.16: Summary of the important configuration parameters with the top 4 related to the

structure and the bottom 5 to the camera. A more detailed diagram showing the structure and

camera can be seen in Figures 3.13 and 3.15.
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which will then be amplified and shaped according to the discriminator pulse

shape at the start of the discriminator logic. The first level trigger then consists

of a requirement that the sum of 4 neighbouring pixels be above the discriminator

threshold. A second level trigger requires 2 or more super pixels to exist above the

threshold and finally a third level trigger may be applied to telescope multiplicity in

order to obtain stereo reconstructed events. Having passed all these requirements

the data are then read out as a GHz sampled 96 ns long waveform for each pixel.

4.7 Low Level Evaluation

Having created an updated configuration for GCT, it is important that the output

be correctly evaluated. In this section the first, or “low level” checks that can be

performed in order to check the performance of the telescope will be shown. For the

majority of these only the response of an individual telescope, or, where a stereo

trigger needs to be included, two telescopes must be considered.

4.7.1 Image Amplitude Trigger Efficiency

The amount of observed light, and therefore the number of p.e., within the camera

required to form a trigger is an important indicator of efficiency. It should expected

that, for a certain minimum number of p.e., a reliable trigger should be obtained.

This in fact forms a requirement within CTA7 which states that a trigger probability

of at least 50% must be achieved with an image amplitude of at least 100 p.e. and

a goal of less than 80 p.e.. Therefore both GCTM and GCTS are considered and

the trigger efficiency to the total p.e. within the camera is compared8. The result

can be seen in Figure 4.17 where a trigger efficiency of 50% at 60 p.e. for GCTM

and 72 p.e. for GCTS is achieved. Both configurations meet the requirement and

even achieve the goal.

7For internal CTA reference: B-SST-1230
8The origin of the light is not an important factor, but in this case we use primary gamma-ray

showers



4.7. Low Level Evaluation 81

Photo-electrons
0 20 40 60 80 100 120 140 160 180 200

T
rig

ge
r 

E
ffi

ci
en

cy

0

0.2

0.4

0.6

0.8

1

GCTM
GCTS
Requirement
Goal

Figure 4.17: Trigger efficiency as a function of image amplitude (p.e.). The black and green dashed

vertical lines represent the required and goal amplitude where a 50% trigger efficiency is obtained.

Both GCTM (red) and GCTS (blue) satisfy the goal by obtaining a 50% trigger efficiency at 60 p.e.

and 72 p.e. respectively.

4.7.2 Charge Resolution

The conversion of Cherenkov light into measured intensity by the camera is possibly

the most important task for the system. The total charge reconstructed by the

camera in each pixel, Qrec, should therefore be comparable to the simulated amount

of Cherenkov light, Qtrue, expressed in p.e.. In order to evaluate this, the fractional

charge resolution is defined to measure the spread of the reconstructed charge around

the simulated charge such that

σQ
Q

=

√
1
N

∑
i=1(Qrec,i −Qtrue)2 −Qtrue

Qtrue

. (4.7.8)

The benefit of expressing the resolution in such a form is that it simultaneously

takes into account the spread of the reconstructed charge and also any possible bias

that is present.

For the camera, it is possible for the whole waveform for each event to be

recorded, equating to a 96 ns trace for each pixel. However, the expected signal

from a shower would be much shorter than this, therefore it is necessary to integrate
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Figure 4.18: The charge resolution for the chosen integration scheme (local peak) for GCTM (left)

and GCTS (right). Also shown is the required and goal charge resolution as defined by CTA along

with the Poissonian limit which expresses the best obtainable charge resolution.

this trace over a shorter window around the region of interest. This will allow a reli-

able estimate of the total charge to be determined, removing effects from electronic

noise and NSB.

A very simplistic method to select a region of interest, known as local peak

integration, would be to search for the maximum signal within an individual trace

and integrate about that point. Alternatively, the choice of integration point can

be taken from an average of all peak positions of an event, known as global peak

integration, or from a subset of adjacent pixels, the nearest neighbour integration.

For high energy showers observed at large distances, there will be a large time spread

across the camera. Therefore methods such as global peak would perform poorly. In

Figure 4.18 the charge resolution for both GCTM and GCTS, using the local peak

method, can be seen. Also shown are the required and goal charge resolutions for

CTA9. Both cameras meet the requirement which can be seen as the black dashed

line and is based on an RMS uncertainty from a background of 0.125 p.e./ns.

9For internal CTA reference: B-SST-1010
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Figure 4.19: MC SST mini production of 5 arrays of 7 telescopes with increasing inter-telescope

distance from 150 m to 350 m.

4.8 High Level Evaluation: Mini Array

To further understand the potential of GCT, it is important to consider the per-

formance as a small array of telescopes. By doing this it is possible to gain an

insight into the potential science that GCT could achieve as part of an mini array

of telescopes operating early in the construction phase of CTA.

4.8.1 MC SST Mini-Production

The current forecast for CTA is that the Small Size Telescope (SST) component of

the southern observatory in Chile will comprise roughly 70 telescopes, most likely

made up of a combination of GCT, ASTRI and SST-1M. While the large scale

productions (Prod. 1,2 and 3) contain a variety of different layouts, the Monte

Carlo SST group created a database of corsika showers for a set of 5 small arrays

each with 7 telescopes. This data set allowed for more in depth comparisons and

collaboration within the SST group. The arrays are each arranged in a hexagonal

layout differing by the inter-telescope separation which ranges from 150 m to 350 m.
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gamma-ray protons

Emin 315 GeV 315 GeV

Emax 330 TeV 600 TeV

Γ -2 -2

Zenith angle 20◦ 20◦

Direction North North

View Cone 0◦ 10◦

Altitude 1.650 km 1.650 km

Radius on ground 1 km 1.2 km

Re-sampling 10 20

Total Number of events 10×106 200×106

Table 4.2: Selected input parameters in the mini array production showing the energy range (Emin

to Emax), the spectral index with which the events are simulated (Γ), the zenith angle and pointing

direction, the viewcone from which the events were simulated (point source for gamma-rays and a

diffuse source that covers the telescope FOV for protons), the altitude, the radius on the ground

within which the impact points of each event are contained, the number of times each event is

sampled (moved about within the radius on the ground) and the total number of events including

the re-sampling.

Figure 4.19 shows the layout of the simulated arrays and in the following section,

performance estimators will be derived for each, assuming on axis observations of a

point like gamma-ray source and a diffuse proton background. The input parameters

used to create the data set can be seen in Table 4.8.1.

4.8.2 Reconstruction and Initial Cuts

The image and shower reconstruction of events was performed with read cta.

This step also allows the implementation of initial cuts on the data, from basic

image cuts to higher level reconstruction cuts. In this analysis, as the background

rejection is performed by way of the TMVA neural network, only low level cuts

have been applied. These cuts represent only initial estimates and more appropriate

values will require further work to optimise the resulting performance. Therefore

the cuts that were applied consist of a tail cut at a default level of 5, 10 (harder
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than past analysis performed with the SSTs) and a minimum number of pixels and

p.e. remaining in the image pixels post tail cuts of 5 pixels and 40 p.e..

4.8.3 Angular Resolution

The angular resolution of an instrument governs how well the structure of a source

can be resolved. This is extremely important for removing potential source confusion

and identifying emission regions or structure of extended sources. When observing a

point source there are many factors that can lead to deviations in the reconstructed

angle; these will include atmospheric effects and fluctuations in the instrument’s

performance (see following Chapter, Section 5.7 for more details). In practice, the

angular resolution is defined as the circle in which 68% of events are contained

(commonly 80% and 95% containment levels are also used but in line with CTA

requirements the 68% level will be presented). This is evaluated in individual energy

bins and the minimum radius required to contain the required percentage of events is

returned. In Figure 4.20 the angular resolution for each of the 5 arrays of 7 telescopes

is shown for all the configurations. The general trend is for an improved resolution at

higher energies due to the improved reconstruction resulting from brighter showers.

It can be seen that the arrays with larger spacing perform better at high energy

while a more compact array will improve the low energy performance. This is

largely due to the increased likelihood of observing the showers in more than two

cameras when telescopes are placed close together, while the larger spacing improves

the stereoscopic effect that allows better reconstruction of the shower. It can also

be seen in Figure 4.20 that the angular resolution for each of the arrays is inferior

to that of the predicted complete southern CTA array; this will be addressed in

Section 4.9.

Once the determination of the angular resolution has been completed, the data

are subjected to a further cut based on the angle between the shower and the viewing

direction, θ. Traditionally the cut requires θ2 to be less than the square of the angular

resolution, due to the trigonometric shower reconstruction geometry, however in this

work the cut has been drastically relaxed for two reasons. Firstly, due to the small

scale of this production, the number of background events remaining past this cut
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Figure 4.20: Angular resolution derived for each mini-array layout for GCTM (top) and GCTS

(bottom). In each, the expected angular resolution obtained by the southern CTA observatory

is also shown. The lower panels of each plot indicates the relative performance of each array

compared to the 200 m spacing array (below 0: better than the 200 m array).
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Figure 4.21: Example Gaussian fit of Erec/Etrue used to determine the energy resolution. This is

performed for each energy bin where the offset also indicates the bias present in the reconstruction.

is generally too low to successfully estimate the sensitivity. Secondly, it is expected

that a large number of sources that will be observed by the SSTs will be diffuse in

nature, therefore a strict θ2 cut would also remove desired events. To accommodate

these two points, the θ2 cut has been relaxed to a value of 1 square degree.

4.8.4 Energy Resolution

Akin to the angular resolution and its indication of the spatial response is the energy

resolution, which reveals the spectral performance and how well the system can

resolve the energy of the primary shower particle. From the reconstructed impact

position and the measured lateral distribution of Cherenkov light, the energy of the

incoming gamma-ray can be calculated. As with any instrument there will always be

some uncertainty that arises in this measurement and this is defined as the energy

resolution. In order to determine this, a comparison between the true energy and

that which is calculated from the output of the system must be made. The effect

can be considered as a Gaussian spread of the reconstructed energy about the true

energy (Erec/Etrue, an example of which can be seen in Figure 4.21 where any offset

represents a bias in the reconstruction. In Figure 4.22 the resulting energy resolution

and bias are shown for each array and each configuration and it can be seen that,
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Figure 4.22: Energy resolution derived for each mini-array layout for GCTM (top) and GCTS

(bottom). In each, the expected energy resolution obtained by the southern CTA observatory is

also shown. The lower panels of each plot show the energy bias for each layout.
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even for the mini array, each layout performance is comparable with that of the

complete southern CTA array above 10 TeV. Below this energy the resolution drops

off and there is an increase in the energy bias for all but the most compact arrays.

4.8.5 Effective Area

The key difference that CTA will have over previous ground-based gamma-ray in-

struments is the sheer amount of ground area that it will cover (∼ 3 km2 for the

southern array). By folding in information about each telescope’s camera and mirror

efficiency, this area can be quantified by the definition of an effective area (Aeff ).

In simulations, this is calculated as the efficiency of triggering events within a given

area, such that

Aeff =
Ntrig

Ntotal

· π ·R2, (4.8.9)

where Ntrig is the number of triggered events passing all cuts, Ntotal is the total

number of simulated events and R is the area within which shower events have been

simulated. In the case of the mini array this is 1 km for γ-ray and 1.2 km for proton

showers. In Figure 4.23 resulting effective area for each of the mini array layouts

can be seen. It is clear that for low energy showers a smaller spacing results in an

improved trigger efficiency whereas at high energies the converse is true.

4.8.6 Energy Threshold

The SST component of CTA is designed to cover the highest energy range, from

around 1 TeV to well above 100 TeV. In the previous section it was shown that this

is in general true, but it is important that the lower bound is determined explicitly.

To do this, the concept of an energy threshold is introduced and is defined as the

turnover point at which the ratio of triggered events to simulated events no longer

follows the assumed observed spectrum. In Figure 4.24 the trigger fraction has been

multiplied by the Crab gamma-ray spectrum with a spectral index of -2.57 for each

telescope layout and the maximum gives the energy threshold. For GCTM this

ranges from ∼ 840 GeV to ∼ 2.37 TeV and from ∼ 595 GeV to ∼ 1.68 TeV for
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Figure 4.23: Effective area for each mini-array layout for GCTM (top) and GCTS (bottom) shown

along with the expected CTA southern effective area. The lower panels show the relative difference

compared to the 200 m spaced array.
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Figure 4.24: Energy threshold derived for each mini-array for GCTM (top) and GCTS (bottom).

This is effectively the trigger efficiency compared the original observed spectrum, in this case

assumed to be the Crab spectrum.



4.8. High Level Evaluation: Mini Array 92

GCTS with increasing inter-telescope separation. Due to the larger gaps in GCTM,

it is understandable that there would be a drop in performance for low energy events,

which appear smaller in the camera focal plane.

4.8.7 Sensitivity

The final performance indicator is arguably the most important: the flux to which

the instrument is sensitive. In general the sensitivity is defined to be the flux level

at which the signal can be determined over the background to a significance of 5σ

in 50 hours, based on the likelihood equations in [85]. Now, having arrived at a

data set of gamma-rays originating from a point like source with a diffuse proton

background remaining after the neural network rejection, the calculation needed to

arrive at a final sensitivity can be made. The equation that is used to determine

the significance is as follows:

σLi&Ma =

√
2NON ln

(
1 + α

α
· NON

NON +NOFF

)
+ 2NOFF ln

(
(1 + α) · NOFF

NON +NOFF

)
,

(4.8.10)

where NON is the number of counts obtained in the ON region, NOFF is the

number of events in the OFF region and α is the normalisation between the two

regions, with the OFF region defined as being five times larger than the ON region

which in turn is based on the derived angular resolution (see Figure 4.26 for a

representation of how these are determined). In order to calculate the number of

events in relation to the observation period, the rate of detected gamma-rays and

proton showers must be calculated, which in turn requires an initial spectrum to be

assumed. In the case of primary gamma-rays, the spectrum for the Crab is widely

assumed and takes the form

φγ(E) = 2.79× 10−11 · E−2.57 TeV−1m−2s−1sr−1, (4.8.11)

while the proton spectrum is assumed to take the measured cosmic ray spectrum

simplified as a power law in the form of

φp(E) = 9.6× 10−2 · E−2.70 TeV−1m−2s−1sr−1. (4.8.12)
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Figure 4.25: Differential sensitivity for 50 hours observation derived for each mini-array for GCTM

(top) and GCTS (bottom). The solid lines are the sensitivity derived in bins that contain enough

background events (>10) to make a reliable sensitivity calculation. The dashed lines are obtained

with a extrapolated background spectrum for bins where there are too few background events.

The solid black line is the expected CTA southern sensitivity.
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Figure 4.26: Method used in this work of defining the region for background estimation. The ON

region from which the signal is determined is based on the angular resolution of the instrument as

calculated in 4.8.3. The background level is estimated from an area 5 times larger and surrounding

the ON region. Figure from [105].

In both equation 4.8.11 and 4.8.12, E is the energy in TeV [CTA MC Workgroup].

From this the rate of observed events can be calculated as

Rtrig =
Ntrig

Nsim

A Ω
φ

γ − 1
(E1−γ

min − E1−γ
max) (4.8.13)

where Ntrig is the number of triggered events passing all cuts, Nsim is the number

of simulated events, A is the area over which the events where simulated, Ω is the

solid angle which defines the area of the ON (gamma) or OFF (proton) regions, φ

the original spectrum (Equation 4.8.11 and 4.8.12), γ is the spectral index of φ and

finally Emin and Emax are the energy bounds of interest. The observed number of

events is then simply obtained by multiplying the rate by the observation period

and the excess signal events calculated from

Nexcess = NON − αNOFF, (4.8.14)

and then the differential sensitivity is simply in the form

dN

dE
=

N(E)excess

A(E)eff∆E∆T
, (4.8.15)
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Figure 4.27: Extrapolated proton rate obtained by applying a fit to the lower energy bins and used

to estimate the rate at the highest energies. Where the black histogram is the simulated data and

the red line is the fit.

where A(E)eff is the signal effective area as seen in Figure 4.23, ∆E is the energy

range and ∆T is the observation period.

One problem that often arises in work like this is that the remaining number of

protons, especially at high energies, after background rejection and cuts, is too low

to reliably calculate the significance. In general, the significance equation from [85]

only holds true if the number of events is “not too few”, which is taken to be over 10

events. With the mini-array production, it was often the case for higher energy bins

that N < 10 for protons and therefore in order to have an estimate of performance

at high energies, an extrapolation process was adopted. For each set of analyses, a

simple power law fit was applied to the proton rate passing all cuts for bins with

enough signal events, assigning values from the fit to those bins with less than 10

events. An example can be seen in Figure 4.27). The extrapolated bins are not to

be used as reliable estimators of performance and only exist to “guide the eye” until

more data can be produced.

The resulting sensitivity calculated for each array spacing can be seen in Figure

4.25, where bins that use the extrapolated proton rate are marked with dashed lines.

It can be seen that the general overall trend that has been found in the previous

performance estimators unsurprisingly also holds true here, i.e. larger separation
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Figure 4.28: True core position for triggered events for 150 m spacing (top) and 200 m spacing

(bottom). The left plots shows all triggered events, whereas the right plots show events remaining

after a core distance cut equal to the radius of the array has been applied. The colour scale

represents the density of events.

improves performance at higher energies.

This gives us an indication of the performance that an initial array of GCT

telescopes could achieve in the preproduction phase of CTA. However, the final

performance of a larger array will obviously differ due to the increased number of

telescopes. Even with a small sample data set it is still possible to obtain an insight

into CTA as a whole by considering the fact, that for the full observatory, the events

observed are vastly more likely to be contained within the array.

4.9 High Level Evaluation: CTA Sub-Array

In the previous section, the performance of a stand alone mini-array of 7 telescopes

was evaluated. Here, an intermediate step towards scaling to the full array is per-

formed. For the southern CTA array, it is envisaged that there will be 70 small
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Figure 4.29: Same as Figure 4.28 but for 250 m spacing (top), 300 m spacing (middle) and 350 m

spacing (bottom).
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Figure 4.30: Example number of images used in event reconstruction over the whole energy range

before (blue) and after the core distance cut (red). The cut effectively removes events with fewer

images and therefore events that are more likely to have a worse reconstruction.
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size telescopes covering an area of several square kilometres. Therefore the observed

events will be detected mainly within the array itself and by performing a cut on

impact distance, the 7 telescope mini-array can be evaluated as a sub-array of CTA.

In Figures 4.28 and 4.29 the true core positions of the triggered events for each of

5 arrays with increasing spacing can be seen. In the left column, the full distribution

is shown, with an increasing number of events being recorded between the telescope

positions (recall the array layouts presented in Figure 4.19). In the right column, a

cut on the true core position that removes events which land outside of the array has

been implemented. These are for events triggered by GCTM and the horizontal and

vertical gaps arise from the gaps within the camera, which reduce the probability of

triggering and accurately reconstructing these events. As GCTS has smaller gaps

between modules, this effect is less noticeable.

The major effect that a distance cut will have on the analysis concerns the

number of images that will be used to reconstruct the shower. In Figure 4.30 the

distribution of the number of images included in the stereoscopic trigger before and

after the distance cut can be seen. There is a considerable reduction in the number

of events imaged by only two or three cameras and therefore a drastic improvement

in the angular and energy resolution is expected. In Figures 4.31 and 4.32 it can

be seen that the resolutions have indeed been improved overall, with the greatest

increase in the angular resolution at around 1 TeV. For the energy resolution, the

main improvement is observed at lower energies for the more compact arrays.

In terms of overall sensitivity, most noticeably the more compact arrays see an

improved performance below 10 TeV. As this study represents an investigation into

a sub-array of the southern CTA observatory, a simple scaling has been attempted

in order to represent the larger array. In Figure 4.33, the 7 telescope sub-array has

been duplicated 18 times to make up an array of 73 small size telescopes which

should result in an increase of the effective area by a factor of 18. Considering

Equation 4.8.15 it is evident that the differential sensitivity should scale in a similar

fashion. This has been applied and the result can be seen in Figure 4.34 for the

effective area and Figure 4.35 where the sensitivity of some of the arrays become

comparable to the total CTA southern observatory. It is important to note here
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Figure 4.31: Angular resolution obtained for each sub-array for GCTM (top) and GCTS (bottom).
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Figure 4.32: Energy resolution and bias obtained for each sub-array for GCTM (top) and GCTS

(bottom).
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Figure 4.33: Extrapolated array of 18 sub array like sectors consisting of 73 telescopes in total.

that this is performed as a sanity check in order to determine whether the results

are within an order of magnitude of the predicted southern array performance.

In order to enable a direct comparison between GCTM and GCTS, a single

spacing has been chosen, balancing the improved performance above 10 TeV and the

loss below with increasing inter-telescope separation. A spacing of 250 m was chosen

and the resulting performance of the two configurations can be seen in Figure 4.36.

From this it can be seen that, for the cuts applied, that GCTS out performs GCTM

at all energies by around 20% in energy and angular resolution and sensitivity.

However, it must be noted that this should not be taken as a definitive answer. In

this work both configurations have been analysed in parallel, whereas it may be the

case that each would benefit in some way from different optimisations.
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Figure 4.34: Effective area obtained for each sub-array for GCTM (top) and GCTS (bottom).
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Figure 4.35: Differential sensitivity derived for each array spacing for GCTM (top) and GCTS

(bottom). The solid lines are for sub-array sensitivities derived from bins with enough background

events while the small dashed lines used an extrapolated background rate. The larger dashed lines

are for an extrapolated larger array consisting of 18 sub-arrays, bringing the sensitivity to a level

comparable with the CTA south results.
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Figure 4.36: Directly comparing the Angular and Energy resolution and the Differential sensitivity

for GCTM and GCTS at 250 m separation. For the differential sensitivity an extrapolated 73

telescope array has also been shown (long dashed line).
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GCTM

Energy Spacing Aeff Eres θ68 Diff Sens Scaled Diff Sens

m2 % deg erg cm−2s−1 erg cm−2s−1

1 TeV 150 m 82515 16.74 0.096 2.59×10−12 1.44×10−13

200 m 111411 18.39 0.111 3.68×10−12 2.04×10−13

250 m 112089 20.39 0.137 6.80×10−12 3.78×10−13

300 m 47560 19.28 0.152 12.28×10−12 6.81×10−13

350 m 2833 16.96 0.164 16.89×10−12 93.84×10−13

CTA Req 10.0 0.0625 1.88×1013

CTA Goal 5.5 0.0338 0.86×1013

10 TeV 150 m 71278 6.90 0.036 2.14×10−12 1.19×10−13

200 m 135340 6.82 0.039 2.21×10−12 1.23×10−13

250 m 222810 7.27 0.046 2.45×10−12 1.36×10−13

300 m 327373 8.17 0.057 2.62×10−12 1.46×10−13

350 m 456030 9.84 0.081 4.94×10−12 2.74×10−13

CTA Req 10.0 0.0372 1.51×1013

CTA Goal 5.0 0.0189 0.83×1013

100 TeV 150 m 71097 5.15 0.022 21.64×10−12 12.02×10−13

200 m 127138 7.52 0.027 13.58×10−12 7.54×10−13

250 m 212818 9.03 0.027 9.56×10−12 5.31×10−13

300 m 290724 8.54 0.030 8.58×10−12 4.77×10−13

350 m 410105 10.16 0.039 6.34×10−12 3.52×10−13

CTA Req 10.0 0.0255 6.26×1013

CTA Goal 5.0 0.0125 3.98×1013

Table 4.3: A summary of the results for each array spacing using GCTM telescopes including a

distance cut, comparing results at 1 TeV, 10 TeV and 100 TeV. Where Aeff is the effective area,

Eres is the energy resolution, θ68 is the angular resolution, Diff Sens is the differential sensitivity

and the Scaled Diff Sens is the sensitivity for an extrapolated array of 73 telescopes.
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GCTS

Energy Spacing Aeff Eres θ68 Diff Sens Scaled Diff Sens

m2 % deg erg cm−2s−1 erg cm−2s−1

1 TeV 150 m 86907 11.90 0.0728 1.69×10−12 0.94×10−13

200 m 154542 13.44 0.1005 2.99×10−12 1.66×10−13

250 m 169827 15.50 0.1229 5.19×10−12 2.88×10−13

300 m 140314 16.73 0.1493 7.27×10−12 4.04×10−13

350 m 55968 16.32 0.1780 15.72×10−12 8.73×10−13

CTA Req 10.0 0.0625 1.88×1013

CTA Goal 5.5 0.0338 0.86×1013

10 TeV 150 m 83080 5.11 0.0265 1.85×10−12 1.03×10−13

200 m 145106 5.32 0.0265 1.26×10−12 0.70×10−13

250 m 235248 5.51 0.0332 1.59×10−12 0.89×10−13

300 m 330486 6.15 0.0412 1.54×10−12 0.86×10−13

350 m 453713 6.69 0.0520 1.77×10−12 0.99×10−13

CTA Req 10.0 0.0372 1.51×1013

CTA Goal 5.0 0.0189 0.83×1013

100 TeV 150 m 92747 4.49 0.0173 16.59×10−12 9.21×10−13

200 m 148407 4.27 0.0224 10.37×10−12 5.76×10−13

250 m 246914 6.41 0.0224 6.99×10−12 3.88×10−13

300 m 320910 7.57 0.0265 5.93×10−12 3.29×10−13

350 m 441304 8.05 0.0332 5.34×10−12 2.97×10−13

CTA Req 10.0 0.0255 6.26×1013

CTA Goal 5.0 0.0125 3.98×1013

Table 4.4: Same as Table 4.3 but for GCTS.
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4.10 Conclusion

In this Chapter an overview of GCT as represented within a simulation framework

has been given, followed by a detailed evaluation of its performance. It is apparent

that both the MaPM camera based telescope, GCTM, and the SiPM camera based

GCTS, will meet the required performance as defined by the CTA consortium, at

least in terms of trigger efficiency and charge resolution. In an investigation into

inter-telescope spacing, ranging from 150 m to 350 m, results were presented for both

GCTM and GCTS as part of an initial stand-alone array and as part of a larger array

of telescopes, representing the full SST component of CTA. In all of these a clear

trend is apparent for the sub-arrays in which a larger spacing results in an improved

sensitivity at higher energies, but there is an improved performance in terms of

angular and energy resolutions for smaller spacing. As the choice of telescope spacing

will be based on an optimisation of performance for the full array, it is the sub-array

performance which is of interest here, with the mini-array results providing an insight

into the capability of possible early observations during construction. Therefore, a

summary of results for GCTM and GCTS at energies of 1 TeV, 10 TeV and 100 TeV

for each spacing for the sub array is presented in Tables 4.3 and 4.4. Although it

would be desirable to conclude an optimal spacing from these results, it is clear a

choice must be made including the performance of the MST and LST component

of the array while also taking into consideration the desired science outcomes of

CTA. In addition, the results presented here have not been fully optimised and in

order to fully understand the performance at the highest energies, as is seen by the

required extrapolation method, more background data need to be produced. The

optimisation and additional data production will represent future work within the

GCT Monte Carlo group.



Chapter 5

Muon Calibration for GCT

The following chapter discusses the use of unaccompanied muon showers incident

along the mirror axis as a means of performing absolute calibration of the telescope

efficiency the GCT. Due to the nature of locally-produced muon showers, the im-

age recorded on the camera focal plane is in the form of a ring. By reconstructing

the momentum, direction and impact point the amount of expected light can be

estimated and compared to the observed value, arriving at an idea of the overall

efficiency of the optical throughput of the system. Within CTA, nestled under the

working group focused on common camera calibration facilities, there is a group

representing each telescope type that has been working on muon calibration. Dis-

cussion within that group has been a main source of direction for this work and a

lot of the theory can be found in [69] which in turn is based on [36] (in German).

109
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5.1 Introduction

One of the first measurements that alluded to the presence of a particle that was

electromagnetically similar to the electron, but of greater mass, was in 1937 by Ned-

dermeyer and Anderson in their paper Note on the Nature of Cosmic Ray Particles.

In this, they considered the energy loss of particles occurring in cosmic ray showers

by way of a plate of platinum placed across a cloud chamber. They concluded that

the most likely explanation for the observation was

“That there exist particles of unit charge, but with a mass (which may

not have a unique value) larger than that of a normal free electron and

much smaller than that of a proton. This assumption would also account

for the absence of numerous large radiative losses, as well as for the

observed ionization.” [95]

In the period after this the muon (µ) became the accepted particle responsible

and settled into theory. However, it was only in 1991 that the first muon ring

was observed in an IACT with the Whipple telescope1. In a paper by Fleury and

the Whipple collaboration, they reported the “frequent occurrence of ring shaped

images” [67]. Later, it became apparent that these muon rings could be a useful

source of calibration for Cherenkov telescopes as the light around the ring, along

with the radius of the ring, could be directly related to the muon shower and the

amount of light that would be expected [118].

In this Chapter the use of these muon rings as a form of calibration for GCT

will be investigated. In Section 5.2 some basics about the muons involved will be

given followed by a discussion of the motivation for calibration in Section 5.3. In

Section 5.4 the spectrum of muons will be described, focusing on the model which

is assumed in this work. As mentioned, the Cherenkov light produced by muons

results in a ring image in the camera, and the geometry behind this, which will lead

1As Whipple was a single dish system, triggers from muon events where a much larger problem.

As will be seen later, for telescopes operating in stereoscopic trigger mode these events are not

recorded.
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to a better understanding of the involved parameters, will be described in Section

5.5. In Section 5.6 the theory that allows for the determination of the efficiency of

the system will be given followed by a discussion of the systematics which hinder

this process in Section 5.7. The evaluation of this method through MC simulations

for GCT will be presented in Section 5.8 with a summary of the results and the

determination of the expected rate given in Section 5.9. Finally, as this method

needs to work as the optical system degrades, an investigation into this will be

presented in Section 5.10.

5.2 Muons

In Section 3.3.2 the secondary particles that are produced in cosmic ray air showers

were discussed. The immediate particle of interest here is the lightest known meson,

the pion (π±, π0), and to a smaller extent the kaon (K+), for it is these that are the

main producers of the muon component in an air shower. Recall the proton-proton

collision in which each type of pion can be produced:

p+ p→ p+ n+ π+

→ p+ p+ π0

→ p+ p+ π+ + π−

(5.2.1)

As shown in equation 2.2.3, the neutral pion π0 decays by the electromagnetic

interaction to produce two photons, which can go on to produce a further electro-

magnetic cascade. The charged pions (π±) however, decay almost exclusively into a

negative muon2 and an anti-neutrino or a positive(anti) muon and a neutrino,

π+ → µ+ + νµ, π− → µ− + ν̄µ (5.2.2)

This process happens early on in the shower development and continues until the

the energy of the shower components drop below a certain energy threshold. The

2The decay into both electrons and muons undergo helicity suppression, however the suppression

factor is much smaller for muons due to their large mass [53]
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muons produced have a mean lifetime of 2.2µs, but due to their weakly interacting

properties along with relativistic time dilation, they survive down to sea level. It

is their larger mass, about 207 times that of the electron, that reduces the effect

of electromagnetic interactions such as bremsstrahlung and moves the threshold to

higher energies. This leaves ionisation as the primary energy loss mechanism in the

atmosphere.

The relativistic muon loses energy via Cherenkov radiation which is emitted at

an angle θc given by the velocity of the muon β = v/c and the refractive index n of

the atmosphere,

cosθc(x, λ) =
1

β(x) · n(λ, x)
. (5.2.3)

From this the minimum energy needed for a muon to emit Cherenkov radiation

can be found by realising that β = v/c =
√

1− (Eo/E)2 and that the phase velocity

is required to be greater than the local speed of light (v > c/n):

E(x, λ) >
mµ · c2√

1− 1/n(x, λ)2
. (5.2.4)

The lower bound is defined as the threshold energy Et. Considering only a

population of local muons, it can be assumed that the refractive index does not

change and therefore the energy threshold for a certain site can be calculated, such

as Chile where n=1.00021986 and therefore Et ≈ 5.04 GeV.

5.3 Motivation for Calibration

Although muons can be seen as a source of background, the fact that they produce

a distinctive ring and contain a known distribution of light makes them a valuable

method of calibration that comes at no loss in observation time. In very general

terms, muons allow us to understand losses of Cherenkov light in the telescope.

The amount of light that makes it through the the system is known as the optical

efficiency and it is this that can be monitored in order to improve the understanding

of the performance of the telescope as a whole. Additionally, the light that is
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observed from muons can be used to further study other aspects of the telescope, as

is discussed in the following.

5.3.1 Monitoring Optical Efficiency

The optical efficiency is made up of several contributions:

• Shadowing: There will be a constant amount of light that is blocked by the

secondary mirror, masts and camera. See Section 4.6.1

• Mirror Reflectivity: Depending on the mirror quality, coating and condition

the amount of light that is reflected onto the camera may change with time.

See Section 4.6.1

• Acceptance of Detector/Window: Light may be absorbed by the detector

itself, for example by the glass on the front of a MaPM in GCTM, or in the

window that protects the SiPMs in GCTS. This will also be affected by the

presence of dirt or abrasions. See Section 4.6.2

• Photon Detection Efficiency: The detector modules each have a certain

efficiency with which they convert Cherenkov photons into p.e. within the

camera. See Section 4.6.2

These individual components are combined into a single efficiency,

Ψ(λ) = ψshadow(λ) · ψmirr(λ) · ψacceptance(λ) · ψPDE(λ) (5.3.5)

where Ψ(λ) is the total efficiency that is associated with the telescope and de-

termines the amount of light that will be observed from each muon. Periodic mea-

surements of the number of photons observed from muons compared to that which

is expected reveals any degradation that might have occurred within the optical

system. Such a deterioration is expected to occur over the lifetime of CTA due to

ageing/weathering and will be considered further in Section 5.10. Additionally, by

considering the efficiency as a function of reconstructed angle, any differences in

reflectivity across the mirror can be identified.
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5.3.2 Monitoring the Point Spread Function

In a perfect system, the muon would be focused into an infinitely slim ring or arc.

However, there is a multitude of effects that act to scatter the light from the muon

shower, broadening the resulting image. These can be divided into atmospheric and

instrumental effects (see Section 5.7). By fitting the spread of the light around the

muon ring, as will be described in Section ??, the PSF of the optical system can be

periodically monitored3.

5.3.3 Monitoring Flat Fielding

Together with the total light received within the muon ring, the muon light intensity

can be calculated on a pixel by pixel basis. The pixel efficiency derived from this

should be comparable to the flat fielding obtained from instrumental methods such

as the LED flashers [42], part of the calibration system for the GCT camera, a

comparison that was also made with the H.E.S.S. telescopes [84].

5.4 Muon Spectrum

The vertical cosmic ray muon spectrum has been measured by a multitude of ex-

periments and is well understood. The most comprehensive parametrisation of the

muon spectrum comes from [73], where 25 different data sets of measured atmo-

spheric muon flux above 10 GeV are taken4 and a theoretical modelling from [40] is

applied. The most basic level describes the shape of the spectrum as a function of

momentum,

3Assuming that the atmospheric effect will be constant over a long enough baseline or is known

through measurements
4See appendix of [73] for a full description of these data sets
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F (y) =10H(y)m−2sr−1s−1GeV−1 with

y =log10(p/GeV)

H(y) =0.133 · (y3/2− 5y2/2 + 3y)

− 2.521 · (−2y3/3 + 3y2 − 10y/3 + 1)

− 5.78 · (y3/6− y2/2 + y/3)

− 2.11 · (y3/3− 2y2 + 11y/3− 2),

(5.4.6)

where F (y) is the flux, H(y) is the spectral index and y is the log of the muon

momentum p. There are however several factors that can affect the muon spectrum

which will be discussed.

Geomagnetic Effect

The muon has the same electromagnetic properties as the electron, therefore it is

clear that there could be some deflection effect from the Earth’s magnetic field.

For the simulated site in Chile the magnetic field is defined with the corresponding

components:

Bx = 21.325 µT Bz = −8.926 µT, (5.4.7)

where Bx is the magnetic field strength in the direction of magnetic north and Bz

is the vertical component. In corsika, the angle of deflection, defined as α, of a

particle with momentum p in the magnetic field B is given by:

α ≈ lZ
−→p ×

−→
B

p2
, (5.4.8)

where l is the path length and Z is the charge of the particle. As muons are about

200 times more massive than electrons, the deflection effect is largely reduced. This

is confirmed by simulating a set of on-axis muon events and measuring any deviations

in the camera image. For the magnetic field strength defined here, the effect seen

is negligible, consisting of a maximum deviation of around 0.15◦ (roughly a pixel

width) at the lowest energies (5-10 GeV).
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Figure 5.1: Theoretical Flux for a selection of example altitudes where the shape is based on

equation 5.4.6 and scaled with height according to equation 5.4.9. F(E) represents the unscaled

flux.
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Altitude

The altitude at which the muons are observed will have an effect on the measured

flux. In this work, the correction factor which is applied to Equation 5.4.6 is taken

from [73] and can be expressed as

F (h) = F (0) · exp(h/L) with

L = 4900m + 750m · p/GeV
(5.4.9)

where h is the altitude of the observatory. Several examples can be seen in

Figure 5.1. In addition to the selection of the observation altitude, as the muons

are assumed to have originated within a hadronic air shower, the maximum starting

height must be defined. In order to simulate events that will be visible to the

telescope, the maximum height is set in such a way that a muon impacting on the

edge of the mirror of radius R will be contained within an image,

hmax = 2R · cot(θc) . (5.4.10)

therefore resulting in an injection height of hinj = hobs + hmax. In corsika

the maximum starting height is set by the parameter FIXCHI which is defined

in g/cm2 mass overburden. This is calculated using the code available with the

corsika simtelarray software package eval atmo which takes the atmospheric

profile and maximum radius on the ground, in this case the diameter of the primary

mirror, and returns the FIXCHI parameter. For a GCT in Chile this corresponds to

758.782 g/cm2, or a maximum height of 2.579 km a.s.l (429 m above the telescope).

Zenith Angle

It is expected that there will be a difference in the muon spectrum depending on

the zenith angle at which the measurements are being taken. In most published

muon spectra data sets, only vertical muons are considered [73]. It is foreseen that

the observing strategy for CTA will require that muon calibration data be taken

during normal operation and therefore at a range of zenith angles. This effect will

be considered in future work once it is shown that in the simplest on axis mode, the

muon calibration method is feasible for all telescope types.
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5.5 Muon Air Shower Geometry

In an electromagnetic air shower, the resulting Cherenkov radiation is a combination

of many emitting particle tracks that roughly follow the direction of the parent

particle. In the case of hadronic showers, due to the inelastic scattering involved in

the collision of a proton with an atmospheric nucleus, the resulting particles have

a large enough transverse momentum to escape the main component of the shower.

Therefore it is possible to observe unaccompanied muons and their resulting cone

of Cherenkov radiation. To better understand the muon calibration method, it is

important to consider the geometry of the muon and telescope, and how these result

in a ring in the focal plane.

For simplicity, let us consider an on-axis muon observed by a single mirror tele-

scope. In Section 5.1 it was shown that, if the muon is above a given energy thresh-

old, it will emit a parallel beam of Cherenkov light at an opening angle θC . Assuming

the track is short, the energy loss due to ionisation and change in the refractive in-

dex are negligible and therefore θC can be treated as constant. In the case where

the true direction of the muon impacts the telescope primary mirror, as in Figure

5.2 a), the light beams emitted at an angle θC along the track of the muon which

are incident on the mirror will be focused onto the camera focal plane. The light

along each radial path from the centre of the mirror to the edge will be focused

onto a single point, resulting in a ring of constant magnitude about the centre of

the camera.

If a muon impacts the mirror with an impact distance ρ, which is less than the

mirror radius, but is travelling parallel to the axis of the telescope, such as in Figure

5.2 b), then the amount of light along each radial path of the mirror is no longer

constant. Instead it will vary as a function of φ, where the maximum intensity is

defined to occur at φo. This modulation will be discussed further in Section 5.8.6. It

should now be easy to see, that in the case where the true direction of the muon does

not impact the mirror, as in Figure 5.2 c), the resulting image will be an incomplete

ring, consisting of an arc that represents the radial paths that do intersect with the

mirror.

As a last consideration, as it is not expected that only on-axis muons will be
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Figure 5.2: Figure showing the muon shower geometry and how the imaged Cherenkov light results

in a ring in the focal plane in the simplified case of a single mirror telescope. a) For an on axis

muon, the light is radially focused onto a point on the focal plane. Taking into account the rotation

about the shower axis this results in an even ring around the centre of the focal plane. b) A muon

impacting off axis but within the mirror. In this case some radial paths from the shower core will

cover larger sections of the mirror, resulting in a brighter section of the ring in the focal plane. c)

Muon landing outside of the mirror; same as b) above but now some radial paths from the muon

axis do not intersect with the mirror. d) Muon axis is offset from the telescope axis, resulting in a

shift of the ring in the focal plane. Image adapted from [49].
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Figure 5.3: Figure adapted from [36] introducing the parameters required for muon analysis. Left:

Incident muon geometry where i is the inclination angle from vertical of the muon track and α

indicates the direction. R is the radius of the primary reflector, ρ is the impact distance of the

muon relative to the centre of the primary and φ0 is the angular offset of the maximum intensity

of the ring from the horizontal plane of the camera. Middle: Resulting projection on the camera

focal plane, where i, α and φ0 can be obtained from the ring and θC is the Cherenkov angle. Right:

modulation of the light around the ring from which the shift φ0 in the maximum intensity can be

seen and the shape is used to determine the impact distance ρ (See Section 5.8.6).
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observed, the effect of an angular offset of the muon’s true direction must be under-

stood. In Figure 5.2 d), a muon track intersects with the mirror but at an incident

angle of i. In this case the light along each radial path on the mirror is still focused

onto a point, but this point will be offset. The total offset of the ring in the camera

is given by the angle of incidence of the relativistic muon. A better understanding of

the parameters introduced here can be obtained from Figure 5.3, which is adapted

from [36].

5.6 Determining Muon Efficiency

Muon calibration relies on the idea that the expected amount of Cherenkov light

produced by an unaccompanied relativistic muon can be calculated. In the previous

section, the geometry of the muon shower and why this results in a ring was de-

scribed. In this section, it is now the light within that ring that will be considered,

which can be calculated using the Frank-Tamm formula. The number of Cherenkov

photons emitted Nem, within the wavelength range λ1 and λ2, as a function of φ,

the angle that governs the lateral distribution of the Cherenkov light, and x, the

path length of the muon is given by:

d2Nem

dxdφ
= α

∫ λ2

λ1

(1− 1

β2(x)n2(λ, x)
)

1

λ2
dλ photons · m−1 · rad−1, (5.6.11)

where α is the fine structure constant and β is the velocity of the muon divided

by speed of light in a vacuum. The equation for the Cherenkov angle has already

been presented in Equation 5.2.3; substituting into equation 5.6.11 and assuming

the refractive index to be constant5, the following is obtained:

d2Nem

dxdφ
' α · sin2θc · I, (5.6.12)

where the wavelength dependent component has been abbreviated into a single

factor, the assumed Cherenkov spectrum produced from muons:

5This is valid if it is assumed that the muon light is produced locally, which is required if we

are to observe complete rings.
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I =

∫ λ2

λ1

1

λ2
dλ. (5.6.13)

From here, the total light along the radial length of mirror needs to be calculated,

introducing the total path length L along which the muon is visible within the

camera. If the muon was incident directly in the centre of the mirror, this would

equate to L = R/tanθc. However, if there is any deviation by ρ, the path length

will differ from R as a function of the azimuthal angle φ. This correction is defined

as D(ρ, φ− φo) where, for a single mirror system this is:

D(ρ, φ− φo) =

2R
√

1− (ρ/R)2sin2(φ− φo) for: ρ > R

R[
√

1− (ρ/R)2sin2(φ− φo) + ρ/Rcos(φ− φo)] for: ρ 6 R

The additional corrections needed for a two mirror system will be described

in Section 5.8.6. Now, the equation for the number of photons observed can be

expressed as,

dNobs

dφ
(ρ, φo) ' α · sin2(θc) · L · I · T

' α

2
· sin(2θc) ·D(ρ, φ− φo) · I · T

(5.6.14)

where the important correction factor, T , has also been introduced. This is

the transmission of the atmosphere which accounts for the molecular and aerosol

extinction of the Cherenkov photons emitted as part of the shower. This has been

considered as part of the site studies for CTA and within the muon working group,

where a value has been derived for each telescope. In the case of GCT, the weighted

transmission is expected to be Ttotal = 98.9% (See Section 5.7.2).

The final factor that needs to be introduced is the efficiency of the system to

observe Cherenkov light from muons,

εµ =

∫ λ2

λ1

Ψ(λ)

λ2
dλ /

∫ λ2

λ1

1

λ2
dλ (5.6.15)

where Ψ(λ) is the combined efficiency as expressed in equation 5.3.5. Including

this in equation 5.6.14 allows the complete expression for the number of photons

observed around the ring to be derived:
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dNobs

dφ
(ρ, φo) =

α

2
· sin(2θc) ·D(ρ, φ− φo) · I · T · εµ. (5.6.16)

From this the efficiency of the system for each muon observed can be extracted.

It must, however, be made clear that this is the efficiency of the system to detect

light from a muon and will not be exactly the same as that for a gamma ray which

can be expressed as

εγ =

∫ λ2

λ1

Ψ(λ) · Tγ(λ)

λ2
dλ /

∫ λ2

λ1

Tγ(λ)

λ2
dλ, (5.6.17)

where again Tγ(λ) is the transmission, which can not be treated as simply as

local muons and depends on the initial emission height of the shower particle. The

implication of this is that there is a requirement to somehow monitor the conversion

factor,

Cµ→γ =

∫ λ2

λ1
Ψ(λ) · Tγ(λ)

λ2 dλ∫ λ2

λ1

Ψ(λ)
λ2 dλ

·
∫ λ2

λ1

1
λ2 dλ∫ λ2

λ1

Tγ(λ)

λ2 dλ
, (5.6.18)

which would preferably require periodic investigation into the spectral response

of the telescope system via the use of, for example, different coloured LEDs in a

separate calibration unit. Investigations on this are ongoing and are not considered

further in this work. Instead a focus is given to obtaining the muon efficiency for

the telescope system.

5.7 Systematic Effects

Having described the theory behind muon calibration, it is now important to revisit

the systematic effects that occur and necessitate the need for such a method. In

general, these can be divided into two main groups. Those that arise from the

instrument itself and those that are a result of the atmosphere, which for Cherenkov

telescopes can be thought of as an extension of the telescope.
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Figure 5.4: The Cherenkov light spectrum from gamma-rays (dashed) and muons (solid) convolved

with the optical efficiency of GCTS (left) and GCTM (right). For the gamma-rays, the showers were

set to originate from 10 km. In the case of GCTM, two sets of data are shown for two different

MaPM devices. The H12700A-03 (current configuration) and H10966A-100 (Similar device but

without enhanced UV sensitivity)
.

5.7.1 Instrumentation Effects

Chromatic Degradation

Due to the average emission height and the effect of absorption of Cherenkov radia-

tion from the atmosphere, the spectra from muons and gamma-rays differ, see Figure

5.4. Due to this, if the telescope system undergoes any degradation of efficiency that

is wavelength specific, then there would be a possible and potentially unidentifiable

change in the muon to gamma efficiency conversion factor Cµ→γ. This is has been

considered by the CTA muon working group which has derived the requirement that

“The optical elements of the telescope (mirrors and camera) must be

chosen such that the part of the Cherenkov light spectrum from local

muons, which stems from wavelengths below 290 nm, must contribute by

less than 5% to the observed muon image size, where size is understood

as the sum of all photo-electrons contained in the ring image.” [B-xST-

1500]

The value of 290 nm is chosen as the cut as it is below here that the Cherenkov

light from gamma-rays becomes nominal. In Figure 5.4, it can be seen that GCTS
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will meet this requirement, as the amount of light below 290 nm makes up only 2.72%

of the total. However for GCTM, with the current configuration using the Hama-

matsu device H12700A-03 (see Section 4.6.2), there is significant efficiency below

290 nm, contributing 14.66%. This is due to the quoted improved UV sensitivity of

that particular device, achieved with an improved glass material. If instead a device

with a more traditional window material is considered, such as the H10966A-100

which is also shown in Figure 5.4, the requirement can be met as the total contribu-

tion is reduced to 4.5%. It is therefore clear that the choice of detector for GCTM

must be considered carefully in order to obtain the optimal results while remaining

within requirements.

Primary Shower in image

Muons are produced within cosmic ray showers and therefore the image may contain

traces of the parent shower. Additionally, since Cherenkov telescopes nearly always

run in stereoscopic mode, in which two or more telescopes are required to trigger,

it is likely that in this mode it would be only these contaminated events that are

recorded. The muon events that would be required for calibration would not trigger

more than one telescope by themselves. To overcome this, some experiments, such

as H.E.S.S. periodically perform dedicated muon runs with a mono trigger [49].

However for CTA it is required that each telescope (excluding the LST) must be

able to flag potential muons from uncalibrated data with an efficiency of at least

90% above 20 GeV. This would create an effective override to the stereo trigger.

Current work by members in other SST telescope groups indicate that this should

be achievable. This has yet to be evaluated for GCT but will be investigated in

future work.

Pixel Baseline

An accurate estimation of the number of p.e., and therefore the efficiency, from the

image requires a good knowledge of the calibrated pixel baseline. This baseline can

vary over time and temperature, the latter being even more important for GCTS,

as the performance of silicon can be heavily affected by changes in temperature.
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Although it is expected that this should be controllable and the pixel baseline will

be known to at least a value of 0.2 p.e., it is possible to monitor this baseline with

muons. By measuring the off ring pixel intensity, any changes to the baseline should

become apparent.

Non-uniformity of Camera and Mirrors

So far only a uniform degradation of the system has been considered, however it

is possible that there might arise a case where parts of the camera or mirrors, for

example, deteriorate faster than the whole of the system. For example, if one of the

six petals in the GCT primarily reflector has a reduced reflectivity compared to the

rest, this could affect the reconstruction of the expected number of p.e. observed.

However, if the mean efficiency as a function of φ0 is measured, signs of a gradient

indicating non-uniformity in the system could be identified.

5.7.2 Atmospheric Effects

Atmospheric Broadening of Ring images

As the muon passes through the atmosphere, it will undergo scattering from molecules

and aerosols within the atmosphere. Each interaction causes the muon to lose energy

to the atomic potential/charge of the atom responsible for the scattering. Initially it

was assumed that a relativistic muon will produce Cherenkov radiation at a constant

angle. From equation 5.2.3 it can be seen that if the muon were to lose energy, the

Cherenkov angle would decrease. This therefore leads to a blurring of the muon ring

as it is eventually seen within the camera. In addition, the muon will lose energy

through ionisation which will result in the same effect.

In equation 5.2.3 it can be seen that the Cherenkov angle is also governed by the

refractive index. Although the muon showers considered here are produced locally,

there will still be some effect of variations of the refractive index which will again

add to the broadening of the ring.

These effects, along with the discrete pixel width of the camera and the PSF of

the instrument, lead to a final spread of the light along the ring which is defined
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as the Arcwidth. An attempt to monitor this from data will be discussed in section

5.8.5.

Atmospheric Transmission

A fraction of Cherenkov photons that are produced by the muon will undergo ex-

tinction from the atmosphere. The remaining fraction of light is governed by the

atmospheric transmission which in turn consists of molecular and aerosol compo-

nents. This can be very generally expressed as

T (r, λ) = exp[−
∫ r

0

αmol(x, λ) + αaer(x, λ)dx] (5.7.19)

where r is the distance from the telescope, αmol and αaer are the molecular and

aerosol extinction factors. This is then integrated over the path length over which

the muon emits light in order to find the total transmission.

It has been shown in [69] that the transmission values for GCT at the southern

site in Chile, weighted to the Cherenkov spectrum, equate to Tmol = 0.995 and

Taer = 0.992 leading to a total atmospheric transmission of 0.987. However, there

will be a variation in this factor depending on weather conditions. Therefore, in order

to maintain a correct value for the transmission, alternative methods to monitor

atmospheric conditions must be employed.

5.8 Evaluation of Method with MC Simulations

In order to study whether GCTM and GCTS will be able to efficiently trigger

on “usable” muon rings, such that they can be reconstructed accurately, Monte

Carlo simulations of unaccompanied local muon events using corsika have been

performed. Using the atmospheric parameters specific for the CTA southern site in

Chile located at 2150 m a.s.l., 1× 106 µ− between 6 GeV and 300 TeV originating

within the camera field of view (half angle of 4.7 degrees) were generated. While

the generic equations presented in Section 5.4 for the muon spectrum cover both µ−

and µ+, it is noted that the differences do not appear within the simulations and

therefore it is assumed that the data set can be treated as a sum of µ− and µ+.
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Figure 5.5: Distribution of the number of p.e. and pixels in each image for GCTS. These are what

remains after the tail-cuts and are used later in the ring fit.

The generated muon showers were scattered over an area a little over twice the

radius of the primary reflector, such that the maximum distance from the telescope

would be 4.4 m. The telescope configurations for this chapter are the same as

presented in detail in Section 4.6.

5.8.1 Pre-Selection Cuts

In order to reduce the data set and remove events which would end up being unus-

able, several initial cuts were considered.

Tail Cuts

As a first step, the pixels within the camera that will be part of the muon ring

image must be selected. This is done using tail-cuts which add pixels to an image

if the pixel has at least n p.e. and has a neighbouring pixel with at least m p.e.. In

order to select the most image pixels within the ring, without including any large

fluctuations from the NSB, it was found that initial values for GCTM were 3 and

6, while for GCTS which has a larger contribution from NSB, higher cuts of 4 and

8 were required. The values presented here are only best estimates and will need

optimising in the future.
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Number of photo-electrons and Image Pixels

Previous muon calibration methods have discarded events consisting of only a small

arc or with a small radius, as the small number of pixels would result in larger errors

on the reconstructed parameters. As an initial choice, a cut of 10 pixels with at least

40 p.e. post tail cuts was chosen. While the p.e. cut may have a minimal effect,

the pixel cut removes a large proportion of events that would likely provide poor

reconstructions, see Figure 5.5.

5.8.2 Energy Reconstruction, Circle Fitting

Once a reasonable data set has been obtained, the geometric ring that the muon

creates within the camera focal plane must be reconstructed. Fortunately the need

for fitting circles/arcs has been well studied in many fields and represents one of the

most basic tasks in pattern recognition. For the purpose of fitting muon rings, the

algebraic algorithm proposed by G. Taubin [114] is used6.

The basis of the Taubin fit is the minimisation of the equation,

FT =

∑n
i [(xi − a)2 + (yi − b)2 −R2]2

4n−1
∑n

i [(xi − a)2 + (yi − b)2]
(5.8.20)

where xi and yi are the individual data points, n is the total number of points,

and a and b are the x and y coordinates of the centre of the circle and R is its radius.

For the full data set, the fitting algorithm is applied to each image, returning

the ring centroid and radius. Here further cuts are applied to obtain better quality

rings that are usable for further analysis.

5.8.3 Post Fit Cuts

The cuts based on the geometrical fit to the muon ring have been chosen by the

muon working group within CTA. Unlike the previous cuts, these can be seen as

telescope independent.

6The generic algorithm used can be found at http://uk.mathworks.com/matlabcentral/fileexchange/22678-

circle-fit–taubin-method- and was adapted to work within read cta.
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Figure 5.6: Reconstructed radius (top) and resolution (bottom) as a function of energy for GCTS

before pixel and p.e. cuts (left) and after cuts (right). On each plot the cuts on the reconstructed

radius are also been shown. As can be seen, these are of little significance after the other cuts have

been applied.

Reconstructed radius limit

From equation 5.2.3, the expected muon ring radius can be calculated as a func-

tion of energy. For the chosen site and the simulated energy range, the minimum

Cherenkov angle should be 0.66 degrees at 6 GeV. As the energy the muon increases

the Cherenkov angle tends towards a value of 1.201 degrees. Therefore a range of

acceptable reconstructed radius values was set to be between 0.5-1.5 degrees. The

effect of this can be seen in Figure 5.6, where, without the presence of other cuts,

there is a large spread in the reconstructed radius.

Edge cut

To remove undesirable effects arising from artefacts (inefficiencies and aberrations)

at the edge of the camera, muons with a reconstructed ring that passes through the

outer 0.3◦ of the camera are rejected7. For GCT this corresponds to a condition of,

7This is the same for each telescope. The pixel field of view will determine the amount of the

camera edge that will be excluded.
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Figure 5.7: Effect of Edge cut: Distribution of events before (left) and after (right) the edge cut.

√
x2
c + y2

c +Rreco < FoV − 0.3◦ (5.8.21)

where (xc, yc) are the coordinates of the centre of the ring and Rreco is the

reconstructed ring radius. This can be seen in Figure 5.7, where the left panel

shows the limit of the “usable” camera area and the right panels show the effect of

the cut on the distribution of the ring centre coordinates.

5.8.4 Selection Efficiency Post Cuts

In Figure 5.8, the effect of each of the individual cuts that have so far been presented

is shown. To better understand the effects of each cut, only events landing within

the primary mirror are considered here, as it will be shown in Section 5.8.6 that the

events outside will be rejected. It can be seen that the cut on the number of pixels

(GCTS) and the edge cut currently remove the largest number of events, with all

cuts removing around ∼70% of events.

5.8.5 Ring Broadening, Fitting Arcwidth

Once a good fit for the muon ring has been obtained and post fit selections per-

formed, the distribution of light can be investigated. Due to a combination of

secondary effects (See Figure 5.11), with the main component coming from mirror
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Figure 5.8: Selection Efficiency of muon events for each individual cut presented so far, along with

the total selection efficiency.

aberrations, there is a blurring of the muon ring. For GCT, this broadening results

in the light being distributed over more than one pixel. In previous experiments

such as MAGIC, this broadening effect has been used to monitor the instrument

PSF [70]. It is therefore desirable to investigate whether this method would be

possible for GCT.

The broadening effect can be seen as a Gaussian smoothing along the radial dis-

tribution of the ring, where the parameter Arcwidth is now defined as one standard

deviation of that Gaussian. In order to obtain the Arcwidth for a muon ring, the

pixel data within ±0.26◦ of the ring radius is taken. This is then divided into a num-

ber of bins depending on the radius of the ring, such that nbins = 25 · (Rreco/1.2).

The data in each of these bins are then fitted with a simple Gaussian of the form

dN

dr
= a · exp

−(x−x0)2

2σ2 , (5.8.22)

where a is the amplitude, x0 is the offset and σ is the ArcWidth (see Figure

5.9 for an example). By taking the Arcwidth value for each fit within the data set,

an indication of the PSF can be derived. An initial view of this can be seen in

the top left of Figure 5.10. However, a tighter data selection may produce a more

representative indication for the PSF. For example in Figure 5.11 the individual
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Figure 5.9: Determination of Arcwidth from equally spaced φ bins around the ring. A Gaussian

fit is applied to each bin and the width is recorded.
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Figure 5.10: Top left: Distribution of the mean Arcwidth in each image for GCTS. Top right:

Arcwidth compared to the reconstructed radius, analogue to Figure 5.11, where for larger rings

(and therefore higher energies) the main effect comes from mirror aberrations. Bottom: PSF

derived from ray-tracing for GCT from [25].
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Figure 5.11: The individual components that contribute towards the blurring of the muon ring as

calculated for GCT in [69]

components that lead to the ring broadening effect can be seen. It is clear that their

effects are dependent on the ring radius (and therefore the energy of the muon). In

Figure 5.10 the Arcwidth has been binned for different θC values, and for reference

the PSF derived from ray tracing of starlight has also been included [25]. It can

be seen that for larger muon radii, the Arcwidth approaches the expected on-axis

PSF of GCT, which Figure 5.11 shows should be expected as the mirror aberrations

become the dominant factor in the ring broadening.

5.8.6 Reconstructing Impact from Modulation

The final step required in the modelling process once again considers the distribution

of light in the muon ring, this time concerning the modulation of light. Recall

Figure 5.2, in which it was shown that the geometry of the relativistic muon track

results in an asymmetric amount of light within the ring as a result of the different

path lengths integrated over the primary mirror. By correctly modelling this light

profile the impact position of the muon and therefore the muon efficiency can be

reconstructed.

Returning to equation 5.6.16 in which the number of observed photons along
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Figure 5.12: Modelling the modulation of light along the muon ring for three different cases: Left,

muon lands with an impact distance less than the radius of the secondary; Middle, the muon

lands with an impact distance between the radius of the secondary and the primary; Right, muon

lands with an impact parameter greater than that of the primary. Top row shows each radial path

crossing the mirror with the bottom row showing the resulting modulation around the ring. Red

indicates an effect from shadowing of the secondary mirror.
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the the ring, dNobs/dφ is described as a function of ρ, the impact distance, and the

angle with which the ring is traversed, φ. For now consider only the element that

concerns the impact distance directly, D(ρ, φ), which for a single mirror system can

be expressed as

D(ρ, φ− φo) =

2R
√

1− ( ρ
R

)2sin2(φ− φo) for: ρ > R

R[
√

1− ( ρ
R

)2sin2(φ− φo) + ρ
R

cos(φ− φo)] for: ρ 6 R

(5.8.23)

where R is the radius of the primary mirror. However, in two mirror systems

such as GCT, the effect of shadowing by the secondary mirror, the radius of which

shall be defined as R′, needs to be accounted for. For simplicity, consider only the

case of on-axis muons; the effect of larger inclination angles acts to shift the position

of the muon ring on the focal plane, therefore changing the region of shadowing. For

small inclination angles the shadowing is still contained within the primary mirror

as long as

∆m sin(i) < R−R′, (5.8.24)

where ∆m is the distance between the secondary and the primary mirror and i is

the inclination of the muon. With the defined viewcone it is not expected that this

will be exceeded. For the shadowing component, the definition of the path D(ρ, φ)

as the chord that traverses the mirror unaffected by shadowing is retained and the

term D′(ρ, φ) for areas that are affected is introduced, leading to a total effective

distance that participates in focusing light as C = D−D′. An important parameter

that will help distinguish between different cases is d, the perpendicular distance

from the centre of the mirror to the line D, which is defined as:

d = ρ sin(φ). (5.8.25)

In order to account for the secondary mirror, the three general conditions ρ < R′,

R′ < ρ ≤ R and ρ < R must now be considered.
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Impact within secondary

Recall in the case of a single mirror system, with ρ 6 R, the expression for the path

length was given as

D(ρ, φ) = R[
√

1− (ρ/R)2sin2(φ) + (ρ/R)cos(φ)] (5.8.26)

which now gives the unobstructed component for the path distance. From this

it is easy to conclude that the shadowing component should be similar, but instead

substituting the radius of the secondary, R′:

D′(ρ, φ) = R′[
√

1− (ρ/R′)2sin2(φ) + (ρ/R′)cos(φ)] (5.8.27)

where the total distance is C = D−D′. An example can be seen in the two left

panels of Figure 5.12.

Impact between secondary and primary

If the muon now falls within the range R′ < ρ ≤ R the term for D(ρ, φ) remains the

same as in equation 5.8.26.

For the shadowing component there are now two possible situations. Firstly if

the path does not traverse the secondary then only C = D need be considered,

which happens if the condition d > R′ is satisfied. In the alternative case, where the

path is once again affected by shadowing, D′(ρ, φ) will be the same as the ρ > R

case in the single mirror system,

D′(ρ, φ) = 2R′
√

1− (ρ/R′)2sin2(φ) (5.8.28)

Where again the total path length is set as C = D−D′ which can be expressed

more generally as

C =

R[
√

1− (ρ/R)2sin2(φ) + (ρ/R)cos(φ)] for: d > R′

R[
√

1− (ρ/R)2sin2(φ) + (ρ/R)cos(φ)]− 2R′
√

1− (ρ/R′)2sin2(φ) for: d ≤ R′

(5.8.29)
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This case can be seen in the middle two panels of Figure 5.12 where the paths

affected by shadowing are marked in red.

Impact outside of primary

In the final case, where the muon track misses both mirrors, there now exist three

situations depending on d. If the path does not traverse the secondary then the

situation is the same as with the one mirror system. If instead the path intersects

with the secondary then the same case is obtained for D′ as in equation 5.8.28.

Lastly, if the path does not cross the mirror at all then C = 0. This can be

expressed as,

C =


2R
√

1− (ρ/R)2sin2(φ) for: d > R′ and d < R

2R
√

1− (ρ/R)2sin2(φ)− 2R′
√

1− (ρ/R′)2sin2(φ) for: d ≤ R′

0 for: d > R

(5.8.30)

where again an example can be seen in the right two panels of Figure 5.12.

Applying Models to Data

The corrected models for a two mirror system now need to be applied to the data in

order to retrieve the impact parameter ρ along with the efficiency ε. To achieve this

all pixels that are ±0.5×Dpix of the muon ring are retrieved. These data are then

fitted with equation 5.6.16 including a scaling factor to normalise to the individual

pixel level such that the result can be compared to the observed values:

dNobs

dφ
(ρ, φo) =

α

2
· ω
θc
· sin(2θc) ·D(ρ, φ− φo) · I · T · εµ (5.8.31)

where ω is the pixel field of view. In the fit, the parameters φo, ρ and εµ are left

free. An example of the fit can be seen in Figure 5.13. The resulting reconstructed

impact parameter resolution can be seen in the left panel of Figure 5.14. From this it

is clear that the current method of cut selection is not optimal. For events that land

within the radius of the secondary mirror there seems to be an obvious difficulty in
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Figure 5.13: Fit of 5.8.31 to the binned pixels within ± 0.5◦ of the ring. Here the fit returns an

impact distance of 2.06 m compared to the simulated distance of 2.13 m.
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Figure 5.14: Left: Impact distance resolution as a function of simulated impact distance. Right:

Trigger efficiency as a function of simulated impact distance where a severe drop past the 2 m

radius of the primary can be seen. These include the edge cut, number of pixels >10, number of

p.e. >40, and radius cut
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Figure 5.15: Left: Distribution of the efficiency, ε, along with the theoretical gamma efficiency

calculated from the telescope configuration. Right: Distribution of the total number of p.e. from

pixels retained after the tail-cut and the total returned from equation 5.6.14.

reconstructing the impact parameter. For events landing outside the primary mirror

there is an increasing bias. In the right panel of 5.14, it can be seen that there is

a flat trigger efficiency for events with an impact parameter less than the radius of

the primary which tails off for events outside. It is therefore desirable to include a

cut that rejects events that land outside of the primary mirror.

Continuing with the current method and cut selection, but now including a cut

on impact distance of ρ < R, the obtained muon efficiency is now considered. In

Figure 5.15 the distribution for the derived efficiency and the predicted number of

p.e. for both GCTM and GCTS can be observed. From this it is determined that

the efficiency, calculated from the muon reconstruction, of GCTM is (20.49±3.25)%

and (23.50±3.50)% for GCTS (where the errors are one standard deviation of a

Gaussian fit to the distribution). Using the inputs for the configuration files used

in the simulations, it is possible to determine a theoretical efficiency against which

this can be compared. For this, the program testeff, available with the cor-

sika simtelarray package, is used. Effectively it combines all the efficiency pa-

rameters such that
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Figure 5.16: Expected rate of usable muons (passing all cuts) for GCTS, calculated using equation

5.9.33.

εtheory = T · εshadow · εmirr · εacceptance · εPDE (5.8.32)

where the efficiencies are as described in Section 4.6 and have been evaluated

here between 300 and 600 nm. From this it was determined that the theoretical

efficiencies for GCTM and GCTS are 17.68% and 25.06% respectively and while

these agree within one standard deviation of the reconstructed efficiency it seems

that there is some bias that is introduced by the current reconstruction algorithm.

This can be seen better by considering the distribution of the metric (εµ(reco) −

εµ(theory))/εµ(theory) which can be seen in Figure 5.16. Whether or not the bias is

inherent to the telescope system or the fitting algorithm is unclear and will be

investigated in future work. However, as long as its level is understood, it can be

taken into account. The level of the bias is seen as an overestimate in the case of

GCTM by 15.75% and an underestimate of 6.35% for GCTS.
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GCTM GCTS

Rategood [Hz] 0.42 0.42

tobs [min] 15.99 15.98

εµ 0.21 0.24

εRMS [%] 18.27 13.91

εBias [%] +15.75 -6.35

Table 5.1: Results obtained from Muon Analysis for events passing all cuts. Placing a cut on

impact distance, such that events landing within the primary mirror, results in only complete

rings being included.

5.9 Expected Rates and Summary Results

As a final part of the muon analysis it is important to know how long it will take

to observe enough usable muon events (those passing cuts) with which a reliable

calibration of the system can be performed. Therefore, using knowledge of the muon

spectrum from Equations 5.4.6 and 5.4.9 and with the trigger efficiency shown in

Figure 4.17 the expected rate can be calculated, using:

ERgood =

∫ ∞
0

F (E, h) ·R2
imp · π · 2π · (1− cos(θmax)) · η(E)dE, (5.9.33)

where F (E, h) is the muon flux, Rimp is the maximum simulated impact radius,

θmax is the maximum simulated zenith angle (viewcone) and η(E) is the overall

trigger efficiency. Applying this to the data, an expected rate of ∼0.42 Hz is found

for GCTM and GCTS. An initial estimate for the number of events required in

order to derive the efficiency parameters was presented in [69] based on [36]. For

an SST this was assumed to be 400 muon rings in order to obtain a RMS error on

the efficiency of less than 20%, which corresponds to an observation time of around

16 minutes, easily achievable within a night. A summary of the final results can be

seen in Table 5.1. While the results suggest muon calibration will be possible for

both GCT configurations, it is only applicable if the method holds in the case of a

deteriorated system, which will be the focus of the final section.
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5.10 Monitoring System Degradation

One of the main goals of using muons as a form of calibration is to monitor the effi-

ciency of the telescope system. Here it is investigated whether the method presented

in this Chapter can still be used as the efficiency deteriorates. This loss in efficiency

is expected to occur in multiple telescope elements over time, but, for simplicity this

work has assumed that they can be combined and expressed as a loss of reflectivity

in the mirrors8. In order to perform this evaluation, a similar data set to the one

used in the rest of this Chapter was produced with corsika. However, considering

the drop in trigger efficiency for events falling outside the radius of the primary

(recall Figure 5.14) and assuming those that do trigger can be rejected with a cut

on reconstructed impact distance, only events landing within the primary mirror

have been simulated. This increases the proportion of the data that is usable. The

CORSIKA showers were then parsed to 10 instances of sim telarray, each with

an incremental increase in optical efficiency (from 1.0 to 0.1). For each of the data

sets produced for both telescope configurations, the method described in Section 5.8

was applied.

In Figure 5.17, the resulting selection efficiency can be seen. For each configura-

tion and for each level of deterioration it can be seen that, apart from at the lowest

energies, there is no strong energy dependence to the selection efficiency. For both

GCTM and GCTS, this also stays relatively constant up to around a 60% system

optical efficiency. This consistency is important as, in order to perform calibrations

from muons, the same population of muons must be sampled. Carrying this forward

and using the selection efficiencies, the expected rate of good events can be evaluated

for each level of mirror degradation, the result of which can be seen in the left panel

of Figure 5.18. Compared to the results obtained earlier, the rate achieved for a fully

operational system here is slightly larger at ∼0.47 Hz. This arises from considering

only those muons landing within the primary radius, whereas in the former case

8Unless a more durable coating has been applied to the mirrors, it is assumed that this will

comprise the major source of deterioration within the system. This is applied in the simulations

with use of the sim telarray parameter MIRROR DEGRADED REFLECTION
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Figure 5.17: Selection efficiency of events passing all cuts for each level of degradation and each

configuration.
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there will have been events which were reconstructed with a larger impact distance

and therefore were rejected. With an improved algorithm for reconstructing the

muon rings it can be expected that rates up to 0.47 Hz may be achievable.

In the right panel of Figure 5.18 the derived muon efficiency for a given optical

efficiency is shown. There is a clear linear trend for both GCTM and GCTS. Con-

sidering the expected usable muon rate, it can be seen in Figure 5.18 that for GCTM

the rate stays relatively constant down to an optical efficiency of 70% while GCTS

is consistent only at optical efficiencies above 80%. The importance of this can be

seen in Figure 5.19; while the RMS error at each degradation level remains below

20%, the level of bias increases as the telescope degrades. Further investigation and

discussion within the CTA muon working group is required in order to arrive at an

acceptable level of bias present in the estimation of the muon efficiency.

5.11 Conclusion

In this Chapter, a feasibility study looking at the possibility of using local unaccom-

panied muons as a form of calibration for GCT has been presented. Initially the

method by which the important parameters of the muon shower are reconstructed,

namely the energy from the ring radius, the shower inclination angle and direction

from the position in the camera and finally the impact distance from the modulation

of light around the ring, was presented. From this the selection efficiency of triggered

muons passing several cuts was calculated, which in combination with knowledge

about the muon spectrum, led to the determination of the expected muon rate. This

was found to be very similar for both the telescope configurations, at 0.42 Hz. As-

suming a minimum number of events required to obtain a statistical representation

of the muon population of 400, this leads to an observation time of ∼16 minutes.

In this work, the observation strategy for observing muons has not been covered.

As noted in Section 5.7.1, if IACTs operate in stereo mode, requiring that two or

more telescopes trigger on a single event, muons would not be recorded. One solution

for this is to carry out mono runs occasionally in order to record a sample of muons

for calibration. However, for CTA to maximise its potential, this is undesirable
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due to a loss in observation time and is not foreseen as an option, therefore a

dedicated trigger needs to be included in the camera server which flags muon-like

events. Studies within the muon working group suggest that it should be possible

and future work will include an evaluation of a dedicated muon trigger scheme for

GCT.

The main output from the muon calibration is the muon efficiency parameter

which, along with the impact distance, is obtained from a fit to the modulation of

light around the ring. While there is almost no bias present in the reconstruction

in the radius of the muon ring, and a negligible bias present in the reconstructed

impact parameter (at least when considering events landing within the primary and

outside the secondary) there is a bias in the reconstructed efficiency compared to the

theoretical efficiency (an overestimate by 15.75% for GCTM and an underestimate

of 6.35% for GCTS). The source of the bias is not currently clear, however there are

two possibilities. Firstly, the equations used for the modulation of light around the

muon ring presented in Section 5.8.6 may not represent the most optimal solution

of the two mirror design. The second possibility, due to the larger effect seen for

GCTM, is that the bias introduced is an effect of the gaps between the camera

detector modules. For a full understanding these will require further investigation.

The final work in this Chapter concerned the ability to reconstruct the muon

efficiency parameter as the telescope system degraded, in this case assuming a loss

in reflectivity of the telescope mirrors. In order to prevent selection bias of muon

events, it is desirable to have a constant selection efficiency, and therefore rate, down

to as low an optical efficiency as possible. In this preliminary work it was shown

that rate stays constant down to 70% for GCTM and 80% for GCTS; below this

there is an increasing bias in the reconstructed muon efficiency. As the current level

of cuts provide a reasonable muon rate, it should be expected that a more detailed

consideration and optimisation should lead to a more constant, albeit lower muon

rate.



Chapter 6

Source Detection in Sparse Data

Sets: Initial Study

This Chapter looks at the possibility of using the clustering algorithm dbscan

to search for seed sources within the Fermi VHE (>100 GeV) extragalactic data.

It can be seen as a feasibility study for the method as well as searching for new

sources that could be followed up by ground based gamma-ray instruments. This

also has the possibility to add to the science case for the CTA extragalactic key

science project. The main body of this work has been published in Monthly Notices

of the Royal Astronomical Society [24] and here some expansions are included to

provide further detail.

149
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6.1 Introduction

The Fermi space based gamma-ray observatory, since its launch in 2008, has been

sweeping its Large Area Telescope (LAT) across the entire sky approximately once

every 3 hours, slowly building up the most detailed view of the high energy sky to

date. Every photon with an energy from sub MeV to around 300 GeV1 that passes

through the the LAT detector imparts arrival information within the Tracker, and

deposits its energy within the Calorimeter (see Chapter 3.2 for a detailed descrip-

tion). The data recorded by Fermi are processed and then released to the scientific

community as a large multi-dimensional database, which provides us with a wealth

of information about the gamma-ray sky.

While the data are publicly available, the Fermi collaboration performs its own

analysis, most notably releasing catalogues of significant sources. The Fermi -LAT

2 year point source catalog (2FGL), which was released in 2012 [9], was the main

source of information for gamma-ray sources until the recent release of the 3rd source

catalog (3FGL [10]) in 2015. This represents the deepest catalogue available for high

energy sources, covering 4 years of observations over an energy range of 100 MeV

to 300 GeV.

For each catalogue, the main input of potential sources was the source locations

found previously by Fermi (including those which at the time did not pass the

significance cut). For a potential new source, the detection technique involved the

use of the wavelet analysis algorithms mr fitter [113] and PGWave [50] to look for

“seeds”. These operate by looking for local deviations from the background model

in the data returning a map of significant features. This is followed by a localisation

step using tools such as pointlike [81] and pointfind [4] in order to obtain the most

likely source location. Finally a likelihood fit is performed (see Section 6.3) in order

to determine the significance and best spectral fit to the source.

In addition to the wavelet algorithms, a minimum spanning tree was also used

on the extragalactic data above 10 GeV (the energy restriction was imposed as the

1Note that this was true for Pass 7 data. As will be seen in the following Chapter, the maximum

energy now extends much higher.
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algorithm does not account for “structured background”). However, in the last two

decades and over many disciplines, there has been a substantial amount of work on

clustering analysis as a major statistical technique for classifying large data sets into

meaningful subsets. These methods are worthy of further investigation as potential

source-finding algorithms for the LAT data set.

Alongside the minimum spanning tree clustering performed in the source detec-

tion for the 2FGL, investigation into clustering performance for Fermi was carried

out in [116] using the density-based clustering algorithm dbscan (Density-Based

Spatial Clustering of Applications with Noise [65]). By applying the cluster analysis

to simulated Fermi -LAT data, the work done in [116] was able to show the statistical

robustness of the code’s ability to identify potential sources in noisy regions. The

method has also been used to search for evidence of the 130 GeV emission towards

the Galactic centre [47]. Therefore, in this Chapter, an initial feasibility study using

the algorithm dbscan on real Fermi -LAT data will be presented.

In order to accomplish this, a choice was made to apply the cluster analysis to all

Eγ > 100 GeV photons with a Galactic latitude, b, that exudes the Galactic plane

(|b| > 10◦). Firstly, since the extragalactic diffuse background has a spectral index

of 2.41, complications due to background noise, which mainly affect lower energies,

will be reduced [5]. Secondly, as the computational complexity of dbscan runs as

O(n2), by using only the high-energy events a full, unbiased and model-independent

clustering analysis of the whole sky can be performed without using a large amount

of computing time2. Finally, the possibility of increasing the known VHE γ-ray

population of TeVCat3 active galactic nuclei (AGN) from its current number of

61 is attractive, particularly in the light of framing the scientific priorities for the

forthcoming Cherenkov Telescope Array [12], [112].

This Chapter is organised as follows. In Section 6.2 an overview of the major

clustering algorithm types will be given, leading to Section 6.2.1 in which the chosen

algorithm for this work, dbscan, will be described together with its application to

2It is possible to improve the speed up to O(n logn) by pre-computing the EPS -neighbourhoods

(see Section 6.2.1). However, the computational demand of this work did not require this step.
3Online catalogue of VHE ground based detections http://tevcat.uchicago.edu/

http://tevcat.uchicago.edu/
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the Fermi -LAT VHE data. In Section 6.3 the maximum likelihood method used to

verify sources and the sources found in this work will be shown. Section 6.4 will

present a discussion of the performance of the dbscan algorithm and the sources it

found with a conclusion in Section 6.5.

6.2 Clustering Algorithms

The term clustering algorithm is rather general and essentially encompasses a broad

range of different algorithms covering a wide variety of uses. For simplicity they can

be divided into 5 main categories:

Hierarchical

These types of clustering algorithms are best used in the classification of data,

iteratively dividing data into groups using either a top-down or bottom-up method.

For example, a bottom-up clustering algorithm would start with all data points

as separate clusters, then each iteration would find similarities between these data

sets and build subsequent levels of clusters, each iteration reducing the number of

clusters until all data are combined into one lead cluster. The resulting data can

then be expressed in a dendrogram and then a cut can be applied to obtain a number

of sub categories [18].

Partitioning

In this class of clustering algorithms, data points are iteratively relocated between

a predefined number of clusters. With each iteration, the centres of each cluster are

recalculated based on the current members and then points are reassigned to the

closest cluster. Often these work by minimising a metric known as the partitioning

error (which can be defined in a variety of ways) and either complete after a set

number of iterations or when the error reaches a minimum. While the algorithms

are generally simple and fast, the requirement for a predefined number of clusters

and the sensitivity to the initial positioning is a large downside. The most well

known algorithm of this type is the K-means algorithm [71].
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Model-based

Unlike other algorithms, these not only identify groups of clusters but also find

characteristic descriptions for each group. These are often based on neural networks

or decision trees and depend on weight vectors between data points. While sensitive

to initial weight conditions, these algorithms are useful for multi dimensional data

[127].

Grid-based

Algorithms that use a grid-based system work in a slightly non-traditional way.

Instead of considering the data points individually, their properties are grouped on

a grid which is then sorted and the cluster centres are determined. This can reduce

the computational demand by simplifying the system [14].

Density-based

Finally, density-based algorithms produce clusters if the number of events within a

certain area is greater than the number in its surroundings, either through density-

connected points or based on an explicitly defined density function. One of the

simplest and most widely-used examples of this is dbscan [65]. Its ability to pick

out clusters of arbitrary shape from noisy data and its use in previous preliminary

studies [116], [47] make it the logical choice for examining clustering in the Fermi -

LAT data.

6.2.1 DBSCAN

The density-based algorithm dbscan was first described in [65] and was designed to

combat the problem of efficiently detecting clusters of arbitrary shape in large noisy

databases. The main aim of dbscan is to perform spatial analysis, by building

an algorithm that depends on only one parameter, the density of the data. In

practice, however, this necessitates the use of two input parameters, a search radius

EPS around a given point within which a number of points, defined as MinPts,

would be required to represent an over density and therefore the seed of a cluster.
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From this, the central logic of dbscan is created, defining the idea of a core point

and core samples. These are defined as a point p, which satisfies the condition

NEPS(p) > MinPts. That is, p is a core point if the number of events within its

EPS -Neighbourhood is equal to or greater than that given by the MinPts parameter.

The work in this chapter uses code built on the readily available Scikit-Learn

Python library [101] in which the clusters are computed as follows:

1. for each point p in a set of objects D, the number of points within the EPS -

Neighbourhood (NEPS(p)) is found;

2. if the core sample condition NEPS(p) > MinPts is satisfied, then p is a core

point and is added to the cluster C ;

3. if a point q within the EPS -Neighbourhood of the core point p also satisfies

the core sample condition then p and q are density-connected and q is added

to C. If not, it is classified as a border point or density-reachable;

4. step 3 is repeated for every candidate core point for C ;

5. the algorithm moves to a new, unprocessed, core point and returns to step 2.

In brief, the dbscan algorithm takes every point, considers whether it is in a

dense region and then builds up a cluster by adding all nearby points, with respect to

EPS and MinPts, that exist above a certain threshold density. All objects that have

been processed but are not considered density-connected to a cluster are defined as

noise. This facilitates the creation of clusters of arbitrary shape, as the process of

growing a cluster does not depend on the shape of the current protocluster, and it

also allows the efficient rejection of background events. For a full example of this

process, see Figure 6.1.

No clustering algorithm is without its drawbacks. One of the difficulties of using

dbscan is that the initial choice of EPS and MinPts can strongly affect the outcome

of the algorithm. However, a statistical analysis performed on simulated Fermi

data presented in [116], showed that an optimum choice of input parameters was

achievable for this application. At least for the EPS, it was concluded that a sensible
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a) b)

c) d)

Figure 6.1: Description of dbscan with EPS=2 MinPts=3. Starting with point p, which is

classified as a core point as there is a total of three points within the EPS neighbourhood, q1, q2

and p itself. q1 is directly density-reachable from p but does not itself satisfy the core condition

and is therefore defined as a border point. q2 is also directly density-reachable from p but is a core

point. The classification of q3 follows that of q1. All the rest of the points are considered as noise.

The resulting cluster has 2 core points and a total of 4 points, including border points.
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Figure 6.2: The point spread function for the Fermi LAT Pass 7 instrument response function,

showing the 68% and 95% containment radii for FRONT and BACK converting events along

with the total. The shaded area represents the energy range used in this work. Adapted from

https://www.slac.stanford.edu

choice would be the point spread function of the Fermi -LAT detector, seen in Figure

6.2. In the case of this work, for clustering above 100 GeV, as the Fermi -LAT

response functions give a PSF of 0.12◦ at 100 GeV for a 68% containment radius

and 0.5◦ for 95% [8] (for both FRONT and BACK converting events, see Figure

6.2), a range between these values was chosen.

A second limitation of dbscan is its inability to deal with a spatially non-

uniform background. In these cases, the intrinsic cluster structure may be masked

by a non-ideal global set of parameters. For example, the algorithm may fail to

reveal substructure in areas of general over density in favour of finding clusters in

fainter regions. Conversely, it may sacrifice these more diffuse clusters in order

to obtain a characterisation of the bright area. There are clustering algorithms

available (e.g [20] and [104]) that modify dbscan to allow for its application to

data with variable noise. Alternatively one could run dbscan in a scanning mode,

adjusting the input parameters for each scan region, which was the approach taken

in both [116] and [47]. For our application of clustering off-plane at energies greater
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than 100 GeV, the variation in the diffuse background is greatly reduced, to the

point where it can be considered negligible and for now this is assumed to be the

case.

6.2.2 Clustering of VHE Gamma-Ray Events

The VHE domain provides a good testbed for the validation of dbscan. By restrict-

ing ourselves to energies greater than 100 GeV, this not only reduces the problem

of varying background, but also the computational power needed to perform an un-

biased clustering search of the whole sky. With its long exposure time and full sky

coverage, Fermi gives us access to the deepest extragalactic scan presently available

at these energies. Indeed, recent work took advantage of Fermi -LAT’s deep expo-

sure to discover two new VHE-bright AGN [43,44]. It is important to note, however,

that these studies only searched for VHE emission around bright, spectrally hard,

Fermi -LAT detected BL Lac objects. Given the relatively small number of known

VHE gamma-ray objects, it is important that the statistical methods should be in-

vestigated in the context of a model-independent search, which could lead to greater

understanding of VHE populations.

For the data set, all Fermi -LAT events for the first 6.25 years of operation from

4th August 2008 to 28th November 2014 (Mission Elapsed Time: 239557417 to

438847466) were taken for events with energies greater than 100 GeV, including both

FRONT and BACK converting SOURCE classes. The Galactic plane (|b| < 10◦)

was also excluded from the scan as the source confusion resulting from the poor

angular resolution makes reliably picking out individual clusters in this dense region

difficult.

In accordance with the Pass 7 rep criteria, a zenith cut of 100◦ was applied to

the data to remove any γ-rays induced by cosmic ray interactions in the Earth’s at-

mosphere. The good time intervals were generated by applying a filter expression of

“(data qual == 1) && (lat config == 1) && abs(rock angle) <52◦” to the

data using the Fermi tool gtmktime, where the (data qual) and (lat config) flags

remove sub-optimal data affected by spacecraft events and the (abs(rock angle)) flag

removes data periods where the LAT detector rocking is greater than 52◦. These
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Figure 6.3: Distribution of events above 100 GeV passing all cleaning cuts and with the Galactic

plane removed.

criteria are summarised in Table 6.1. The events remaining after cleaning on which

the clustering analysis is performed can be seen in Figure 6.3.

Based on [116] a range of EPS values between the 68% and 95% containment

radii was chosen for the clustering parameters. Using the the Pass 7 response files

for the PSF at 100 GeV for both FRONT and BACK converting events, this was

found to equate to a range of ∼ 0.12◦ to 0.5◦. Due to the relatively low statistics,

MinPts was chosen to be the minimum number of events that could constitute a

cluster statistically, namely 3 events.

For each cluster, the effective radius from the cluster centroid was calculated as

reff =
√
σ2
x + σ2

y, where σx and σy are the uncertainties expressed as the standard

deviations in the event position. To determine the significance of the cluster the

Likelihood Ratio Test (LRT) was applied, as described in [85] and applied in both

[116] and [47],

s =

√
2

(
Ns ln

[
2Ns

Ns +Nb

]
+Nb ln

[
2Nb

Ns +Nb

])
, (6.2.1)

where Ns is the number of events taken from the dbscan and includes core

and border events. The background Nb was estimated from the number of events

between 2 reff and 3 reff . A cluster significance of s = 2 was set as the minimum
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Cut Name Value

tools version v9r31p1

response function Pass 7 rep.

Emin 100 GeV

Emax 300 GeV

Tstart (MET) 239557417

Tend (MET) 438847466

zenith 100◦

evclass SOURCE (2)

conversion type FRONT & BACK

DATA QUAL 1

LAT CONFIG 1

ABS(ROCK ANGLE) <52◦

Table 6.1: Selection criteria for the data to which the clustering analysis was applied.

significance for a cluster. When Ns and Nb are large, which is not the case here,

this represents a fluctuation of 2σ above the background. Therefore the LRT is used

only as an indicator (the validity of this assumption is discussed in Section 6.4.1).

A study of the effects of changing EPS, which will also be described in Section

6.4.1, showed the optimal value to be 0.4◦. Using this and a MinPts of 3, a total of

49 clusters were found with an LRT significance of s > 2 (See Figure 6.4) in 6.25

years of Fermi -LAT data above 100 GeV. Of these 21 are spatially coincident with

existing TeVCat sources and 15 of the remaining 28 coincide with 3FGL sources.

The TeVCat sources can be found in Table 6.2 and seen in Figure 6.5 for reference

and will not be considered further in this work. In order to verify the potential VHE

sources, it is necessary to utilise the Fermi analysis tools to perform a maximum

likelihood analysis.
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Figure 6.4: Clusters found using dbscan and their spatial position within the total data set.
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Figure 6.5: Clusters found that are spatially coincident with known VHE emitters that are within

the TeVCat catalogue. These are shown for reference but are not analysed further.
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Fermi ID Counterpart ID n0.4 s0.4 TS Flux 100-300 GeV

100-300 GeV ×10−11 ph cm−2s−1

1 3FGL J0222.6+4301 MAGIC J0223+403 11 3.91 133.68 6.11±1.77

2 3FGL J0303.4-2407 PKS 0301-243 8 3.33 76.80 4.20±1.59

3 3FGL J0319.8+1847 RBS 413 3 2.04 24.37 <2.13

4 3FGL J0319.8+4130 NGC 1275 3 2.04 24.75 <2.06

5 3FGL J0449.4-4350 PKS 0447-439 7 3.12 67.65 3.47±1.34

6 3FGL J0508.0+6736 1ES 0502+675 13 4.12 161.72 5.75±1.50

7 3FGL J0650.7+2503 1ES 0647+250 8 3.33 64.54 4.01±1.54

8 3FGL J0721.9+7120 S5 0716+714 5 2.63 39.15 2.03±0.91

9 3FGL J0809.8+5218 1ES 0806+524 3 2.04 31.85 1.32±0.77

10 3FGL J1015.0+4925 1ES 1011+496 13 4.02 153.57 6.86±1.82

11 3FGL J1104.4+3812 Markarian 421 95 11.53 1259.24 50.0±4.97

12 3FGL J1136.6+7009 Markarian 180 5 2.63 31.05 1.14±0.67

13 3FGL J1217.8+3007 1ES 1215+303 5 2.63 28.96 2.15±1.11

14 3FGL J1221.3+3010 1ES 1218+304 9 3.53 83.24 4.79±2.57

15 3FGL J1224.9+2122 4C 21.35 3 2.04 30.09 1.66±0.98

16 3FGL J1427.0+2347 PKS 1424+240 9 3.53 81.44 4.64±1.64

17 3FGL J1555.7+1111 PG 1553+113 27 6.08 287.47 14.3±2.83

18 3FGL J1653.9+3945 Markarian 501 47 8.11 502.40 22.4±3.34

19 3FGL J2000.0+6509 1ES 1959+650 9 3.53 52.76 3.85±1.30

20 3FGL J2009.3-4849 PKS 2005-489 9 3.53 74.93 4.14±1.48

21 3FGL J2158.8-3013 PKS 2155-304 21 5.31 218.82 12.4±2.75

Table 6.2: 21 Sources found at E > 100 GeV with dbscan which are also in the TeVCat and

3FGL catalogues. Here we show the 3FGL and TeVCat identifiers, the number of events found

with dbscan, the LRT significance returned and the Test Statistic (TS, described in following

section) and flux from the likelihood fit.
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Figure 6.6: Simplified summary of the Fermi unbinned annalysis chain

6.3 Verification of VHE Clusters using Fermi Anal-

ysis

For each significant cluster found using the dbscan algorithm, the full 6.25 years

worth of the Fermi -LAT data within a ROI of radius 5◦ surrounding the cluster

position was used for further analysis. As before, the data were reduced with the

Fermi tools gtselect and gtmktime in order to apply a zenith cut and to keep

only the “good time intervals” according to the same Pass 7 criteria for SOURCE

class events between 100 and 300 GeV (see Table 6.1).

An unbinned likelihood analysis was run on each source (a summary of this

process can be seen in Figure 6.6), modelling each cluster with a power law spectral

shape of the form,
dN

dE
= A×

(
E

Eo

)−Γ

, (6.3.2)

where A is the normalisation, Γ the spectral index and Eo the scaling factor.

In addition to modelling the cluster, each analysis used a model file consisting of

all point sources within 15 degrees of the cluster position, as well as the corre-

sponding Pass 7 Galactic and extragalactic diffuse models (gll iem v05 rev1.fit and

iso source v05.txt respectively). The position and the spectral shape of these point



6.3. Verification of VHE Clusters using Fermi Analysis 163

sources were taken from the 3FGL. Furthermore, several clustering events were

found to be located in close proximity to known extended γ-ray sources, namely

W28, W30, W44, the Cen A lobes and HESS J1841-055. These extended sources

were accounted for with their respective spatial distribution models from the 3FGL.

During the analysis, the normalisation and the spectral index of the cluster source

and the point sources within the ROI where left free. Modelled sources outside the

ROI but within 15◦ of the cluster had their parameters frozen to those published in

the 3FGL4. Likewise, the normalisation factor of the extragalactic diffuse emission

was left free, and the Galactic diffuse template was multiplied by a power law in

energy, the normalisation of which was allowed to vary5.

From the unbinned analysis with the above model, a best-fit power law model was

derived and the integrated flux for each cluster was obtained along with the resulting

likelihood Test Statistic (TS). The TS is an indication of the source significance, with

a general assumption that σ ≈
√

TS, which is defined as

TS = −2 ln(Lmax,0/Lmax,1), (6.3.3)

where Lmax,0 is the maximum likelihood value for a model without an additional

source (the ’null hypothesis’) and Lmax,1 is the maximum likelihood value for a

model with the additional source at a specified location. If the analysis returned

an insignificant result (TS <25) for Eγ > 100 GeV, upper limits for the flux were

calculated using the Fermi -LAT Python likelihood analysis package.

To ensure that there where no γ-ray sources in the ROI that were not taken into

account in the model (such as other sources not included in the 3FGL), the Fermi

tool gttsmap and the best fit model were used to create a TS significance. An

example can be seen in Figure 6.7 and shows the TS value distribution within the

ROI. Apart from the central source there is no other significant source within the field

of view, with two exceptions: 1ES 1011+496, which is located 2.89◦ away from 3FGL

J1031.2+5053, and Markarian 421 which is 5.08◦ away from 3FGL J1120.8+4212.

4In some cases extra parameters were frozen in order to improve the global fit. Sources with a

significance less than 5 had their parameters frozen, sources with a TS <1 were removed altogether
5http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html

http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html
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Figure 6.7: Example TS maps for 3FGL J1120.8+4212 and 3FGL 1031.2+5053. The top row

does not include any point sources in the model, therefore revealing any areas that exist as an

excess above the background. This includes the central sources and Markarian 421 (left) and

1ES 1011+496 (right). In the second row Markarian 421 and 1ES 1011+496 have been correctly

modelled, and in last row all sources have been accounted for. Colour scale here is TS.
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Figure 6.8: The 11 clusters that were found with a TS >25 above 100 GeV.

However, these have been accounted for and leave no residual in the fitted model.

Lastly, after accounting for all point sources within the field of view with the

Fermi tool gttsmap, one final refinement of the model file was performed, i.e. the

Fermi tool gtfindsrc was used to determine a more precise localisation of the

source’s right ascension and declination. The differences between the gtfindsrc

results and the position found by dbscan all agree within the 95% PSF and in most

cases to better than 0.1◦. The resulting positions, fluxes and TS values of all 28

dbscan clusters can be found in Table 6.3.

6.4 Discussion

Using dbscan parameters EPS = 0.4◦ and MinPts = 3 on 6.25 years of Fermi -LAT

Pass 7 reprocessed data for Eγ > 100 GeV, excluding data from |b| < 10◦, 49 sources

have been found which return a significant likelihood ratio. Of the 61 extragalactic

objects already existing in both the Fermi -LAT third point source catalogue (3FGL)
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Fermi ID Counterpart ID RA Dec z TS Flux ×10−11 TS Flux ×10−9 Γ

>100 GeV >100 GeV <100 GeV <100 GeV 0.1-100 GeV

deg deg ph cm−2s−1 ph cm−2s−1

1 3FGL J0209.4-5229 RBS 285 32.45 -52.48 - 37.08 1.56 ± 0.74 690.92 7.56 ± 1.00 1.74 ± 0.053

2 3FGL J0543.9-5531 RBS 0679† 85.99 -55.55 0.273 51.12 2.07 ± 0.96 722.77 8.16 ± 1.06 1.72 ± 0.051

3 3FGL J0912.9-2104 MRC 0910-208 138.31 -21.09 0.198 36.09 2.34 ± 1.09 278.69 6.25 ± 1.47 1.83 ± 0.085

4 3FGL J1031.2+5053 RBS 877 157.74 50.88 0.360 27.97 1.59 ± 0.89 465.99 5.39 ± 0.030 1.77 ± 0.0024

5 3FGL J1117.0+2014 RBS 0958 169.24 20.25 0.138 36.21 1.94 ± 1.11 802.22 14.39 ± 0.38 1.95± 0.010

6 3FGL J1120.8+4212 RBS 0970† 170.16 42.26 0.390 34.34 2.18 ± 1.13 730.57 4.31 ± 0.53 1.55 ± 0.050

7 3FGL J2322.5+3436 TXS 2320+343 350.63 34.60 0.098 41.82 2.13 ± 1.08 76.50 2.12 ± 0.17 1.77 ± 0.025

8 3FGL J2356.0+4037 GB6 B2353+4020 359.17 40.66 0.331 27.69 1.55 ± 0.91 91.68 2.04 ± 0.23 1.72 ± 0.040

9 3FGL J1714.1-2029 1RXS J171405.2-202747 258.48 -20.41 - 27.34 2.01 ± 1.11 43.06 1.13 ± 0.88 1.59 ± 0.23

10 Unkn. J2132.43-3416 - 323.21 -34.24 - 25.63 2.45 ± 1.84 3.83 <0.42 -

11 3FGL J2209.8-0450 - 332.44 -4.86 - 25.59 2.60 ± 1.40 27.39 1.37 ± 0.032 1.80± 0.0078

1 3FGL J0730.5-6606 PMN J0730-6602 112.80 -66.00 0.106 19.17 <2.10 102.93 2.59 ± 0.96 1.71 ± 0.13

2 3FGL J1309.3+4304 B3 1307+433 197.21 42.83 0.690 20.10 <1.14 1123.02 15.25 ± 0.23 1.92 ± 0.0067

3 3FGL J1659.0-0142 - 255.23 -1.44 - 15.39 <0.86 86.66 10.44 ± 3.79 2.16 ± 0.13

4 2FGL J1721.5-0718c - 260.18 -7.20 - 12.95 <4.81 5.17 <13.2 -

5 3FGL J1838.8+4802 GB6 J1838+4802 279.68 48.01 0.300 13.57 <0.91 828.92 10.23 ± 1.06 1.79 ± 0.041

6 Unkn. J0255.43+3334 - 43.90 33.57 - 16.53 <1.20 ∼0 <0.068 -

7 Unkn. J0808.43+1645 - 122.19 16.75 - 18.34 <5.08 0.03 <2.16 -

8 Unkn. J1359.3-4019 - 209.86 -40.32 - 22.44 <1.56 0.68 <21.3 -

8 Unkn. J1526.16-0515 - 231.57 -5.26 - 12.36 <1.01 ∼0 <0.070 -

10 Unkn. J1626.7-0617 - 246.73 -6.29 - 23.45 <1.69 ∼0 <0.011 -

11 Unkn. J1655.52+0052 - 253.99 -0.88 - 14.19 <1.22 35.37 18.90 ± 0.042 2.76 ± 0.00039

12 Unkn. J1902.14+4557 - 285.41 46.06 - 15.53 <2.24 0.67 <0.47 -

13 Unkn. J1903.33+3649 - 285.90 36.82 - 10.47 <1.26 7.13 <63.0 -

14 Unkn. J1907.07-2930 - 286.69 -29.36 - 10.34 <0.49 1.82 <10.9 -

15 Unkn. J1938.09-0350 - 294.55 -3.84 - 12.35 <1.51 1.20 <25.9 -

16 Unkn. J2001.5+0330 - 300.47 3.68 - 16.44 <1.04 ∼0 <0.065 -

17 Unkn. J2212.19+8221 - 333.08 82.36 - 20.43 <1.12 ∼0 <0.056 -

Table 6.3: Results for sources detected at Eγ > 100 GeV with dbscan. ‘Unkn.’ refers to sources

that are not present in the 3FGL and z is the redshift of known counterparts. The Test Statistic

(TS), flux and Γ were found with follow-up analysis using the published Fermi tools. The first 11

sources are those that were found to be significant (TS >25) with the the follow-up analysis. For

sources with TS <25, upper limits were calculated for the flux. A binned likelihood analysis has

also been applied to the Energy Range 0.1 >Eγ >100 GeV in order to obtain a power-law spectral

index, see Section 6.4.2.

† The two sources RBS 0679 and RBS 0970 were discovered as VHE sources in [44] and [43]

respectively but are not in the TeVCat catalogue.
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and the TeVCat VHE catalogue (Table 6.2), 21 are also detected using dbscan. Of

the remaining 28, 11 were found significant with follow up Fermi analysis (Table

6.3); 10 of these are in the 3FGL catalogue, which reports fluxes up to only 100

GeV. The positions of these sources can be seen in Figure 6.8.

6.4.1 DBSCAN Performance

To estimate the performance of the dbscan algorithm in the case of VHE detections,

the concept of purity was defined as the number of sources with TS>25 (including

the sources already in the TeVCat catalogue) against the total found by the dbscan

clustering code. The left panel of Figure 6.9 shows the number of sources with

TS>25 and TS<25, along with the resultant purity, for all clusters found with

dbscan using the range of investigated EPS values between the 68% and 95% PSF.

As can be seen, the number of TS<25 sources found by dbscan rapidly increases

for EPS>0.3◦, while there is a marginal increase in the number of sources having

TS>25 above the same threshold. It should be noted however that the maximum

number of significant sources found by dbscan occurs for EPS>0.4◦. As such, in

order to maximise the number of sources with TS>25, with the maximum purity, an

EPS of 0.4◦ should be used by dbscan. For the remainder of this Chapter, results

are based on the dbscan results with EPS= 0.4◦.

To investigate the performance of the likelihood ratio test (LRT) significance, s,

in equation 6.2.1, the LRT values for the clusters were compared to the TS values

obtained with the Fermi Likelihood analysis. In the right panel of Figure 6.9, the

LRT vs TS parameter space shows a clear correlation, with a significant quantisation

of the LRT distribution for low s values. This quantisation is primarily due to the

lack of background events detected with the LAT detector in the Eγ > 100 GeV

energy regime. While this suggests that the use of the LRT to define a dbscan

cluster as significant results in a large number of false-positive detections, it is noted

that the use of a LRT selection criterion of s > 2.0 is a conservative cut so as to

guarantee the selection of all VHE sources in the sample. As such, while the use

of s > 2.0 is sub-optimal for selecting VHE candidates with a high purity, Figure

6.9 shows that this allows all VHE sources present within the data set to be found



6.4. Discussion 168

Figure 6.9: (a) Here the effect of different values of EPS on the number of sources with TS

<25 and TS >25 can be seen. Once over 0.2◦ the number of significant sources does not greatly

increase until 0.4◦ when one further source is added. However, the number of ‘sources’ that are

not significant continually increases. (b) Comparing the value of LRT and TS for each cluster,

the “quantisation” of the LRT due to the small number of signal and background events is clear.

The solid triangles indicate the clusters with TS> 25, while the crosses indicate the clusters with

TS< 25. The vertical dashed line indicates the LRT cut value, while the horizontal dashed line

indicates the TS> 25 cut value.

and thus maximises the number of new sources discovered. Nonetheless, further

work should be performed in order to investigate viable alternatives to the LRT

that simultaneously maximise both the VHE-detection efficiency and the sample

purity.

A full understanding of the efficiency of dbscan in this application is somewhat

more complex, requiring detailed simulations and modelling of the Fermi VHE sky.

However, estimations of dbscan efficiency can be found in [116] where, by simulat-

ing a range of false sky maps, they find it possible to achieve efficiencies of up to

96%. This must be treated as an optimistic scenario as it is based on an optimal

scan of the EPS-MinPts parameter space. It is expected that the efficiency will be

much lower in reality due to the assumption of minimal background variation.

Although it is noted that there are still improvements to be made with the

dbscan method, it is worth noting its ability to perform a quick, unbiased scan for

potential “seed” sources in the VHE Fermi -LAT sky, which in this study has led to

the detection of 9 new VHE sources.
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6.4.2 Detected VHE Sources

To investigate the global properties of the Fermi -LAT VHE sources detected by

the dbscan algorithm, a binned likelihood analysis6 was performed over the energy

range 100 MeV to 100 GeV in order to to obtain a reliable model file and fit for eqn.

6.3.2 with higher statistics. The data reduction method for this was the same as

described in Section 6.3, but this time using a ROI of 12◦ centred on the published

location of the source, keeping all modelled source parameters within this ROI free

and freezing sources within an annulus 12◦ to 22◦ around the source of interest.

The larger ROI is required to account for the larger PSF found at lower energies.

For the analysis, the data were separated into 30 equally-spaced logarithmic energy

bins. The resulting fluxes, spectral indices and TS values of the likelihood fits for

these objects can be found in Table 6.3. For sources with TS <25, upper limits were

calculated from the final fit and no spectral index is quoted.

Out of the 11 sources detected, it is noted that 9 of them are blazars and all,

except for 3FGL J1714.1-2029 which is of unknown AGN type, belong to the BL

Lac class. The remaining 2 do not have any assigned counterparts. For each source

the temporal coincidence of the VHE events was searched for but no evidence was

found to suggest that the VHE photons originated in a single event.

The source of unknown type, 3FGL J2209.8-0450, which is a new addition since

the 2FGL, is only 54.55” away from the radio source NVSS J220941-045111 (which

is also connected to the X-ray object 1RXS J220942.1-045120). The second unas-

sociated source has no known counterpart in the 3FGL (the closest known 3FGL

source is the pulsar PSR J2124-3358, at 1.69◦ from the source) and no clear radio

association, although its position is coincident with the galaxy group ESO 403-6.

While this source was detected in the 100 GeV to 300 GeV range with a flux of (2.45

± 1.84)×10−11 ph cm−2s−1 it appears to have no significant emission in the energy

range of 100 MeV to 100 GeV, making this an interesting dark VHE source. More

6The tools required for this are almost the same as for the unbinned case shown in Figure 6.6

but require a 3D counts map to be created with gtbin, the tool gtexpcube2 which in the binned

version of gtexpcube and gtsrcmaps which creates a model counts map for each modelled source

(to save time in the likelihood fit)
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work needs to be carried out in order to correctly identify counterparts for these

sources.

In order to determine the likelihood that any of the unassociated sources with

TS <25 are unresolved AGN, a search for any coincidence with BZCAT sources [88]

was carried out. No evidence was found of any association within the 95% PSF,

suggesting that a large proportion of these clusters arise from fluctuations in the

background or from a larger unresolved structure.

As a first check of these results, the spectral index found for each of sources

with TS >25 was compared to those published in the 3FGL to look for any change

over the last 4 years. There is no evidence of spectral hardening/softening, with the

values agreeing within errors.

The spectral index distribution of the sources found using dbscan was then

compared with the total 3FGL BL Lac population and those which also have ground-

based VHE detections. The result of this comparison is shown in Figure 6.10. In

order to test whether the different distributions have the same mean and variance, a

standard independent 2-sample t test was performed on the dbscan sample and each

of the spectral index distributions. Having initially set a significance level of 5%, it is

apparent that the Fermi VHE sources detected with dbscan are better represented

by the TeVCat BL Lacs, with a P value of 0.368, than the total 3FGL BL Lacs for

which a P value of 0.000547 was obtained. It is suggested that the sources which

have been detected with VHE emission using dbscan analysis, should be within

reach of current and future ground based IACTs, provided there are no spectral

cut-offs, and should undergo follow up observations.

6.5 Conclusion

In this Chapter, initial results have been presented for the application of the cluster-

ing algorithm dbscan to 6.25 years of Fermi -LAT extragalactic data above 100 GeV.

The analsysis returned 49 clusters which were found to be significant using a likeli-

hood ratio test. Of the 28 which are not already known as VHE emitters, published

in the TeVCat ground-based catalogue, 11 were found that were significant (TS>25)
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Figure 6.10: Histogram showing the spectral index distribution of the 3FGL and TeVCat BL Lac

populations compared to those found in this work. Performing a standard independent 2-sample t

test infers that the 11 significant sources in Table 6.3 come from the same distribution as the VHE

TeVCat sources.
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with follow up Fermi likelihood analysis. With the 2 sources RBS 0679 and RBS

0970 having previously been detected at E > 100 GeV [43], [44], this work therefore

presents 9 new VHE objects consisting of 7 AGN and 2 unassociated sources.

A consideration has been given to some of the global properties of the new Fermi

VHE sources. Concerning the spectral indices derived from a fit between 100 MeV

and 100 GeV, it is seen that these sources are more similar to the the TeVCat BL

Lac sources than to the overall 3FGL BL Lac population. This is therefore taken

as a strong indication that these should be observable by current and future ground

based IACTs.

As this initial investigation into the performance of dbscan returned promising

results, it is therefore assumed that improvements to the algorithm and analysis

will lead to a robust method for source detection. In the following Chapter, several

improvements have been considered in addition to using the improved Pass 8 data

set released by the Fermi collaboration shortly after the work in this Chapter was

completed.



Chapter 7

Source Detection in Sparse Data

Sets: Pass 8

In this final Chapter, following the release of updated Fermi instrument response

functions and reprocessed data, which has been extended up to 3 TeV, the method

presented in the previous Chapter has been re-applied with the addition of several

improvements. Along with this, the Fermi -LAT collaboration released the second

catalogue of hard sources and therefore, due to the similarity in goals, a comparison

of the dbscan performance in the same regime was possible and is presented here.

173
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7.1 Introduction

In summer of 2015 the Fermi -LAT collaboration released the long anticipated Pass

8 event characterisation for the LAT data and the associated instrument response

functions [29]. While the original motivation for the Pass 8 characterisation of the

LAT data was to address the issue of instrumental pile up, often referred to as ghost

events1, detailed Monte Carlo simulations of the LAT detector, combined with im-

proved event reconstruction and background rejection has also led to enhancements

in a number of other important detector performance areas. These enhancements in-

clude better energy and angular resolution, an increased effective area, an extended

observable energy range (around 10 MeV < Eγ <3 TeV) and better background

characterisation resulting in an improved point source sensitivity. All these im-

provements have led to a larger photon data set in which to search for significant

clusters of VHE photons.

In the previous Chapter a clustering analysis of Fermi -LAT data in the energy

range 100 - 300 GeV and with |b| >10◦ using the algorithm dbscan [65] was pre-

sented. Applying this to Pass 7 reprocessed data taken between 4th August 2008 to

28th November 2014, nine new VHE AGN were found. The justification for consid-

ering only > 100 GeV data was threefold: reducing background and its associated

variations, reducing the size of the data set to improve efficiency while performing a

full unbiased and model-independent analysis of the whole sky, and finally increas-

ing the number of known VHE objects that would be promising targets for ground

based instruments such as CTA.

This Chapter aims to revisit the clustering work, re-applying dbscan to the

improved Pass 8 data set including photon energies up to 3 TeV. Additionally, the

Fermi collaboration has released a catalogue of high energy sources, the second

Fermi -LAT catalogue of high energy sources (2FHL [11]), from analysing the Pass

1In the original reconstruction software for Fermi -LAT the presence of signal from non-

triggering events which would appear in the reconstruction of a triggered event was not considered.

These unexpected signals, referred to as ghost events, act to reduce the accuracy with which an

event can be reconstructed. The new Pass 8 software now includes an algorithm to identify and

exclude such signals.
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Figure 7.1: Representation of the look-up table for the variable background based on the Fermi -

LAT Galactic diffuse model. Here the contours represent steps in MinPts with a minimum being

found at high latitudes. The X and Y scales are in pixel number within the image.

8 data between the energy range 50 GeV to 2 TeV. Therefore it is only logical,

considering the similar goals in this clustering work and the 2FHL, to perform a

comparative study.

The work presented here is organised in the following way. In Section 7.2 the

improvements that have been implemented over the previous work will be explained

and in Section 7.3 the method employed to extrapolate the isotropic and Galactic

diffuse background models, which do not currently extend up to the full 3 TeV, will

be discussed. In Section 7.4 the data preparation and event selection will be specified

and the maximum likelihood method for source verification will be summarised in

Section 7.5, with the results discussed in Section 7.6. In Section 7.7 a comparison

with the 2FHL will be given and a final discussion and conclusion will be presented

in Section 7.8.



7.2. Improvements to DBSCAN 176

7.2 Improvements to DBSCAN

The density-based clustering code dbscan was described in detail in the previous

chapter. In summary, the algorithm considers the number of points contained within

a radius EPS and starts to build up a cluster if this number exceeds a threshold

number of point, defined as MinPts, that would constitute an over density above

the expected background.

The previous analysis presented made use of the central dbscan Python library.

However, in order to apply certain improvements in this Chapter a custom imple-

mentation was written in C. One of the initial improvements as a consequence of

the change was an order of magnitude boost in speed; while not currently a limiting

factor at these energies, it provides the possibility to investigate larger data sets in

the future. The main improvements where related to tuning the input parameters

of dbscan, EPS and MinPts based on a priori information about Fermi -LAT, and

the development of an improved significance estimator for the clusters found.

7.2.1 Variable DBSCAN Input

The input parameters for dbscan can be related to real properties of Fermi -LAT.

The EPS, the radius within which the search for neighbouring points with dbscan

is carried out, is an analogue for the LAT Point Spread Function (PSF) which varies

as a function of energy and conversion type. MinPts, or the minimum number of

points found within the EPS neighborhood, can be related to an over density above

the expected background.

The Point Spread Function determines the how well the Fermi -LAT instrument

can resolve point sources, creating a spread in the localisation. From this, consid-

ering the description of the EPS parameter, it is clear that one can be related to

the other. As previously discussed this was in fact shown in [116], where a detailed

analysis of dbscan’s performance on simulated Fermi -LAT data was performed.

However, it is noted in [11], that the PSF (as well as the effective area) is only

weakly dependent on energy in the E >50 GeV domain (see Figure 7.2). Therefore,

the EPS has been fixed to the value derived in the previous Chapter, EPS=0.4◦.
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Figure 7.2: The Fermi -LAT Pass 8 point spread function for FRONT, BACK and total converting

SOURCE class events for 95% and 68% containment.

In future work, where it may become desirable to perform cluster analysis in higher

dimensions (e.g. in time or energy) it is foreseen that this may become a more

important factor.

Within the dbscan EPS parameter neighborhood, a minimum number of points

is required in order to find and grow a cluster. One of dbscan’s major perceived

downsides is that the algorithm performs poorly when working on data with variable

noise, where certain clusters will either be lost or absorbed depending on the initial

choice of parameters. However, in this particular application, there exists a relatively

good understanding of variations in the background and it is here the Fermi -LAT

Galactic diffuse background model2 can be included.

The Galactic diffuse model was created by the Fermi collaboration by fitting

the observed LAT background to a combination of data from spectral line surveys

mapping out HI and CO (as a tracer of H2) and models based on inverse Compton

emission, bremsstrahlung and pion decay created by the galaxy modelling software

GALPROP [45]. Additional components within the model come from the Fermi

2Current model used in the work: gll iem v06.fits
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Bubbles which are believed to be the inverse Compton scattering component of the

WMAP Haze [58] and high energy emission from the Loop I excess [48].

In order to create a lookup table based on Galactic longitude and latitude (l,b)

that could be used to estimate the MinPts parameter, each pixel in the model was

integrated between 100 GeV and 3 TeV and then scaled,

MinPts(l, b) = α

∫ Emax

Emin

dF (l, b)gal
dE

dE, (7.2.1)

where α is chosen in such a way that equates the pixel with the least background

to the desired initial minimum MinPts value. Therefore the MinPts parameter

will scale from this predefined minimum to a larger value as clusters closer to the

Galactic plane are evaluated. In Figure 7.1 the increase in MnPts can be seen,

where each contour line repents an integer increase in the dbscan parameter. Due

to the dense nature of the Galactic plane, where we find a large amount of source

confusion due to the large number of sources and the high level of background, the

clustering analysis is performed on extragalactic data with |b| >10◦. Therefore, in

this application the adaptive background is likely to only affect clusters within and

around the Fermi Bubbles.

7.2.2 Poisson significance estimation

In order to estimate the significance of each cluster found by dbscan the Likelihood

Ratio Test (LRT) [85], as is often used in gamma-ray astronomy, was considered in

the last Chapter. However, the number of events found in the majority of identified

clusters and in the corresponding background were too small to be used with the

LRT (less than 10 events), and instead the use of a Poisson probability estimator

was investigated.

To evaluate this, the probability of finding the number of events within the

containment radius of the cluster rc was considered, where rc is the minimum radius

that encompasses all events that belong to each cluster derived from the maximum

distance between the furthest points. The number of background events between

2rc and 5rc was then found, or, in cases where very few events were found, the

outer radius was increased in iterative steps of 0.001◦ until at least 5 events were
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Figure 7.3: Power law fit [red line] to the Fermi isotropic background [blue points]. Also shown is

an error region in the extrapolated energy range above 878 GeV representing a ±10% change in

the spectral index.

contained. The number of background events was then scaled to match the area

represented by the containment radius and the probability then calculated with

Psrc(k;λ) = 1− λke−λ

k!
, (7.2.2)

where k is the number of source events and λ the expected number of background

events. This is simply the probability mass function for a Poisson distribution.

A benefit of using a probability estimator is that it allows a more relaxed initial

choice of the clustering parameters. For example, a lower MinPts can be adopted

which will result in a larger number of clusters, but many of these can later be

discarded due to a low probability. For the work presented here, a 0.001% confidence

level cut, roughly equating to 4.4σ, has been applied.

7.3 Background Extrapolation

The background models that are currently available from the Fermi -LAT team only

extend to around 500 GeV while the Pass 8 data is available up to 3 TeV. Hence in
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Figure 7.4: Top: A selection of the 2880× 1441 pixels in the gll iem v06.fits Galactic background

model and the resulting power law (PWL), broken power law (BPWL) and power law with an

exponential cut off (PLWE) fit. Bottom: The distribution of the χ2
ν fit for each pixel in the

Galactic background model.
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Power Law Fit

Power Law with Exponential Cut Off

Broken Power Law

Figure 7.5: Spatial distribution of the reduced χ2 for different fit functions applied to the Galactic

background model. While the pure power law performs poorly, especially for low latitude contri-

butions from the Galactic plane, both the broken power law and the power law with exponential

cut off represent the Galactic diffuse well between 1 GeV and 500 GeV
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order to analyse this larger data set the Galactic diffuse and isotropic background

models need to be extrapolated. However, working with data up to these energies

in not advised by the Fermi collaboration, therefore results for data up to 500 GeV

as well as up to 3 TeV will be presented.

The isotropic background model3, which was created from a fit to the all sky

extragalactic emission not covered by the Galactic diffuse model, consists only of a

single energy spectrum extending up to 877.9 GeV. In order to obtain an extrapo-

lation, the data were assumed to follow a power law which can be expressed in the

form

dN

dE iso
= (4.315)× 10−3 × E−2.239. (7.3.3)

This is then used to extrapolate points up to 3 TeV where the flux falls to a level

of 1.36×10−17 ph cm−2 s−1. The contribution from the extrapolated fit, between

877.9 GeV and 3 TeV, amounts to 5.4% of the total flux above 100 GeV. Introducing

a 10% error in the spectral index for estimating the additional contribution results

in a 0.87% to 1.65% uncertainty (See Figure 7.3) which is assumed to be negligible.

The most recent Galactic diffuse model, gll iem v06.fits, is a 2880 × 1441 pixel

image, with each pixel consisting of thirty logarithmic energy bins, ranging from

58 MeV to 513 GeV. In order to extrapolate this model to 3 TeV, the method used

for the isotropic fit was applied, but for each pixel in the image above 1 GeV where

the spectrum flattens (see e.g. left panel in Figure 7.4). To determine the model

that best represents the Galactic diffuse emission, the data were fitted with a power

law (PWL), a broken power law (BPWL) and a power law with an exponential cut

off (PWLE). For each fit the reduced χ2 was calculated and the total distribution

can be seen in the upper panel of Figure 7.4. From this it is clear that a pure power

law is not the best fit and that the data set is better represented by a BPWL or

PWLE. As the Galactic model consists of a combination of models, it is interesting

to see the spatial distribution of the fit quality. Therefore in Figure 7.5 the reduced

χ2 has been shown as a function of its spatial position. It can be seen that all models

3Current file iso P8R2 SOURCE V6 v06.txt available from Fermi website.
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fit the Fermi bubbles and WMAP Haze relatively well. The Galactic emission is

poorly fitted by the PWL but is well represented by the PWLE and BPWL.

7.4 Data

The pre-processing of the data was similar to that presented in the previous Chapter.

For the Pass 8 data set, both FRONT and BACK converting Fermi -LAT events

were selected for the first 85 months of data (Mission Elapsed Time: 239557417

to 459745155). In order to process the data, the Fermi tool gtselect is used to

select only FRONT and BACK converting SOURCE (evclass 128) type events above

100 GeV and a zenith angle cut4 applied, here taken to be 100◦.

The second step is the selection of good time intervals with the gtmktime tool,

for which the recommended filter expression “(DATA QUAL>0) && (LAT CONFIG==1)”

is provided and removes further removes sub-optimal data5. Lastly data with |b|

<10◦ were removed from the file and the clustering algorithm was applied, return-

ing a list of potential sources.

7.5 Maximum Likelihood Follow-up

As the probability estimate for each cluster does not take into account any informa-

tion about the Fermi -LAT instrument performance, each potential source is further

investigated using the maximum likelihood analysis which is part of the standard

Fermi tools. The method used is the same as presented in Chapter 6 Section 6.3.

In summary, data within 5◦ of each cluster were selected. Exposure and livetime

were calculated for each ROI. Each point source was modelled with a power law and

the total model included all sources within 15◦ along with the extended background

models described in Section 7.3. From this a maximum likelihood analysis was car-

ried out to obtain a best fit model for each cluster. Finally we derive the integrated

4This cut is looser than the recommended 90◦ but more stringent than the 105◦ used for the

event selection in the 2FHL (discussed further in section 7.7).
5Note that, for Pass 8 analysis, it is no longer advised to use ROCK ANGLE <52◦.
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Figure 7.6: Clusters found with a TS >25 in the 100 GeV to 3 TeV range.

flux and TS after applying the gtfindsrc tool which is used to determine the best

fit position of the clusters Right Assention and Declination. The resulting significant

clusters can be found in Table 7.1.

7.6 100 GeV - 3 TeV Cluster Results

Using 85 months of Fermi -LAT VHE data (above 100 GeV) to which the clustering

algorithm dbscan is applied, with an input EPS of 0.4◦ and a MinPts scaling up

from 2 depending on the spatial model of the Galactic diffuse model, a total of 232

clusters were found to pass a probability cut. These consisted of 120 that are already

known in the 3FGL, 107 in the 2FHL and 43 in the TeVCat catalogue (lists are not

exclusive). The remaining 106 clusters with no obvious association are classed as

unknown (Unkn.). After applying a full unbinned maximum likelihood analysis, 36

clusters were found with a TS >25 of which 12 are not associated with any 3FGL

sources. Comparing to the 2FHL it is seen that 24 of the sources correspond to

published sources, 22 of which are 3FGL objects and 2 Unkn. These results can be

seen in Table 7.1 and Figure 7.6 including results using both the PWLE and BPWL
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Figure 7.7: Distribution of the TS values for all clusters, showing that the majority of clusters are

found with a TS >16, roughly 4σ. Sources that are present in the 3FGL have a higher TS value

on average, which is not surprising as their increased flux will have led to their discovery.

Galactic diffuse background models. For any sources that fell below a TS of 25 in

one or more of the energy ranges, while upper limits are usually calculated, this

becomes increasingly difficult due to the very low statistics and therefore no results

are shown.

7.6.1 Revisiting the Probability Cut

Recall in Section 7.2.2 that a probability cut based on equation 7.2.2 was applied to

each cluster found by the dbscan algorithm. Using a cut level of 0.001%, roughly

equal to 4.4σ, a total of 232 clusters was found. While this may seem like a large

number of potential sources, it is worth noting that the distribution of TS values

obtained centres around this cut value and that almost 90% of sources have a sig-

nificance of over 4σ (see Figure 7.7). While there is no intention to claim these as

sources, this increases confidence in the dbscan method.
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RA [deg] Dec [deg] TS Flux ×10−11 ph cm−2 s−1

Name 2FHL J2000 J2000 500 GeV 3 TeV PWLE 3 TeV BPWL 500 GeV 3 TeV PWLE 3 TeV BPWL

1 Unkn J0022.0+0006 Y 5.50 0.10 40.18 37.39 37.39 1.91 ± 0.88 1.84 ± 0.87 1.84 ± 0.87

2 3FGL J0123.7-2312 Y 20.96 -23.18 36.61 39.46 39.47 1.11 ± 0.64 1.11 ± 0.64 1.11 ± 0.64

3 3FGL J0157.0-5301 Y 29.20 -53.03 26.72 29.56 29.37 0.92 ± 0.56 0.93 ± 0.56 0.92 ± 0.56

4 3FGL J0238.4-3117 Y 39.63 -31.28 32.32 29.80 29.59 1.09 ± 0.64 1.12 ± 0.65 1.11 ± 0.65

5 3FGL J0326.2+0225 Y 51.58 2.46 32.90 32.54 32.54 1.05 ± 0.63 1.04 ± 0.49 1.04 ± 0.49

6 Unkn J0350.0+0641 N 57.50 6.69 35.71 32.57 32.22 1.08 ± 0.63 1.04 ± 0.62 1.04 ± 0.62

7 3FGL J0428.6-3756 Y 67.18 -37.93 27.51 28.84 28.84 1.20 ± 0.69 0.63 ± 0.46 0.63 ± 0.46

8 3FGL J0448.6-1632 N 72.22 -16.50 28.75 29.31 29.09 0.76 ± 0.54 0.78 ± 0.55 0.77 ± 0.54

9 3FGL J0509.4+0541 Y 77.46 5.76 27.51 26.13 26.88 1.20 ± 0.69 1.21 ± 0.69 1.19 ± 0.69

10 Unkn J0600.4+4918 N 90.17 49.30 26.90 25.45 25.45 0.65 ± 0.44 0.57 ± 0.41 0.57 ± 0.41

11 Unkn J0650.0+5554 N 102.53 55.91 29.78 27.58 27.58 0.98 ± 0.52 0.94 ± 0.50 0.94 ± 0.50

12 3FGL J0730.5-6606 Y 112.76 -66.00 36.46 36.29 36.29 0.90 ± 0.52 0.89 ± 0.51 0.89 ± 0.51

13 3FGL J0744.3+7434 Y 116.20 74.58 32.94 31.93 31.92 0.89 ± 0.48 0.83 ± 0.47 0.87 ± 0.47

14 3FGL J0805.4+7534 Y 121.28 75.57 34.26 34.17 33.87 0.90 ± 0.46 0.90 ± 0.46 0.91 ± 0.46

15 3FGL J0807.1-0541 N 121.68 -5.93 26.98 26.91 27.04 0.78 ± 0.55 0.78 ± 0.55 0.78 ± 0.55

16 3FGL J0809.6+3456 Y 122.39 34.97 35.62 35.93 35.77 0.94 ± 0.54 0.95 ± 0.55 0.93 ± 0.55

17 Unkn J0814.3+1528 N 123.63 15.49 30.18 31.64 31.40 1.02 ± 0.64 1.49 ± 0.81 1.48 ± 0.81

18 Unkn J0826.0+2504 N 126.52 25.07 13.36 26.42 26.23 ... 0.73 ± 0.52 0.74 ± 0.53

19 3FGL J0846.9-2336 Y 131.69 -23.58 52.31 49.76 49.75 1.78 ± 0.80 1.78 ± 0.81 1.79 ± 0.81

20 Unkn J0946.3-6943 N 146.61 -69.72 25.31 25.34 25.15 0.54 ± 0.39 0.53 ± 0.39 0.54 ± 0.39

21 3FGL J0957.6+5523 Y 149.48 55.38 27.24 27.57 27.68 0.64 ± 0.44 0.64 ± 0.44 0.64 ± 0.44

22 3FGL J1026.9-1750 Y 156.79 -17.88 24.97 25.85 25.11 ... 0.72 ± 0.51 0.73 ± 0.52

23 3FGL J1130.7-7800 Y 172.54 -78.02 33.95 33.70 34.45 0.97 ± 0.52 0.96 ± 0.51 0.97 ± 0.52

24 Unkn J1211.4-2139 N 182.92 -21.65 27.41 25.66 25.62 0.72 ± 0.51 0.71 ± 0.51 0.70 ± 0.51

25 3FGL J1243.1+3627 Y 190.64 36.32 25.06 25.39 23.71 0.89 ± 0.54 0.89 ± 0.54 ...

26 3FGL J1248.2+5820 Y 192.11 58.34 33.89 31.11 32.54 0.91 ± 0.51 0.89 ± 0.50 0.87 ± 0.49

27 3FGL J1448.0+3608 Y 222.04 36.13 26.09 26.07 25.97 0.58 ± 0.42 0.60 ± 0.43 0.60 ± 0.43

28 Unkn J1520.0+3114 N 230.01 31.25 14.31 28.34 28.32 ... 0.95 ± 0.63 0.96 ± 0.63

29 3FGL J1548.8-2250 Y 237.21 -22.80 38.28 36.22 35.69 1.67 ± 0.76 1.72 ± 0.79 1.72 ± 0.79

30 Unkn J1634.6+1222 N 248.74 12.38 15.99 27.32 27.32 ... 1.17 ± 0.70 1.17 ± 0.70

31 3FGL J1842.3-5841 Y 280.55 -58.70 42.26 45.36 45.52 1.20 ± 0.62 1.21 ± 0.63 1.22 ± 0.63

32 3FGL J1917.7-1921 Y 289.44 -19.36 72.79 82.39 82.40 2.52 ± 0.97 2.90 ± 1.04 2.90 ± 1.04

33 3FGL J1936.9-4719 Y 294.24 -47.36 27.53 27.18 27.16 0.79 ± 0.54 0.76 ± 0.53 0.76 ± 0.53

34 Unkn J2049.6-0037 N 312.48 -0.62 25.65 25.29 25.07 1.14 ± 0.67 1.14 ± 0.68 1.17 ± 0.69

35 Unkn J2317.5+2839 Y 349.47 28.65 26.75 37.39 37.39 0.68 ± 0.48 1.84 ± 0.87 1.84 ± 0.87

36 3FGL J2324.7-4040 Y 351.19 -40.70 29.14 29.00 29.00 0.99 ± 0.59 0.96 ± 0.58 0.98 ± 0.59

Table 7.1: Results for sources detected at E > 100 GeV with dbscan. ‘Unkn.’ refers to sources

that are not present in the 3FGL. The Test Statistic (TS) and flux were found with follow-up

analysis using the published Fermi tools. Results using a Galactic diffuse model extrapolated with

a power law with an exponential cut off (PWLE) and a broken power law (BPWL) are shown

along with results obtained with published background models (limited to 500 GeV).
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RA [deg] Dec [deg] Flux

Name J2000 J2000 Association Type z Var TS ×10−9 ph cm−2s−1 Γ

1 Unkn J0022.0+0006 5.50 0.10 ... ... ... ... 17.6 <1.73 ...

2 3FGL J0123.7-2312 20.96 -23.18 1RXS J012338.2-231100 BLL 0.404 51.7 286.6 3.85±0.06 1.81± 0.0106

3 3FGL J0157.0-5301 29.20 -53.03 1RXS J015658.6-530208 BLL ... 62.6 334.9 2.79±0.29 1.68± 0.0422

4 3FGL J0238.4-3117 39.63 -31.28 1RXS J023832.6-311658 BLL 0.233 47.5 714.1 6.02±0.69 1.79± 0.0497

5 3FGL J0326.2+0225 51.58 2.46 1H 0323+022 BLL 0.147 59.1 314.3 6.79±0.13 1.36± 0.0068

6 Unkn J0350.0+0641 57.50 6.69 ... ... ... ... 13.0 <1.13 ...

7 3FGL J0428.6-3756 67.18 -37.93 PKS 0426-380 BLL 1.111 2951.5 64088.0 23.23±3.85 lgp

8 3FGL J0448.6-1632 72.22 -16.50 RBS 0589 BLL ... 56.1 397.0 5.36±0.83 1.84± 0.0636

9 3FGL J0509.4+0541 77.46 5.76 TXS 0506+056 BLL ... 285.3 5577.0 68.71±0.73 2.05± 0.0054

10 Unkn J0600.4+4918 90.17 49.30 ... ... ... ... 29.3 90.82±0.36 2.75± 0.0000

11 Unkn J0650.0+5554 102.53 55.91 ... ... ... ... 0.0 <3.50 ...

12 3FGL J0730.5-6606 112.76 -66.00 PMN J0730-6602 BCU 0.106 41.1 162.8 3.40±0.60 1.83± 0.0628

13 3FGL J0744.3+7434 116.20 74.58 MS 0737.9+7441 BLL 0.314 67.6 305.8 5.41±0.14 2.03± 0.0101

14 3FGL J0805.4+7534 121.28 75.57 RX J0805.4+7534 BLL 0.121 95.4 1253.0 9.42±0.12 1.88± 0.0053

15 3FGL J0807.1-0541 121.68 -5.93 PKS 0804-05 BLL ... 94.6 900.2 23.13±0.24 2.13± 0.0042

16 3FGL J0809.6+3456 122.39 34.97 B2 0806+35 BLL 0.083 47.1 79.3 2.03±0.12 1.91± 0.0190

17 Unkn J0814.3+1528 123.63 15.49 ... ... ... ... 30.1 10.55±0.56 4.46± 0.1294

18 Unkn J0826.0+2504 126.52 25.07 ... ... ... ... 0.0 <1.00 ...

19 3FGL J0846.9-2336 131.69 -23.58 PMN J0847-2337 BLL 0.059 64.8 548.0 10.56±0.12 1.96± 0.0043

20 Unkn J0946.3-6943 146.61 -69.72 ... ... ... ... 8.0 <7.98 ...

21 3FGL J0957.6+5523 149.48 55.38 4C +55.17 FSRQ 0.899 42.4 25137.0 83.38±0.10 lgp

22 3FGL J1026.9-1750 156.79 -17.88 1RXS J102658.5-174905 BLL 0.26689 152.3 826.0 13.55±0.13 1.96± 0.0446

23 3FGL J1130.7-7800 172.54 -78.02 ... ... ... 46.6 164.0 1.41±0.39 1.51± 0.1006

24 Unkn J1211.4-2139 182.92 -21.65 ... ... ... ... 14.0 <12.0 ...

25 3FGL J1243.1+3627 190.64 36.32 Ton 116 BLL 1.066 58.2 2312.0 10.13±0.63 1.72± 0.0249

26 3FGL J1248.2+5820 192.11 58.34 PG 1246+586 BLL 0.847 65.2 8709.0 35.60±0.80 1.85± 0.0115

27 3FGL J1448.0+3608 222.04 36.13 RBS 1432 BLL 1.508 92.9 1505.0 9.63±0.79 1.79± 0.0364

28 Unkn J1520.0+3114 230.01 31.25 ... ... ... ... 30.9 12.88±0.58 5.66± 1.202

29 3FGL J1548.8-2250 237.21 -22.80 PMN J1548-2251 BLL ... 49.1 515.5 9.03±0.22 1.86± 0.0103

30 Unkn J1634.6+1222 248.74 12.38 ... ... ... ... 6.4 <1.47 ...

31 3FGL J1842.3-5841 280.55 -58.70 1RXS J184230.6-584202 BCU ... 55.3 86.0 1.62±0.19 1.75± 0.0408

32 3FGL J1917.7-1921 289.44 -19.36 1H 1914-194 BLL 0.137 72.9 2111.0 22.28±0.34 1.85± 0.0062

33 3FGL J1936.9-4719 294.24 -47.36 PMN J1936-4719 BLL 0.265 62.5 347.6 1.33±0.07 1.74±0.0169

34 Unkn J2049.6-0037 312.48 -0.62 ... ... ... ... 0.0 <3.70 ...

35 Unkn J2317.5+2839 349.47 28.65 ... ... ... ... 74.9 4.79±0.26 2.15± 0.0149

36 3FGL J2324.7-4040 351.19 -40.70 1ES 2322-409 BLL 0.174 41.3 791.6 6.33±0.74 1.74± 0.0453

Table 7.2: Maximum likelihood results for all clusters in 100 MeV to 100 GeV energy range. For

sources that have a TS <25, upper limits to the flux are presented and no spectral index is shown.

In this table, known associations of 3FGL sources are shown along with their source classification

(BLL = BL Lac type blazar, BCU= active galaxy of uncertain type and FSRQ = flat spectrum

radio quasar type blazar), redshift if known and published variability index (where variability index

is described in Section 7.6.2).
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7.6.2 E <100 GeV and Variability

In order to obtain a better understanding of the sources found using clustering

analysis, a binned likelihood analysis over the energy range 100 MeV to 100 GeV

is also carried out as in Chapter 6. To summarise, the data selection is as before

(Section 7.4), with the exception of a larger ROI of 12◦ to account for the increased

PSF at lower energies, including sources in the model file out to a further 10◦ with

parameters frozen to those in the 3FGL.

By performing a likelihood fit with greater statistics, improved fit parameters for

these sources are determined. The low energy fit results can be seen in Table 7.2.

In this table any associations of objects already known in the lower energy band,

along with object type and redshift, are included (if known). It is noted, that while

most of the sources are BL-Lac types, the Flat Spectrum Radio Quasar (FSRQ), 4C

+55.17 is also found along with two active galaxies of uncertain type (BCU) which

may prove to be BL-Lacs.

An important factor to take into account when considering these sources for

follow up observations with ground based IACTs is whether or not their discovery

depends on flaring events or strong variability over the last 85 months. As an

indication, for known 3FGL sources, the published variability index is presented,

where the variability is defined as

Var =
∑

month

−2 ln(Lmonth/Lyr), (7.6.4)

where Lmonth is the likelihood for the flux fitted in a month and Lyr is the

likelihood of a flat lightcurve fitted over the full catalogue interval. The resulting

sum over each month interval gives an indication of the source variability for month-

long time scales. This does not take into account shorter time scales and therefore,

as previously stated, is used only as an indication. Here, a value greater than 72.44

equates to a 99% confidence limit that the source is variable.

In addition to the variability index, evidence for temporal clustering of the VHE

events was also considered. By investigating the distribution of the time between

event pairs for all sources detected, evidence of clustering should become apparent
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Figure 7.8: Distribution of time between events for all clusters found passing the probability cut

(blue hatched histogram) compared to a simulated data set of random arrival times (red errorbars).

If the VHE events originated from single flaring events an excess at low dt would be expected.

as an excess at small time separations. In Figure 7.8, the difference in time for

consecutive pairs of events within each source data set, for all clusters found passing

the probability, cut can be seen as the hatched histogram. The events for each cluster

were then randomly assigned an arrival time within the 85 months of observation

and the process was repeated multiple times to obtain the simulated data set. From

this it appears that there is no strong evidence that the events originated from single

bright flares.

7.6.3 Unknown sources and possible associations

Out of the 36 clusters found to be significant in the 100 GeV to 3 TeV range,

24 were spatially coincident with existing 3FGL sources, leaving 12 sources which

are classified with the prefix unknown (Unkn). Two of these, Unkn J0022.0+0006

and Unkn J2317.5+2839 have been detected in the 50 GeV to 2 TeV range and

are part of the 2FHL, with the former associated with 5BZGJ0022+0006 (BL Lac

with prominent galaxy emission) and the latter unassociated. For the remaining
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10, possible associations based on source locations from the astronomical database

Simbad6 are considered (the sources and surrounding objects known in Simbad can

be seen in Figure 7.9 and 7.10).

Unkn J0022.0+0006

Only significant above 100 GeV, the object is directly coincident with the BL Lac

source RX J0022.0+0006 with a redshift of 0.306 at a distance of 44.54 arcseconds

from the cluster location. This source is known in the 2FHL catalog as 2FHL

J0022.0+0006 and is associated with the BL Lac AGN 5BZGJ0022+0006 with a

redshift of 0.306.

Unkn J0350.0+0641

Found with a reasonable significance in all but the lower energy range, this source

is spatially coincident with the BL Lac object 2MASS J03495785+0641264 [120] at

an angular distance of 31.97 arcseconds. There are also a number of galaxies which

form part of a galaxy cluster in the vicinity.

Unkn J0600.4+4918

Found to be significant within each energy range although only slightly over a TS of

25. There appears to be little evidence of possible counterparts close to the source

position.

Unkn J0650.0+5554

Significant in all but the low energy range. Apart from a high proper motion

star at the centre of the field of view there are two nearby X-ray sources 1RXS

J064947.8+555232 and 1RXS J065009.9+555827 at 188.94 and 234.95 arcseconds

from the centre respectively. Neither source has any associated classification.

6http://simbad.u-strasbg.fr/simbad/
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Figure 7.9: Position of Unkn. sources and their 1 σ positional uncertainty (black circle) shown

against known sources in the Simbad catalogue, where green circles are galaxies, red triangles are

AGN, blue squares are X-ray sources, cyan diamonds are radio objects, yellow crosses are infra red

objects, magenta x are Super nova remnants or pulsars and black stars are stars.
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Figure 7.10: See Figure 7.9.
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Unkn J0814.3+1528

Significant in all energy ranges, also with a bright star at the centre of the field

of view. Nearest possible associations are the X-ray source RX J0254.6+1525.1

of unknown type 163.84 arcseconds away from the centre, the Quasar 2MASS

J02543634+1525443 198.22 arcseconds from the centre and a group of galaxies at

488.16 arcseconds from the centre.

Unkn J0826.0+2504

Only found in the highest energy range, 100 GeV - 3 TeV, closest associations are the

radio source NVSS J082552+250138 of unknown type at 228.49 arcseconds distance,

a cluster of galaxies [SPD2011] 54642 at 458.16 arcseconds and the quasar [VV2006]

J082624.6+251142 at 525.85 arcseconds from the centre.

Unkn J0946.3-6943

Significant in all but the low energy range, there appears to be very little in the way

of possible associations, with the closest being the X-ray source 1RXS J094420.5-

694844 of unknown type 730.96 arcseconds away.

Unkn J1211.4-2139

Again significant in all but the low energy range, with a bright star in centre of

the field of view. Nearest possible associations are the radio source NVSS J121231-

213315 of unknown type at 758.05 arcseconds and a possible AGN 2MASS J12103884-

2135167 904.44 arcseconds away.

Unkn J1520.0+3114

Found to be significant in all but the 100 GeV - 500 GeV range, this source coincides

with a multitude of radio sources in the FIRST radio survey [123]. There also exists

the quasar [VV2006] J152036.6+311151 at 222.63 arcseconds from the centre and

the AGN 2MASX J15203610+3122258 with redshift z=0.10675 at 506.21 arcseconds

from the centre of the field of view.
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Unkn J1634.6+1222

Only significant in the highest energy range, 100 GeV to 3 TeV. The region of

interest includes a large number of galaxies and radio sources due to it being cov-

ered by the Sloan Digital Sky Survey [124]. Most notable are the quasars SDSS

J163448.25+122215.3 and SDSS J163516.70+121340.6 at a distance of 140.72 and

614.76 arcseconds and with redshifts of z=1.03 and 1.79 respectively.

Unkn J2049.6-0037

Significant in all but the lowest energy range. Closest possible associations is the

BL Lac type blazar 1RXS J204921.6-003930 at 519.54 arcseconds and a redshift of

0.25684.

Unkn J2317.5+2839

Significant in all energy bands, but there are no clear associations, with the closest

counterparts being the radio sources NVSS J231820+284232 at 423.32 arcseconds

and GB6 B2315+2813 at 573.83 arcseconds. This source is known in the 2FHL

catalogue as 2FHL J2317.8+2838 but has no known association

7.7 Comparison with 2FHL

Shortly after the release of the Pass 8 reprocessed data, the Fermi collaboration

released the second Fermi -LAT catalogue of hard sources, the 2FHL [11]. Consid-

ering the similarity in goals of the 2FHL and this work it is important to compare

the relative performance. The 2FHL was created using 80 months (MET 239557417

to 449855019, August 2008 to April 2015)7 of Pass 8 SOURCE class data between

50 GeV and 2 TeV. For their data reduction they used a zenith cut of 105◦, which

has also been adopted for this analysis.

7This is the time range defined in [11] and on the 2FHL website, however due to the detection of

3FGL sources shown in Section 7.7.1 this has been brought into question (past catalogues provide

seed sources for later catalogues). In the header of the 2FHL fits data file, the defined time range

equated to only 78 months. This discrepancy is currently under investigation.
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Figure 7.11: Clusters found in the 50 GeV to 2 TeV range (black cross) compared to the 2FHL

source catalogue (magenta squares).

For the clustering analysis, the same input parameters as the previous data set

were chosen, but requiring a minimum number of points of 3 due to the increased

data set size, once again, only events with |b|>10 were chosen. For clusters found

with a probability passing a 0.001% confidence limit we follow the same procedure

as described in Section 7.5. Due to the similarity in results from the different

background models presented in the 100 GeV to 3 TeV range, only results using a

power law with exponential cut of have been shown.

7.7.1 Cluster results

Running the clustering analysis on the same data set as the 2FHL a total of 422

clusters passing the probability cut are found. Of the 257 possible 2FHL sources

with |b|>10, 237 matching clusters are found to be spatially coincident, resulting in

a 92.2% success rate. Out of the 131 with no 2FHL counterpart, 15 were found to be

significant following a full likelihood analysis; these are listed in Table 7.3. Unlike

the 3 TeV results, the number of sources that are not in the 2FHL above 4σ make

up only 51.9% of the sources (see left panel of Figure 7.12). It is worth noting that
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Figure 7.12: Top: The 50 GeV < Eγ < 2 TeV TS distribution of the 131 sources found that did not

correspond to 2FHL source positions. Bottom: The published spectral index and flux distribution

for all 2FHL sources, where the black crosses are sources found with the dbscan algorithm and

the red circles are those that are missed.
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Figure 7.13: Clusters with TS >25 found between 50 GeV and 2 TeV using the same observation

time as used to create the 2FHL.

2 of the Unkn. sources found in the 100 GeV to 3 TeV range are also found here,

namely Unkn J0350.0+0641 and Unkn J0814.3+1528 where the former was seen to

be spatially coincident with the BL Lac 2MASS J03495785+064126.

For the 20 2FHL sources that where not found in the 422 cluster sample, only

8 were not picked up at all by dbscan, with the rest falling below the probability

cut. In Figure 7.12 the published flux and spectral index values are shown for

all extragalactic 2FHL sources separated into those found by dbscan and those

missed (both below the probability threshold and those missed altogether). As can

be seen most sources are at the low end of the flux range, save for 3 which have

large fluxes. Upon further investigation at least 2 of these, 2FHL J1221.3+3009 (PG

1218+304) and 2FHL J1217.9+3006 (1ES 1215+303) have been absorbed into the

TeVCat source 1ES 1218+304 and the third is the extended source 2FHL J0526.6-

6825e otherwise known as the LMC. This indicates that dbscan may not currently

be optimally set up for preventing source confusion or detecting extended sources.
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Ra [deg] Dec [deg] Flux

Name J2000 J2000 Association Type z Var TS ×10−11 ph cm−2 s−1

1 Unkn J0137.6+2248 24.49 22.81 ... ... ... ... 26.54 1.18 ± 0.69

2 3FGL J0338.5+1303 54.67 13.05 RX J0338.4+1302 BCU ... 58.88 32.89 1.62 ± 0.82

3 Unkn J0350.0+0641 57.53 6.60 ... ... ... ... 30.29 1.43 ± 0.78

4 3FGL J0708.9+2239 107.22 22.78 GB6 J0708+2241 BCU ... 56.60 36.93 1.71 ± 0.82

5 3FGL J0712.6+5033 108.32 50.58 GB6 J0712+5033 BLL ... 94.44 28.38 1.14 ± 0.60

6 Unkn J0814.3+1528 123.51 15.49 ... ... ... ... 25.75 1.04 ± 0.68

7 3FGL J0854.8+2006 133.57 20.15 OJ 287 BLL 0.306 1059.57 33.50 2.01 ± 0.88

8 3FGL J1203.5-3925 180.70 -39.46 PMN J1203-3926 BCU ... 40.03 25.69 1.57 ± 0.80

9 3FGL J1259.8-3749 195.04 -37.94 NVSS J125949-374856 BCU ... 44.91 35.33 1.42 ± 0.72

10 Unkn J1353.3-3937 208.36 -39.63 ... ... ... ... 26.75 0.89 ± 0.55

11 3FGL J1404.8+0401 211.21 3.98 MS 1402.3+0416 BLL 0.344 40.29 25.48 1.06 ± 0.64

12 3FGL J1454.5+5124 223.66 51.40 TXS 1452+516 BLL 1.083 108.12 28.83 0.89 ± 0.52

13 3FGL J2139.4-4235 324.86 -42.61 MH 2136-428 BLL ... 241.08 28.40 1.05 ± 0.79

14 Unkn J2150.3+3342 327.62 33.70 ... ... ... ... 29.55 1.31 ± 0.72

15 Unkn J2237.0-6621 339.26 -66.35 ... ... ... ... 28.49 0.85 ± 0.53

Table 7.3: Clusters found with TS >25 found between 50 GeV and 2 TeV using the same observa-

tion time as used to create the 2FHL. Including known published associated object, type, redshift

(z) and variability index (Var).

7.7.2 Post 2FHL

As a next step, the possibility of using dbscan as a tool to scan the entire sky

over regular time periods is considered. In order to investigate this, a further 6

months of data since the release of the 2FHL are included and the same clustering

and maximum likelihood method as described in Section 7.7 is applied in order to

search for sources that have increased in significance over time. This increase in

time results in a 4.5% increase in the number of events in the analysed data set

(around 2800 events including the Galactic plane). This increase in statistics led to

the detection of a further 19 sources that are not published within the 2FHL. These

can be found in Table 7.4 and their positions seen in Figure 7.14. The new sources

consist of 13 3FGL sources and 6 Unkn. Given these findings, it is evident that the

dbscan method can be applied at regular intervals in order to produce a continuous

catalogue of sources that have become significant within the high energy regime

of Fermi -LAT. A future implementation of the analysis code which automatically

searches for new sources is envisaged.
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Figure 7.14: Clusters found with TS >25 found between 50 GeV and 2 TeV using the same

observation time as used to create the 2FHL with an additional 6 months.

Ra [deg] Dec [deg] Flux

Name J2000 J2000 Association Type z Var TS ×10−11 ph cm−2 s−1

1 3FGL J0003.2-5246 0.79 -52.80 RBS 0006 BCU ... 45.28 27.26 0.86 ± 0.50

2 3FGL J0022.1-5141 5.45 -51.65 1RXS J002159.2-514028 BLL ... 59.41 32.58 0.85 ± 0.50

3 3FGL J0056.3-0935 14.09 -9.65 TXS 0053-098 BLL 0.10312 55.52 26.52 1.91 ± 0.88

4 3FGL J0316.2-6436 49.09 -64.67 SUMSS J031614-643732 BLL ... 56.85 31.11 1.08 ± 0.55

5 3FGL J0558.1-3838 89.50 -38.67 EXO 0556.4-3838 BLL 0.302 37.60 32.34 1.18 ± 0.62

6 Unkn J0659.4-6747 104.90 -67.79 ... ... 30.93 0.96 ± 0.52

7 3FGL J1012.7+4229 153.20 42.38 B3 1009+427 BLL 0.36513 50.43 25.65 1.15 ± 0.64

8 3FGL J1256.3-1146 194.08 -11.76 PMN J1256-1146 BCU 0.05791 59.44 30.46 1.06 ± 0.61

9 Unkn J1316.4-4634 199.15 -46.58 ... ... 26.20 0.89 ± 0.53

10 3FGL J1319.6+7759 199.87 78.10 NVSS J131921+775823 BCU ... 51.89 29.41 1.04 ± 0.49

11 Unkn J1523.2+5345 230.85 5.58 ... ... 25.26 0.92 ± 0.55

12 3FGL J1554.4+2010 238.58 20.17 1ES 1552+203 BLL 0.22229 31.45 35.94 1.18 ± 0.59

13 3FGL J1640.9+1142 250.20 11.69 TXS 1638+118 BLL ... 36.61 28.74 0.83 ± 0.50

14 Unkn J1733.2-7256 263.35 -72.94 ... ... 29.20 0.89 ± 0.50

15 3FGL J1923.2-7452 291.05 -74.82 Unk ... 50.83 30.22 1.07 ± 0.54

16 3FGL J2026.3+7644 306.85 76.79 1RXS J202633.4+764432 BCU ... 31.96 25.80 0.73 ± 0.41

17 Unkn J2322.3-4225 350.65 -42.42 ... ... 29.42 0.92 ± 0.54

18 Unkn J2340.2-2022 355.09 -20.38 ... ... 25.57 1.88 ± 0.92

19 3FGL J2357.4-1716 359.37 -17.31 RBS 2066 BLL ... 44.08 32.16 1.29 ± 0.70

Table 7.4: Clusters found with TS >25 found between 50 GeV and 2 TeV using the same obser-

vation time as used to create the 2FHL with an additional 6 months. Including known published

associated object, type, redshift (z) and variability index (Var).
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7.8 Discussion and Conclusion

In the previous Chapter and in work presented in [24], the potential of using the

clustering algorithm dbscan for performing an unbiased search for new sources

within the extragalactic Fermi -LAT data was shown, detecting 9 new VHE AGN.

Re-applying this to the improved Pass 8 events along with an additional 8 months

of data, a further 36 VHE sources were found. These consist of 23 AGN and 12

previously undetected sources. Furthermore, in a comparison with the 2FHL cata-

logue of sources between 50 GeV and 2 TeV, 15 sources were discovered that were

not presented in the 2FHL along with a further 19 using an additional 6 months of

data.

In order to fully utilise the Pass 8 data set, it was necessary to extrapolate

the Galactic and extragalactic background models up to 3 TeV. As the Fermi -LAT

collaboration advise against using data above 500 GeV, results for analysis extending

only up to this energy were also presented. In the data set used in this analysis, it

is worth noting that the data above 500 GeV provide an additional 1138 events and

have added to the significance of some of the sources presented in Table 7.1. In total,

10 sources can be seen to increase in significance with the increased energy range,

5 of which increase by at least a TS of 10. All but 1 of these are from the Unkn

classification and are either insignificant or have a low significance in the <100 GeV

range. This therefore makes them interesting targets for follow up observations.

As mentioned before, one of the reasons for applying this algorithm to VHE data

was to increase the possible source list that could be followed up with ground based

IACTs, where the energy threshold for observation is usually around 100 GeV. How-

ever, due to the pointing nature of these instruments and relatively short observation

periods, it is important to know whether or not these sources are highly variable

before follow up observations are considered. Therefore, for the sources detected

that are also in the 3FGL, the variability index determined by the Fermi -LAT col-

laboration is shown, noting that only 7 out of a possible 24 are classed as variable.

For the previously undetected objects, a search for any temporal clustering in the

arrival time of each VHE event is performed, but no evidence of any clear grouping

is seen.
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Given the number of sources presented in this work, a total of 70 from both the

100 GeV to 3 TeV analysis and the comparison to the 2FHL, it is clear that the

dbscan algorithm is a proficient tool at identifying sources within the Fermi -LAT

data set. It is hoped that continued work will provide new sources during future

analysis. A number of improvements are also planned, for example introducing a

third dimension, such as event arrival time, to the clustering algorithm which will

facilitate the search for more complex features hidden within the data.



Chapter 8

Summary, Conclusion and Future

Work

The research presented in this thesis has focused on the simulated performance

of GCT and working on expanding the known VHE AGN population that could be

observed with CTA, using the Fermi -LAT data set as a pathfinder. In Chapter 2

a brief overview of the high energy universe was given followed by the important

physical interactions that lead to the production and attenuation of gamma-rays.

From there a discussion was given concerning the main source class of interest in

the later chapters of this work, VHE AGN and more specifically the blazars which

continue to be observable at GeV to TeV energies.

In Chapter 3 the instrumental techniques used to observe the HE to VHE sky

were discussed. The current space based instrument Fermi, by way of its Large Area

Telescope (LAT), has provided the community with the most detailed and indispens-

202
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able full sky data set from energies of a few MeV up to 3 TeV to date. However,

due to the small size of the LAT instrument, it is statistically limited at the higher

energies. This is where ground-based gamma-ray instruments become important,

making use of the cascades of particles produced by incoming VHE photons and the

resulting Cherenkov radiation they are able to dramatically increase the effective

area required to observe these events. The physics behind these airshowers and the

technique used to observe them were described, which led to the introduction of

the planned future ground based gamma-ray observatory, the Cherenkov Telescope

Array (CTA), which aims to improve over current instruments by an order of mag-

nitude. Finally, to observe the upper energy range that CTA intends to cover, it

is foreseen that there will be a large component of the array that will be made up

of many small size telescopes (SSTs). This leads to the description of the telescope

that is the main focus of this work, one of the planned solutions to the SSTs, the

Gamma Cherenkov Telescope (GCT).

With a prototype of GCT up and running in Paris, last November recording

the first air shower image seen by a CTA prototype, there was a push to improve

the model used within Monte Carlo simulations. This update for both a system

using MaPMs (GCTM) and SiPMs (GCTS) was described in Chapter 4 which also

acted to provide a better understanding of the inner working of the GCT telescope.

Having completed this, the performance of the telescope was evaluated by showing

that it could achieve a trigger efficiency at the required level (50% at 100 p.e.) and

accurately reconstruct the observed charge within the camera. Using the evaluated

telescope models, high level performance indicators such as angular resolution, en-

ergy resolution and differential sensitivities where derived for a range of telescope

configurations. Using 5 arrays each with 7 telescopes at increasing inter-telescope

distance, the relative performance of a “mini-array” of telescopes was derived. This

represents the initial telescopes placed at the CTA observatory and can be used to

estimate what would be achievable in the very early stages of construction.

As CTA will consist of many telescopes when complete, the majority of observed

events are expected to fall within the array. Therefore in order to obtain a set

of performance curves which better represent those that would be achievable by



Chapter 8. Summary, Conclusion and Future Work 204

the full SST component of CTA, a distance cut was applied to the “mini-array”.

This revealed that the expected angular and energy resolutions of the final CTA

array above 1 TeV should easily be met by the the GCT contribution. Finally, by

extrapolating the 7 telescope array to an array of 73 telescopes, it was shown that

this is also true for the differential sensitivity. In all of the above, a general trend

was seen for an improvement at high energies using a compact array in terms of

energy and angular resolution and a more expanded array for sensitivity, although

a full understanding of the optimised array layout requires further work. Finally,

in terms of relative performance, it is seen that GCTS will outperform GCTM, but

with further optimisation the two designs might become comparable.

In order to maximise the potential performance it is important that the tele-

scope system be fully understood, which is achieved through a variety of calibration

methods. It was briefly described in Chapter 3 that the camera for GCT will have 4

LED flashers, capable of producing a pulse of blue light that can be used to flatfield

the camera. Another method, which has been used for current IACTs, is the use

of Cherenkov radiation produced by local, unaccompanied muons. As there was an

initial concern that, due to the small mirror area of the SSTs, insufficient muons

would be detected to enable telescope calibration, an initial study investigating the

feasibility of using muons for absolute calibration of GCT was presented in Chap-

ter 5. As both the muon spectrum and the physics by which the muons produce

Cherenkov radiation are well understood, the amount of light that should be ob-

served for each muon event can be accurately predicted. Therefore, by measuring

this amount of light over long periods of time, any loss in efficiency of the telescope

system can be characterised by the parametrisation of the muon ring imaged within

the camera. Using the Taubin method to fit muon rings, and theory developed in

previous experiments, it was shown that although there is some difficulty created

by the presence of a secondary mirror, both GCTM and GCTS should be able to

use the muon calibration method. Improvements in the current method and an op-

timisation of the selection criteria and cuts will be required to fully understand the

potential of the method.

While CTA will operate as an open observatory, there will be a large amount
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of time dedicated to a set of key science projects. These will tackle some of the

larger questions that CTA has set out to answer and require a sizeable amount of

observation hours. It is foreseen that there will be deep observations of a selection of

AGN to obtain high quality spectra along with long term monitoring. Additionally

there will be an extragalactic survey which will identify many new sources. With

this in mind, the later work in this thesis, presented in Chapter 6 and 7, focuses

on using the clustering algorithm dbscan to search for potential VHE AGN within

the Fermi -LAT data set. In Chapter 6 an initial study was carried out on Pass 7

reprocessed data in the energy range of 100-300 GeV for Galactic latitudes |b| > 10◦.

This revealed the presence of 9 previously unknown AGN that were significant in the

VHE domain. In Chapter 7 a more sophisticated code and analysis was applied on

the new Pass 8 Fermi -LAT data set which provided an extended energy range up to

a possible 3 TeV. This work revealed a further 36 sources significant above 100 GeV

and in a comparison with the 2FHL (80 months, 50 GeV - 2 TeV) an additional 15

sources were found. Using an extra 6 months from the 2FHL data set a further 19

sources were detected. From the discovery of these 70 sources, it is concluded that

dbscan is a powerful tool for identifying sources within large gamma-ray data sets,

helping to provide an unbiased catalogue of sources from the Fermi -LAT data set

that could make promising targets for follow-up observations of current IACTs and

CTA in the future. In addition, the identification of a larger data set of VHE AGN

strengthens the justification for the CTA extragalactic survey which will reach much

deeper sensitivities than the Fermi VHE data set.
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Appendix A

List of Acronyms and

Abbreviations

2FGL - The second Fermi-LAT catalog

2FHL - The Second Catalog of Hard Fermi-LAT Sources

3FGL - The Third Fermi-LAT source catalog

AGN - Active Galactic Nuclei

BCU - Active Galactic Nuclei of Uncertain Type

BPWL - Broken Power Law

CHEC - Compact High Energy Camera

CTA - Cherenkov Telescope Array

DACQ - Data Acquisition system

DBSCAN - Density-Based Spatial Clustering of Applications with Noise

EAS - Extensive Air Showers

EBL - Extragalactic Background Light

EPWL - Power Law With Exponential cut off

FADC - Flash Analogue to Digital Converter

FOV - Field of View

FSRQ - Flat Spectrum Radio Quasar

219



Appendix A. List of Acronyms and Abbreviations 220

GCT - Gamma Cherenkov Telescope

GCTM - GCT with camera using MaPMs

GCTS - GCT with camera using SiPMs

HV - High Voltage

IACT - Imaging Atmospheric Telescope

IRF - Instrument Response Function

LAT - Large Area Telescope

L/M/SST - Large/Medium/Small Size Telescope

LRT - Likelihood Ratio Test

MaPM - Multi-Anode Photomultiplier

MC - Monte Carlo

MET - Mission Elapsed Time

MSCRW - Mean Scaled Reduced Width

MSCRL - Mean Scaled Reduced Length

NSB - Night Sky Background

p.e. - photo electron

PDE - Photon Detection Efficiency

PSF - Point Spread Function

PWL - Power Law

SiPM - Silicon Photomultiplier

SPE - Single Photo Electron

SST-GATE - Small Size Telescope GAmma-ray Telescope Elements

TMVA - Toolkit for Multivariate Analysis

TS - Test Statistic

VHE - Very High Energy
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parameter GCTM GCTS

mirror class 2

Mirror Shapes asymetric (eqn. 4.6.1 & ??)

Focal Plane Shape ∼ 1 m radius of curvature

Focal length 2.228 m

Primary Diameter 4 m (six petals)

Secondary Diameter 2 m (monolithic)

Camera diameter 42 cm

Camera depth 50 cm

random focal length 0.0

Mirror Reflection Random Angle 0.0075

mirror align random distance 0.0

mirror align random horizontal 0.0

mirror align random vertical 0.0

mirror offset 0.0

focus offset 0.0

Primary Mirror Relectivity Figure 4.5

Secondary Mirror Reflectivity Figure 4.5

telescope random angle 0.0

telescope random error 0.0

Telescope Transmission eqn. 4.6.2

pixels parallel 0.0

num gains 1

Number of pixels 2048

Quantum efficiency Figure 4.10

SPE Response Figure 4.11

PM voltage variation 0.03 0.0

PM transit time 5.3 4

transit time jitter 0.28 0.2

Gain variation 0.0 0.05

Table B.1: Table of Configuration file parameters for GCT-M and GCT-S
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parameter GCTM GCTS

QE Variation 0.04

NSB 0.0142 0.0410

Discriminator Bins 120

Discriminator Start 3

Discriminator Amplitude 20

Discriminator Shape Figure 4.12

Discriminator Threshold 172 230

Trigger Pixels 2

Discriminator Threshold variation 2

discriminator time over threshold 1.0

discriminator var time over threshold 0.0

discriminator sigsum over threshold 0.0

discriminator var sigsum over threshold 0.0

discriminator hysteresis 0.0

discriminator gate length 8.0

discriminator var gate length 1

discriminator output amplitude 42

discriminator output var percent 0

discriminator rise time 1.0

discriminator fall time 1.0

default trigger Majority

teltrig min time 0.5

teltrig min sigsum 0.0

trigger delay compensation 0,0,0

fadc mhz 1000

fadc pulse shape Figure 4.12

fadc bins 128

fadc sum bins 96

fadc sum offset 24

Table B.2: Table of Configuration file parameters for GCT-M and GCT-S
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parameter GCTM GCTS

photon delay 5

fadc max signal 65535

fadc pedestal 40

fadc amplitude 8

fadc noise 2

pulse analysis -9

sum before peak 7

sum after peak 10

tailcut scale 1.0

Table B.3: Table of Configuration file parameters for GCT-M and GCT-S


