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Abstract

Since the 1990s the use of the Internet and electronic commerce (e-commerce) has
exploded, yet few SMEs seem to benefit from its potential. The lack of personal
involvement and low level of use are an indication that managers still have not committed
themselves to e-commerce. Consequently they are not reaping the full benefits first hand.

The objectives of the study are to identify key factors and relationships likely to
influence e-commerce use by SME managers in the Netherlands and to investigate whether
relevant and significant factors can be combined in a new model to predict how SME
managers will use new technology.

To achieve these objectives, a well-established model of IT usage behaviour, the
Technology Acceptance Model (TAM), was used. Building upon TAM, a theoretical
research model was developed to investigate a large number of external variables that are
possible antecedents of managerial beliefs, attitudes, and the use of IT. E-commerce
systems were chosen as the IT tool under review. A cross-sectional field survey was
conducted to investigate the theoretical research model. The results are based on the
analysis of questionnaire data from 114 managers from Dutch SMEs. Using Structural
Equation Modelling (SEM) the results show significant support for external variables,
mostly of an individual nature, in the categories of demographics, managerial and IT
knowledge, individual characteristics, and company characteristics. Contrary to
expectations, two categories - social factors and environmental characteristics - had few or
no variables with a significant relationship.

This study further presents empirical evidence to suggest a limited number of
antecedents under managerial control influencing beliefs, attitudes, and use. A better
understanding of the various factors that may impede or increase effective utilization of IT
can facilitate the design of organizational or managerial interventions that address these
issues.

Building on the core TAM model a new model, the e-Tam Model, has been
developed based on the results of the theoretical research model. In this model, it is
hypothesized that IT usage is directly and indirectly influenced by seven external variables

divided into three categories: demographics, personality, and company characteristics.

il



Using the e-Tam Model, effective and increased use of managerial IT tools can be
promoted. This will enable managers to have a better use of e-commerce systems leading in

turn to better margins and opportunities.
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1 Introduction and overview of the study

1.1 Introduction

Electronic commerce (e-commerce) emerged in 1970s. The use of electronic data
interchange (EDI) at the beginning of the 1980s boosted the development of electronic
business (e-business) greatly. Until the mid-1990s, some countries such as the U.S.A. and
Canada, took the lead in developing e-commerce. Into the 21st century, e-commerce still
developed very fast, and a lot of enterprises in western developed countries have been
successful in this area.

In their latest available report of the United States Census Bureau, business-to-
business (B2B) e-commerce in the United States amounted to $ 9,059 billion in 2004, 93.3
% of all e-commerce in the United States (US Census Bureau, 2006). The Gartner Group
estimated that by 2008 all types of e-commerce transactions will exceed US $ 13.5 trillion,
90% of which will be B2B transactions. (McCall, 2004).

Similarly, Jupiter research estimated that the combination of B2B and B2C e-
commerce transactions will surpass US $ 12 trillion by 2007.(Grover and Teng, 2003)

The Forrester Company predicted that in the coming five years, the number of
Europeans shopping online will grow from 100 million to 174 million. Their average yearly
net retail spending will grow from around € 1,000 to € 1,500 as UK Net consumers
outspend even their US counterparts online. Overall, this will cause European eCommerce
to surge to €263 billion in 2011 with travel, clothes, groceries, and consumer electronics all
above the €10 billion per year mark. (Favier and Bouquet, 2006).

Clearly, the Internet and e-commerce has grown at a remarkable pace since the

emergence of the World Wide Web in the early 1990s. The positive impact of the Internet



on commercial organizations has been addressed in many studies (Avlonitis and Karayanni,
2000, Chan and Swatman, 2000, Wilson-Jeanselme and Reynolds, 2005, Park et al., 2004).
Development in the e-commerce arena in recent years has resulted in various applications.

According to Kalakota et al. (2000), there are four types of e-commerce applications:

1. Business-to-Business. An example in the Business-to-Business category would be a
company that uses the Internet for ordering from its suppliers, receiving invoices,
and making payments.

2. Business-to-Customer. The Business to Customer category largely equates to
electronic retailing. This category has expanded greatly with the advent of the
World Wide Web. There are now shopping malls all over the Internet offering a
variety of consumer goods.

3. Business-to-Administration. The Business-Administration category covers all
transactions between companies and government organizations. Currently, this
category is still at an early development stage. Administrations may also offer the
option of electronic interchange for such transaction as VAT returns and the
payment of corporate taxes.

4. Consumer-to-Administration. The Consumer-Administration category is emerging
slowly. However, in the work of growth of both Business-consumer and Business-
Administration categories, governments are extending electronic interaction to such
areas as welfare payments and self-assessed tax returns.

It is extremely tempting to study all these types of Internet applications, nevertheless

this study focuses on business-to-business aspects of e-commerce because it is generally



accepted that Business-to-Business accounts for the largest Euro or dollar volume of e-
commerce, with approximately 82% of the total e-commerce activities (Eurostat, 2006) and
is the fastest growing and most rapidly evolving area of e-commerce. Business use of the
Internet reaches a very high rate in the Netherlands with an Internet saturation point of 92%
of businesses connected (Eurostat, 2006). This puts the Netherlands at the top of the
European countries only to be surpassed by Finland (92%) and Denmark (95%).

Although the term “electronic” is very broad and allows the consideration of
technologies such as EDI, the Internet, and others (Overby and Min, 2001), some authors
define e-commerce as the trade that actually takes place over the Internet, usually through a
buyer visiting a seller’s Web site and making a transaction there (Duffy and Dale, 2002).
This research will only consider e-commerce that takes place over the Internet.

Since industrial and academic interest in business-to-business e-commerce is very new
and still evolving, any definition of what is or is not included in e-commerce is bound to be
controversial. The author goes along with the definition of Westland and Clark (2000, p.1):
“Electronic Commerce — or e-commerce — is the automation of commercial transactions
using computer and communication technologies.” Rebstock (2001) uses a similar broad
definition, which says that e-commerce summarizes all opportunities, which support
commercial transactions with electronic technologies. To narrow the definition commercial
refers only to activities that create transactions between firms (business-to-business or
B2B), excluding transactions between firms and individuals (business-to-consumers).
These transactions involve the exchange of money, goods, obligations, information or

1deas.



Next to the business-to-business related e-commerce, the focus of this research is on
small and medium size enterprises (SMEs) and their managers in the Netherlands. In the
Netherlands, as well as in most other countries of the world, small and medium-sized
companies (SMEs) represent the vast majority (99%) of all enterprises (OECD, 1998). The
contribution of SMEs to economic growth, job creation and innovation has been widely
recognised (Audretsch and Keilbach, 2004, Van Stel et al., 2005)

One of the key difficulties facing researchers is that there is no commonly held
definition of what constitutes a small- or a medium-sized business (Gibb, 1993). The
Commission of the European Communities (1992) counters this charge (in its accustomed
manner) by compromise, by recognising the need for “flexibility” in defining SME:s.
Depending on the aim of the policy at issue, the Commission claims it is possible to use
different definitions. What matters is the goal of the measure: is the “right” group of
businesses being identified for support? In line with this philosophy the author takes the
view that any sensible definition may be used to characterise SMEs. Hence, if
entrepreneurial traits or activities (Boyatzis, 1982, Gartner, 1989, Gibb, 1993) are displayed
by senior management or managers (operating in any form of managerial structure) (Gibb,
1993, Goss and Jones, 1992), then, by implication, that firm may be deemed to be an SME,
provided that it employs less than 500 people. The Commission of the European
Communities (Eurostat, 2002) and the European Network for SME Research (Commission
of the European Communities, 1994, European Commission, 2004) identify as per January
Ist, 2005 the following groups:

e Micro: Nought to nine employees.

e Small: Ten to 99 employees.



e Medium: 100 to 499 employees.

e Large: 500 or more employees.

On this basis SMEs are those enterprises that employ between ten and 499 people.
While this represents an SME class in its strictest sense, it is clear that micro-enterprises are
also effectively SMEs. Throughout this piece, when using a size-oriented classification,
SMEs refers to those enterprises with at least ten employees and up to 499. Enterprises
employing fewer than ten people are referred to as micro-enterprises.

As stated before, SMEs contribute to economic growth, job creation and innovation.
However, not all SMEs are successful and provide these benefits to society. Besides macro
economic (economic climate) and firm-level characteristics (size, age, resource-based
arguments), managerial behaviour is of fundamental importance in explaining a venture’s
long-term survival (Gimeno et al., 1997, Ciavarella et al., 2004, Aragon-Sanchez and
Sanchez-Marin, 2005)

One of the significant functions of managers is decision-making, albeit not the only one
(Mintzberg, 1983). Previous research (Finkelstein and Hambrick, 1996, Feltham et al.,
2005, Van Gils, 2005) shows that also in Dutch SMEs the manager is the main decision
maker. Formulating the company’s strategy, selecting new managers and taking expansion
decisions are some of his main tasks. As such the manager will be involved in the selection
and implementation of an e-commerce system within the organisation. Although an
extensive body of literature (Bajwa et al., 1998b, Bergeron et al., 1995, Kelly Rainer and
Watson, 1995a, Leidner and Elam, 1995, Seely and Targett, 1997, Walstrom and Wilson,
2004) is available which looks at the factors to successfully implement an information

system and the managerial roles required no commonly accepted framework exists. Most



studies reported various factors for a successful introduction and even adoption, but to my
knowledge, little empirical research focused exclusively on SME managers has been
conducted on the factors influencing managerial beliefs, attitude and the use of an e-

commerce system.

For SMEs and their managers, the Internet has much to offer as a business vehicle since
it can serve as a relatively efficient and effective channel for information provision and
exchange, advertising, marketing, completing transactions, and in some cases facilitating or
directly supporting the distribution of goods and services to global trading partners and
customers (Jeffcoate et al., 2002). However, it is argued that SMEs do not always seem to
appreciate that ignoring e-commerce because the current level of transactions is relatively
low and few short-term benefits are being derived (Poon and Swatman, 1999). This puts
them at risk of becoming uncompetitive in the medium and long-term, and hence of failing
in the future (Gattiker et al., 2003), perhaps succumbing to more aware and aggressive
international operators. Combined with reported feelings that SME managers often lack the
requisite technological knowledge and skills (Albrecht et al., 2005), are unsure of whether
their businesses are suited to e-commerce, and are fearful of alienating vital intermediaries,
and so on, this lack of achievement of substantial benefits in the short-term does not act as

much of a motivator for SME managers. But what does?

1.2 Research problem

In a literature review conducted by Wareham et al. (2005), 582 articles about e-
commerce in both academic and professional journals were analysed. Of the 582 articles

10% (58) were directly concerned with adoption of technology. These studies tend to focus



on the diffusion and adoption practices of enterprises in specific regions of the world, as
well as experimental evaluation of technology adoption models. (Lefebvre et al., 2005,
MacGregor and Vrazalic, 2005, Simpson and Docherty, 2004, Lawson et al., 2003, Taylor
and Murphy 2004, Kaynak et al., 2005, Mendo and Fitzgerald, 2005, Grandon and Pearson,
2004, Grandon and Pearson, 2003, Mehrtens et al., 2001, Riemenschneider et al., 2003,
Thatcher et al., 2006). However, despite an emerging interest of Information Systems (IS)
acceptance, there is only a limited and fragmented understanding of the forces that
influence its use or the factors that determine an individual’s resistance to e-commerce.
This study focuses on an examination of the factors that can influence the acceptance
and actual use of e-commerce by SME managers in the Netherlands. Different models have
been used over the last ten to twenty years as a basis for investigating the acceptance and
use of IS. The most salient models include the Innovation Diffusion Theory (Moore
and Benbasat, 1991, Rogers, 1995), the Theory of Reasoned Action (Ajzen, 1991, Ajzen
and Fishbein, 1980) and the Technology Action Model (Davis, 1989, Davis et al., 1989).
Of these models, the Technology Acceptance Model (TAM) has emerged as a powerful
model, a more detailed explanation will be presented in Chapter 2.. The goal of TAM is to
provide an explanation of general determinants of computer acceptance that would help
explain user behaviour across a broad range of end-user computing technologies and user
populations (Davis et al., 1989). The model was originally developed to predict and explain
future user behaviour based on simple measures taken after a very brief period of
interaction with a system. Subsequent research has used and extended the model for various
situations, both when introducing new information technologies as well as when explaining

the use of IS that has already been implemented. TAM is illustrated in Figure 1-1.



Perceived

usefulness 4
External ~ Attitude Behavioural Actual System
variables - toward use ™| Intention to Use P Use

Perceived

ease of use

Figure 1-1 Technology Acceptance Model (Davis, 1989 p.985)

A detailed description of all elements of TAM is presented in Chapter 2. This study
is above all interested in the external variables that are important antecedents of user
perceptions in TAM. Neither Davis et al. (1989) nor Davis (1989) fully investigated the
external factors in their model. They made a few suggestions for future research as to what
variables provide the bridge between internal beliefs, attitudes and intentions represented in
TAM and the various individual differences, situational constraints and managerially
controllable interventions impinging on behaviour. In a later study, Davis (1993)
specifically stated that "future research should consider the role of additional [external]
variables within TAM" (p. 484).

As mentioned above actual use of IS by SME managers is still very low. If usage is to
improve, first and foremost the variables actually influencing the formation of beliefs in
technology acceptance must be identified. Very little research to date has looked at these
external variables for their influence on usage behaviour as mediated by the belief and
attitude constructs. As Agarwal and Prasad (1998a) purport, external variables are the only
channels for influencing behaviour as the intermediate and dependent variables in TAM are

hypothesized to be an internal psychological process

1.3 Research questions

The objective of the study is to identify key factors and relationships that are likely to

influence the use of IS by SME managers. For this purpose, IS is restricted to the use of e-



commerce. This study is aimed at providing a scientific contribution to the following

practical research questions:

1. What are the major factors that influence SME managers’ use of IS, and in
particular an e-commerce system?

2. Which of these factors influence the actual use of an e-commerce system, either
directly or indirectly through user beliefs and attitude?

3. Is there a parsimonious model to predict SME managers’ use of an e-commerce

system?

To answer these questions, the research builds on an existing model. The study has a
number of objectives, related to these questions: First, to examine a number of key factors
and relationships between external variables, individuals’ perceptions as well as attitudes
towards e-commerce, and the way in which these perceptions and attitudes can affect actual
use. Second, to combine these factors in theorctical models to assess if these relevant
variables and relationships are significantly correlated. The rationale for a number of
theoretical models is the investigation of direct as well as indirect relationships between the
external variables and the beliefs, attitude, and use constructs. Third, to investigate whether
relevant and significant factors can be combined in a new model to predict how SME
managers will use a new technology. Furthermore, the model should help to identify what
interventions are required to increase the use of an e-commerce system.

Effective and increased use of an e-commerce system will give managers a more

competitive edge, leading in turn to increases in sales and margins. Nonetheless, it is



evident that greater readiness on the part of the manager to use e-commerce systems and
the increasingly competitive nature of today’s business environment provides strong
support for this research.

While the term manager is ambiguous as described in the literature, for the purpose of
this study a manager is defined as ‘an person who is concerned with the strategic directions
of their organization’s business’ (Seely and Targett, 1999) and:

e Isin a position to influence significantly the strategic decision-making processes
for the organization;

e Has substantial control and authority over how resources are deployed;

e Is in a position to influence the strategic direction of the business of their
organization;

e May have other (lower ranked) managers reporting to him or her.

Based on this definition it is clear that managerial influence in the organisation can
encourage (or discourage) acceptance explicitly through expressed preferences and/or
mandates (Moore and Benbasat, 1991). Thus studies that examine acceptance at the level of

the organization need to account for the potential importance of managerial influence.

1.4 Importance of the study

No previous study has targeted the combination of SME managers in the Netherlands,
e-commerce, factors influencing IS use, and the application of a robust theoretical model.
Few studies (McFarland and Hamilton, 2006, Igbaria et al., 1997b, Venkatesh and Brown,
2001, Venkatesh and Morris, 2000, Legris et al., 2003), which uses the Technology
Acceptance Model, specifically addresses external variables. Igbaria et al. demonstrate the

utility of investigating external factors to belief variables. However, only five external

10



variables were used. Even so, the authors acknowledged their model should be expanded to
include other variables such as organizational size, age, peer support, social pressure,
availability, and accessibility. Most of these factors and many more will be used in this
study.

This research is grounded in a well-established theory, the Technology Acceptance
Model. Furthermore, the study uses a heterogeneous sample of companies that can be
expected to have ample experience with e-commerce. Also, it uses real live subjects,
managers in real-world settings, instead of student populations.

One of the objectives of the study is to develop a parsimonious model that can
explain and predict how individual managers use e-commerce by examining the potential
antecedents to user perceptions of technology. Although there is now a substantial body of
evidence suggesting that user perceptions are indeed important determinants of system use,
there is considerably less work done in the area of examining what influences user
perceptions in the first place, or more importantly, how user perceptions can be proactively
influenced so as to encourage system use (Agarwal et al., 1996). A better understanding of
the determinants of perceived usefulness, perceived ease of use, attitude, and use would
enable us to design organizational interventions that would increase user acceptance and
usage of new and existing systems. As a result SME managers will have a better

understanding of why SMEs use e-commerce.

1.5 Key assumptions

This study is aimed at providing theoretical and practical explanations to the research
questions, yet it has to be recognized that a number of key assumptions exist. First, the

broad concept of use can be divided into voluntary, discretionary, and mandatory use.

11



Discretionary use is distinguished from voluntary use in that there are no defined tasks that
require completion. Indeed managers could choose not to perform the task altogether. It is
assumed that use of e-commerce is discretionary. Delone and Mclean (1992, 2003) posit
that use only makes sense for voluntary or discretionary users as opposed to captive
(mandatory) users.

Second, the tool under investigation is a system used by the organisation, not just by
the SME manager. The question arises as to whether findings generally apply to other IT-
tools and other managerial levels like Marketing, HRM, Finance and middle management.
The variety of tasks and responsibilities a SME manager carries out make it hard to make
definitive statements on this issue. However, given the investigation is aimed at the
behaviour of the SME manager and is used to ensure full and informed responses this is a
reasonable assumption to make. The take-up of technology by senior management could,
however, reasonably be viewed as likely subsequent adoption by the organisation. Leidner
and Elam (1992, 2003) argue that successful use is followed by individual and
organizational impact; that is the effect of information on the behaviour of the SME
manager and consequently on organizational performance. Chapter 7 specifically addresses
these issues, although some issues are left to future research.

Third, it is possible that important variables may be missing from current research on
user acceptance using Technology Acceptance Models. Yet in my study the goal is not to
identify every single possible variable that might affect e-commerce usage, either directly
or indirectly, but rather to determine those factors that can be combined in a comprehensive

instrument that can explain and predict e-commerce usage by SME managers. Therefore,
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the literature review focuses on those studies that identify and suggests relevant factors in
the e-commerce acceptance and usage process.

Fourth and finally, the selection of the level of analysis appropriate to investigate the
phenomenon can be at either the individual or organizational level. Acceptance and use of
e-commerce is studied at the individual level, because the focus in this research is on the
SME manager. Although use is measured at an individual level, e-commerce systems use
may have organizational consequences and consequently affect the organizational structure.

Moreover, as Leidner and Elam (1995) argue when focusing on information systems
(IS) measuring at the organizational level is not particularly meaningful for two major
reasons. First, as IS target individuals in the middle and upper management ranks, it can be
concluded that there are usually only a small number of potential users in any give
organisation. Second, IS are a new technology and its use has not become institutionalized
in many organizations. To summarize, the individual SME manager will be the unit of
analysis. This senior manager was defined making or affecting the structure of an
organization. Thus, although use is measured at an individual level, IS use may have
organizational consequences and consequently affect the organizational structure and

decision-making process.

1.6 Outline

In this chapter the general nature of the problem and research objectives for the study
were presented. Chapter 2 provides the main general theoretical models and the background
of the Technology Acceptance Model. In Chapter 3 the research model for SME managers
usage of e-commerce systems is presented. Chapter 4 describes the research methodology

used to test the research model and the underlying hypothesis as described in Chapter 3.
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Chapter 5 presents the findings of the study, including the specific statistical procedures
that were used to test each hypothesis. Is there a parsimonious model to predict SME
managers’ use of e-commerce? This is discussed in Chapter 6. The final Chapter 7 presents
an overview of the results of this study and the theoretical and practical contributions and

limitations. Finally, some suggestions for future research are presented.

Table 1-1 Overview chapters

1.7 Chapter summary

This chapter has outlined the structure of the research. It introduced the background of
the study and presented the research problem and objectives. The research was then
justified, the research process explained and the thesis chapters outlined. On these
foundations, the report can proceed with a detailed review of the Technology Acceptance

Model.
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2 Theoretical background

2.1 Introduction

A variety of factors can affect users’ acceptance of an information system. Of these factors
users’ perceptions and expectations of the system are said to be the key factors that
influence their acceptance. This is because it is users’ perceptions and expectations of a
system that mediate the process by which a system is defined within an organisation; and it
is that definition of the system that often decides users’ attitudes towards acceptance or
rejection and their use of the system (Venkatesh et al., 2003, Davis et al., 1989, Venkatesh

and Davis, 2000, Orlikowski, 2000).

A range of conceptual frameworks exist for studying the factors that contribute to the
formation of user perceptions and expectations of an information system (Venkatesh et al.,
2003). Four frameworks are reviewed here: innovation diffusion theory, theory of reasoned

action, theory of planned behaviour and the technology acceptance model.

Innovation diffusion theory

Perhaps the principal theoretical perspective on technology acceptance is innovation
diffusion theory, which has been applied at both the individual (Rogers, 1995) and
organizational (Zaltman and Stiff, 1973) levels of analysis. Its primary intention is to
provide an account of the manner in which any technological innovation moves from the
stage of invention to widespread use (or not). Although not concerned with information
technology exclusively, diffusion theory offers a conceptual framework for discussing

acceptance at a global level.
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Diffusion theory posits five characteristics of innovations that affect their diffusion: relative
advantage (the extent to which a technology offers improvements over currently available
tools), compatibility (its consistency with social practices and norms among its users),
complexity (its ease of use or learning), trialability (the opportunity to try an innovation
before committing to use it), and high observability (the extent to which the technology's
outputs and its gains are clear to see). Each of these characteristics on its own is insufficient
to predict either the extent or the rate of diffusion, but diffusion studies have demonstrated
that innovations affording advantages, compatibility with existing practices and beliefs, low
complexity, potential trialability, and observability, will be more extensively and rapidly
diffused than an innovation with a cluster of opposite characteristics (Rogers, 1995). An
early meta-analysis of the innovation diffusion literature found that three of these
characteristics had the greatest influence on adoption: compatibility and relative advantage
were positively related to innovation adoption (p < .05), while complexity was negatively
related to adoption at marginally significant (p < .062) levels (Tornatzky and Klein, 1982).
However, the authors criticized the then-current conceptualizations of these constructs.
Relative advantage, in particular, was cited as especially ambiguous because the criteria
used to judge what is "advantageous" are often not defined (e.g., an innovation could be
advantageous because it costs less or is less complex).

In examining and extending these characteristics in a context specific to information
technology (IT), Moore and Benbasat (1991) report an extensive effort to develop an
instrument which can be used to evaluate user perceptions of IT innovations. Their results
suggest that the most important perceived characteristics of an IT innovation which affect

decisions regarding its use are: voluntariness of use, image ("the degree to which use of an
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innovation is perceived to enhance one's image or status in one's social system," p. 195),
relative advantage, compatibility, ease of use, trialability, result demonstrability, and
visibility. These results lend at least partial support to Rogers' factors, but add an important
emphasis on variables related to discretion and ease of use.

Innovation diffusion theory suggests that factors at the level of the individual user are also
important. Rogers divides technology or innovation adopters into five categories,
depending on their speed of uptake: innovators, early adopters, early majority, late
majority, and laggards. Such distinctions could be seen as somewhat unclear, not least
because any distribution over time is difficult to sustain over time. However, Rogers plots
these categories over a normal distribution where each major category (innovators and early
adopters are combined into one for this purpose) represents a standard deviation of
dispersion. Accordingly, the division between early and late majority is the mean, with
laggards and late adopters constituting 50% of the population. On this basis, Rogers
estimates that early adopters and innovators jointly make up only 16% of the total
population. Early adopters have disproportionate influence over the adoption of any
technology, and profiling studies of these categories have revealed a number of personality
(e.g., risk-taking, adventure seeking) and socioeconomic (e.g., wealth, education) variables
that supposedly distinguish their members.

This approach seems to have direct relevance to studies of IT acceptance in organizations.
Brancheau and Wetherbe (1990) showed that the cumulative adoption distribution of
spreadsheet use closely follows a sigmoidal, S-shaped curve, as predicted by innovation
diffusion theory. Thus, organizations evaluating technology for use in the organization

must be cognizant of the user base for which the tool is both designed and purchased. For a
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tool that will be used throughout the organization, it is reasonable to expect that a
protracted period of time may be required before all users are "up to speed" on how to use
the tool effectively. Understanding users who are likely to be "laggards" is important;
intervention strategies (i.e., extended training) can be designed with those users in mind.
While diffusion theory provides a context in which one may examine the uptake and impact
of information technology over time, it provides little explicit treatment of user acceptance.
Its most direct link would appear to be in the area of innovation characteristics that may
drive individual adoption decisions (i.e., the perceived complexity, compatibility, etc., of a
particular IT) and innovation positioning (the planned marketing of a technology to a
specific group or organization) (Rogers, 1995).

As researchers seek to identify the factors that determine user acceptance of any
information technology and, in particular, factors that can be influenced by design, the
question of acceptance has come to be tackled more directly by researchers working outside
of (or at least on the outskirts of) the classical innovation diffusion tradition. Most
noticeably, researchers in the fields of human-computer interaction and management
information systems (MIS) have drawn heavily on theoretical work in social and cognitive
psychology, as well as sociology, in studying user acceptance. For purposes of clarity, a
distinction is drawn here between those theoretical approaches seeking to understand the
social and psychological determinants of user acceptance at an individual level and those
seeking to understand user acceptance in terms of the design and implementation process of

new technology.
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Theory of reasoned action

Fishbein and Ajzen’s (1975) Theory of Reasoned Action (TRA) in the social psychology
literature defines relationships between beliefs, attitudes, norms, intentions, and behaviours.
According to this theory, an individual's behaviour (e.g., use or rejection of technology) is
determined by one's intention to perform the behaviour, and this intention is influenced
jointly by the individual's attitude and subjective norm, defined as "the person's perception
that most people who are important to him (sic) think he should or should not perform the
behaviour in question" (Fishbein and Ajzen, 1975 p. 302).

According to TRA, attitude toward a behaviour is determined by beliefs about the
consequences of the behaviour and the affective evaluation of those consequences. Beliefs
are defined as the individual's subjective probability that performing a given behaviour will
result in a given consequence. Affective evaluation is "an implicit evaluative response to
the consequence” (Fishbein and Ajzen, 1975 p. 29); thus the attitude construct in TRA is
general in nature and is not anchored to any given belief set. This approach represents an
information processing view of attitude formation and change which states that external
stimuli influence attitudes only through changes in the person's belief structure (Fishbein
and Ajzen, 1975).

However, attitude alone does not solely determine behavioural intentions. Intentions are
determined also by subjective norms, which, in turn, are determined by an individual's
normative beliefs and motivation to comply with perceived norms. The end result is a
generalized model for understanding the determinants of human behaviour in situations

where people may exert their choices. In their meta-analysis examining the application of
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TRA, Sheppard et al. (1988) found that the theory performed extremely well in the
prediction of choice among alternatives. They concluded that the theory was exceptionally
robust and offered strong predictive utility, even when it was used to investigate situations
and activities falling outside the original boundary conditions of the theory (such as
predicting non-voluntary behaviour, or when intentions were assessed even before subjects

had all the information necessary to form a completely confident intention).

The Technology Acceptance Model (TAM)

While TRA is a general model applicable to many areas, a number of MIS-specific models
have been derived from TRA. Of these models, the most widely cited is Davis' (1989)
Technology Acceptance Model (TAM). The goal of TAM is to predict information system
acceptance and diagnose design problems before users have experience with a system.
TAM predicts that user acceptance of any technology is determined by two factors:
perceived usefulness and perceived ease of use.

Within TAM, perceived usefulness (U) is defined as the degree to which a user believes
that using the system will enhance his or her performance. Perceived ease of use (EOU) is
defined as the degree to which the user believes that using the system will be free from
effort. Both U and EOU are specific perceptions and are anchored to specific beliefs users
hold about the system. According to TAM, U and EOU have a significant impact on a
user's attitude toward using the system (A), defined as feelings of favourableness or
unfavourableness toward the system. (Thus, attitude is a general construct which is not tied
to any specific beliefs about the technology.) Behavioural intentions to use the system (BI)

are modelled as a function of A and U. BI then determines actual use. Research has
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consistently shown that BI is the strongest predictor of actual use (Davis et al., 1989,
Taylor and Todd, 1995)

There are several interesting differences between TAM and TRA. First, Davis et al. (1989)
explicitly drop subjective norms from the model, arguing that the subjective norm construct
is context-driven. They explain that while subjective norms may be important in some
settings, in the empirical work validating TA, they were not found to be an important
predictor of intentions. Davis et al (1989) also demonstrate that, because the technology
studied was of a personal and individual nature (i.e. use of the technology was not
dependent on others' use of the same technology), system usage was not likely to be driven
by social influences.

Another important difference is that TAM proposes a direct path from perceived usefulness
to intention, in contrast to TRA which shows attitude completely mediating the relationship
between beliefs and intention. According to Davis et al (1989), in the work environment,
intentions to use IT may be based on its anticipated impact on job performance, regardless
of the individual's overall attitude toward that system. In other words, even though an
employee may dislike a system, that employee may still use the system if it is perceived to
increase job performance (thus, it has high perceived usefulness).

A final note of interest regarding TAM's divergence from TRA is the direct effect of EOU
on U. In other words, when faced with two systems offering identical functionality, a user
should find the easier one to be more useful. Davis et al. (1989) state that if a user becomes
more productive via ease-of-use enhancements, then he or she should become more

productive overall. The converse (that U influences EOU) does not hold, however. Thus,
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from a theoretical perspective, perceived ease of use influences perceived usefulness, but
not vice versa.

In their work validating TAM, Davis et al. (1989) found a stronger relationship between
perceived usefulness (U) and intentions to use than perceived ease of use (EOU) and
intentions. The relationship between EOU and intentions was largely mediated by U. In
comparing TAM and TRA, Davis et al. (1989) found that TAM was a better predictor
(based on the amount of variance explained, R2 ) of intentions to use a particular software
package, reporting an R2 of .47 for Time 1 (immediately after the introduction of the
software) and an R2 of .51 for Time 2 (14 weeks later). These figures were compared with
.32 and .26 for TRA at Time 1 and Time 2, respectively. Davis (1993) reports similar
results in looking at different technology and removing behavioural intentions from the
model. TAM has been found to be extremely robust and has been replicated using different
tasks (Mathieson, 1991, Adams et al., 1992). In a comparison of several models, Mathieson
found that TAM predicted intention to use a spreadsheet package better than alternative
models. In another comparison of theoretical models, Tayler and Todd (1996) found that
TAM provided a good fit to data on the use of a computing resource centre, accounting for
34% of the variance in behaviour, 52% of the variance in intention, and 73% of the

variance in attitude.

Theory of Planned Behaviour
While the Theory of Reasoned Action (TRA) has been the most widely used theory for
examining user acceptance, other theoretical perspectives have also been used. The Theory

of Planned Behaviour (TPB) is a descendant of TRA and adds a third antecedent of
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intention, perceived behavioural control, to the TRA model. Perceived behavioural control
is determined by the availability of skills, resources, and opportunities, as well as their
perceived importance in achieving outcomes. Perceived behavioural control has been
viewed to be close to Bandura’s (1982) self-efficacy belief concept (Azjen, 1991).

TPB holds that attitudes, subjective norms, and perceived behavioural control are direct
determinants of intentions, which in turn influence behaviour.

In attempting to apply TPB (which, like TRA, is a generalized model), a Decomposed
Theory of Planned Behaviour (Taylor and Todd, 1995) has also been examined in the IS
literature which attempts to identify and model the specific antecedents to attitude,
subjective norm, and perceived behavioural control relevant to IT use. Taylor and Todd
(1995) suggest perceived usefulness, perceived ease of use, and compatibility as
antecedents of attitude (largely consistent with TAM). In addition, they suggest that peer
influence and superiors' influence are antecedents of subjective norm. Finally, they model
self-efficacy, resource-facilitating conditions, and technology-facilitating conditions as

determinants of perceived behavioural control.
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Table 2-1 Models and Theories of Individual Acceptance

Summary

The question of user acceptance is of concern to all researchers and procurers who wish to
predict which candidate technologies will prove most suitable for an organization and how
a given design is likely to be received by users. As such, the issue draws on multiple
theoretical perspectives and on research topics as diverse as change management in
organizations, human attitude formation, systems analysis, user interface design, and
technology diffusion.

Innovation diffusion theory provides a general framework within which the social impact of
a technology can be modelled and, in so doing, it seeks to provide insights into the
characteristics of those groups who will adopt a technology at different phases, or into
characteristics inherent in the technology that may influence specific groups to adopt it.

However, predicting how any one group or user will receive a new technology is not the
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province of diffusion theory, and this question is better tackled within the specific decision-
making framework provided by TAM.

While TRA is a general, well-researched intention model that has been applied extensively
in predicting and explaining behaviour across many domains—‘“virtually any human
behaviour” (Ajzen and Fishbein 1980, p.4) it is limited in dealing with behaviours over
which people have incomplete volitional control. For this purpose, TPB adds a third
antecedent of intention, perceived behavioural control, to the TRA model.

While not as extensively studied as TAM, the literature provides several tests of TPB.
However, the results have been somewhat mixed. Mathiesion (1991) tested both TAM and
TPB and found that, while TPB was predictive of user intention, it did not provide as
complete an explanation of intention as TAM. In addition, Mathieson noted that TAM was
easier to apply.

Taylor and Todd (1995) tested the decomposed version of TPB discussed above and found
that TAM was a (slightly) better predictor of usage, but that the decomposed TPB model
provided a more complete (albeit slight) understanding of the determinants of intention (R2
= .57 for TPB and .52 for TAM). The authors note that, in choosing between TAM and the
decomposed TPB, the trade-off of moderate increases in explanatory power for intentions
versus added complexity is a difficult one. The decomposed TPB adds seven more
variables to increase the predictive power of behaviour by 2% over TAM. However, the
decomposed TPB also helps researchers better understand the roles of subjective norms and
perceived behavioural control, which are absent from TAM. Taylor and Todd conclude that

if the goal is to predict IT usage, TAM may be better.
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In this chapter, I will do a thorough review of the TAM model, its development, its
extensions, its limitations and its component constructs, e.g. perceived usefulness--PU and
perceived ease of use-PEOU.

In the following, I will review 44 relevant articles (see appendix A) published in the
top 5 information systems research journals (Vessey et al., 2002), including. Information
Systems Research-ISR, Management of Information Systems Quarterly-MISQ, Decision
Science-DS, Management Science-MS, and Journal of Management Information Systems-
JMIS from 1989 till 2006. Next to this I will provide an overview of TAM research as
presented at international conferences from 2005 until 2007 shown in table 2-3.

The journal articles used PU as an internal belief to explore its role in end-users’
behaviour towards information systems, and used TAM as the theoretical basis to find the
causal links between (i) external variables and PEOU to PU, (ii) PU-A, (iii) PU-BI and (iv)
PU’s relationship with usage behaviour. Moore and Benbasat (1991) based on Rogers’
(1983 and 1995) work on the diffusion of innovations, have proved that perception of the
characteristics of an innovation (PCI) affect the end-user’s adoption behaviour. Relative
advantage is one of these PCI instruments that shares some similarity with PU. Thus, in this
review, I include several articles that use relative advantage instead of PU to study its role
in users’ behaviour to IS. In appendix A, I list all these reviewed articles and present them
in chronological order. I briefly overview their target IS applications, research context,
subjects, research methods, PU and findings. The list is numbered in order to analyse them
easily in the following discussion.

This chapter is organized in 5 sections. In the second section I will review the

original work on TAM. The third section will explore its adoption, validation and
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extensions. Section four will discuss some main limitations of TAM. A discussion follows

with a conclusion in section five..

2.2 Technology Acceptance Model (TAM): An overview

TAM is an adaptation of the Theory of Reasoned Action (TRA), which was
specifically introduced to explain computer usage behaviour. TAM uses TRA as a
theoretical basis for identifying the strong causal links between two key beliefs-- (i)
Perceived usefulness (PU) and (i1) Perceived ease of use (PEOU), and the user’s attitude
(A), behavioural intentions (BI) and actual computer adoption and usage behaviour.
Therefore, TAM is a causal model that studies the covariance of these constructs to
determine if there exists a causal relationship among them.

Generally, the goal of TAM is “to provide an explanation of the determinants of
computer acceptance that is, in general, capable of explaining user behaviour across a
broad range of end-user computing technologies and user populations, while at the same
time being both parsimonious and theoretically justified.”” (Davis 1989, p. 985)

According to TAM, BI is a major determinant of usage behaviour; behaviour can be
predicted by measuring BI. BI is viewed as being jointly determined by the person’s
attitude toward using the system—A and PU. PU and PEOU have been hypothesised to
have positive influences on A. PEOU influences attitudes and behaviour through two
mechanisms: self-efficacy and instrumentality. This means the easier the system is to use,
the greater will the user’s efficacy be felt to be regarding his or her capacity to use the
system. To the extent that increased PEOU leads to improved performance, PEOU will
have a direct influence on PU. External variables represented in TAM provide the bridge

between the internal beliefs (PU and PEOU), attitude (A) and behavioural intentions (BI)
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and various individual differences, situational constraints, organisational characteristics and
system characteristics etc. which impact on behaviour. Just as Davis (1989, p985)
demonstrated: “A key purpose of TAM is to provide a basis for tracing the impact of

external factors on internal beliefs, attitudes, and intentions.”

Perceived

usefulness 4
External ~ Attitude Behavioural Actual System
variables - toward use ™| Intention to Use P Use

Perceived /

ease of use

Figure 2-1 Technology Acceptance Model (Davis, 1989, p.985)

TAM’s “PU and PEOU are postulated a priori, and are meant to be fairly general
determinants of user acceptance (Davis et al., 1989). This approach was chosen in order
to construct a belief set that can more readily be generalised to different computer systems
and user populations. In contrast, TRA and TPB (Theory of Planned Behaviour, another
theoretical extension of TRA) need to elicit the specific perceived beliefs held by specific
subjects targeting the specific system under investigation. Davis (1989) defines PU as “the
degree to which a person believes that using a particular system would enhance his or her
job performance”, and PEOU as “the degree to which a person believes that using a
particular system would be free of effort”. He develops scale items based on their definition
and pre-tests and tests their content validity, reliability and construct validity. The final
scales have been refined and reduced to two six-item lists with reliabilities of .98 for PU
and .94 for PEOU.

In reviewing these two original papers (Davis 1989 and Davis et al 1989), one could

make several primary conclusions about TAM:
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1.

TAM is a specific model developed to explain and predict users’ computer usage
behaviour in organisations.

TAM is a causal model. The Bl-actual usage and the PU-BI relationship observed in
the studies are very strong. Bl is a proper predictor of Behaviour. It fully mediated
the effects of how other variables affected usage. PU has great impacts on BI over
time beyond A. The A-BI relationship changes over time. Its link became non-
significant when users used the system for a longer time. Attitude is found not to
fully mediate the effect of PU and PEOU on behaviour; it only partially mediated
these relationships.

PU and PEOU correlated significantly with both self-reported current usage and
self-predicted future usage. But PU had a greater effect on usage behaviour than
PEOU when users had used the system for a longer time. Because users seemed to
process PEOU from a self-efficacy perspective in early exposure to the system, they
were concerned about the likelihood of succeeding in learning to use the system. As
learning progressed and more experience was gained over time, this consideration
became less important. Users evolved PEOU into a more instrumental perspective,
considering how much of the relative effort of using the system would influence
their performance. The importance of PU in determining usage behaviour should be
emphasised. The usefulness of the system may encourage users to surmount the
difficulties in their interaction with it. The greatest PEOU of the system may not
lead to usage of it if it does not do useful work.

TAM does not include social norms (SN) as a determinant of BI, which is an

important determinant theorised by TRA and Theory of Planned Behaviour (TPB).
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SN refers to ““ a person’s perception that most people who are important to him
think he should or should not perform the behaviour in question” (Fishbein and
Ajzen 1975, p.320). The SN-BI relationship was not observed to be strong in their
studies. Davis et al. (1989) explained that SN scales have a very poor psychometric
standpoint. It may not exert any influence on BI, especially when IS applications are
fairly personal and individual usage is voluntary.

5. Davis and his colleagues claimed that system usage is only a necessary, not a
sufficient condition for fulfilling performance improvements due to IS. PU and
PEOU are the user’s subjective appraisal of performance and effort respectively;
they cannot be regarded as surrogates to reflect objective phenomena.

6. Finally, they call for future research to apply the model to other contexts. They
pointed out that practitioners evaluated systems for two purposes. One is to predict
acceptability, the other is to diagnose the reasons resulting in lack of acceptance and
to take proper measures to improve user acceptance. Therefore, one should pay
attention to external variables that influence the user’s internal behavioural
determinants to computer usage behaviour in order to meet the two evaluation

purposes, particularly the second one.

2.3 Model adoption, validation and extensions

IS researchers who are interested in studies of user acceptance of technology have
adopted, validated and extended the original TAM to explain and predict users’ computer

usage behaviour across different IS applications and organisational contexts.
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2.3.1 Model adoption

TAM aims to be parsimonious and theoretically justified in predicting and
explaining user behaviour across various IS and organisational contexts. Davis and his
colleagues tested TAM in studying user behaviour about WriteOne, a word processing
program, PROFS email, XEDIT file editor and IBM PC-based graphic systems, i.e., Chart-
Master and Pendraw in the context of universities and an organisation in Canada, using
both students and knowledge workers as subjects. The reviewed articles showed that TAM
has been tested and adopted across a wide range of IS applications and other contexts. For
examples, key office IS applications, such as Spreadsheet Lotus 1-2-3, WordPerfect, Word,
and Excel (see appendix 1 No.3,5,6,7,11,13,16,18,23); communication technologies, such
as e-mail, voice mail, customer dial-up system and fax (see appendix
No.5,7,8,12,17,18,21); database systems (see appendix No0.6,9,23,39,43); microcomputers
(No.10,15,25); workstations (No.4,26); telemedicine technology for physicians
(No0.29,36,40); specific systems for specific organisations (No.31,33), wireless technology
(No.44), etc. With the internet being adopted by the business world, some researchers
studied TAM to explain user behaviour about Internet-related IS applications, such as
WWW (No.30), WWW information services (No.22), online services (No.24), virtual
workplace systems (No.27,39), and digital libraries (No0.36). As consumers increase their
purchases through the internet, TAM has been adopted to study consumer behaviour in
B2C e-commerce applications, such as web-based bookstores (Koufaris 2002 and Gefen et

al 2003, No.37,41 in the appendix).
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TAM-based studies also have been conducted in many organisations, such as a large
financial institution in America (No.12), a large Canadian integrated steel company (No.
14), accounting firms (No.20), public tertiary hospitals in Hong Kong (N0.29,36,40),
investment banks (No. 26) and some Fortune 100 corporations (No.25), etc. Universities
are the other research context, mostly universities in North America, such as University of
Michigan (No.l), Boston University (No.2), Temple and Minnesota University (No.18),
and also universities in other countries, such as the open university of Hong Kong (No.38),
etc. When B2C e-commerce became an important research issue, on-line services firms
(No.24) and on-line bookstores (No.37, 41) and other such virtual organisations emerged as
research contexts.

Knowledge workers and students in different organisations and universities are
usually the “user population” in TAM-based studies. These users constitute large numbers
and a great diversity of the user base. As indicated before, online e-commerce consumers
are a new user group.

Although the reviewed articles have adopted TAM across different IS applications,
research contexts and various user populations and shown it to be both parsimonious and
theoretically justified, many of them do not apply the original TAM exactly in their own
research design. They validate it and extend it by developing other important variables or

constructs. Some of these studies are summarised in the next two sections.

2.4 Model validation

The validation of TAM goes two ways. One is to validate its PU and PEOU
instruments to prove their psychometric properties. The other is to validate its supported

causal links among its component constructs, i.e. Bl-behaviour, A-BI, PU-BI, PEOU-BI,
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PEOU-PU, PEOU-PU-BI, PU-A, PEOU-A, and external variables to PEOU and PU

relationships.

2.4.1 PU and PEOU instrument validation: measurement and psychometric
characteristics

In the TAM, perceived usefulness (PU), together with perceived ease of use
(PEOU), are indicated as fundamental and distinct constructs that influence an individual’s
decision to use information technology (or systems), per Davis (1989).

Davis (1989) introduced a detailed scale and items used to measure perceived
usefulness (PU) and perceived ease of use (PEOU). The frequently used PU items in most
research are as follows: Using a particular system 1) would improve an individual’s job
performance, 2) would increase the individual’s productivity, 3) would enhance individual
effectiveness on the job, 4) would encourage the individual to accomplish tasks more
quickly, 5) would make it easier to do the job, and 6) would be useful on the job. This 6-
item scale has been adopted in many empirical studies, and almost all had significant
statistical explanation and prediction power to illustrate the phenomena of the user’s
behaviour towards IS or IT (Davis et al., 1989, Mathieson et al., 2001, Adams et al., 1992,
Venkatesh, 1999). Some researchers may use a 4-item scale, mainly items 1,2,3 and 6 to
measure an individual’s perception of usefulness about using a particular system and
validated in the relevant empirical settings (Davis et al., 1989, Venkatesh and Morris,
2000). Researchers usually ask users to rate their agreement with the statements by
choosing a number based on 5-point or 7-point Likert-type scale.

PU is a construct to measure an individual’s psychological belief about using a
particular IS thus the scale must possess “content validity”, defined as “the degree to which

the score or scale being used represents the concept about which generalizations are to be
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made” (Bohrnstedt, 1970, p91, quoted from Davis 1989). The Spearman-Brown Prophecy
formula was used to choose the number of items for the PU scale. Therefore, the 6-item
scale was developed. Construct convergent reliability and discriminant validity were tested
and were all statistically significant. Davis’ PU scale has high content validity and has been
used by other researchers. Since researchers adopted PU in different studying settings, the
PU construct reliability and validity are performed firstly in these various situations; all had
statistically significant reliability and validity. In order to detect whether PU is a different
construct from PEOU or other constructs, factorial validity is usually done as follows. The
pattern of factor loadings will confirm the structure of PU, with its items loading highly on
this factor. Using these techniques, this will confirm the psychometric strength of the PU
scale.

The frequently used PEOU items are: 1) Learning to operate the system would be
easy for me; 2) I would find it easy to get the system to do what I want it to do; 3) My
interaction with the system would be clear and understandable; 4) I would find the system
to be flexible to interact with; 5) It would be easy for me to become skilful at using the
systems; 6) I would find the system easy to use. As with the PU instruments, this 6-item
PEOU scale has been adopted in the reviewed articles and mostly got statistical support
showing it to be valid and reliable in measuring individual perceptions of the system’s ease
of use. Some studies, used only 4-items i.e. items 1,2,5, and 6 (Davis et al.,, 1989,
Subramanian, 1994); item 2,3,6 and re-worded a new item:Interaction with the system does
not require a lot of my mental effort (Venkatesh and Morris, 2000). Sometimes, researchers

used only 2 items, items 2 and 6 (Lucas and Spitler, 1999). Researchers use the same
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methods as in studying PU to ask users to rate their agreement and to validate its
psychometric properties.

The psychometric properties of the two measures developed by Davis appear to
have been robust across studies and user groups. Still, one may find that there is no
absolute measure of PEOU and PU across varying technological and organisational
contexts. Minor changes may be necessary in some of the variables used in measuring these
constructs. User perceptions of these constructs may vary with time and experience for any
given application (Adams et al., 1992). It seems plausible that both task and user
characteristics alter the nature and importance of perceptions that explain technology use
(Segars and Grover, 1993). Doll et al. (1998) conducted a confirmatory and multi-group
invariance analysis of Davis’ original PU and PEOU instruments. Their results are mixed,
indicating that PU and PEOU instruments are not invariant across different types of
applications, different users with no prior computing experience, novices, and experienced
users, or across gender. PU is invariant across three applications, i.e. graphics, spreadsheet
and database, but not for word-processing. PU is invariant across two groups, novice and
experienced users, but not for users with no prior computing experience. PU is invariant
across gender. But PEOU is invariant across applications and users with different
experiences, although not across gender.

Thus, we may conclude that PU and PEOU are very powerful belief constructs to
determine user behaviour about computer technologies in organisations. Their measurement
scales and psychometric properties are empirically shown to be robust. But we must be
aware that for different users, perceptions of PU and PEOU may vary across contexts in

term of technology and organisation.
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2.4.2 Validation of casual links

TAM supports strongly the causal links between Bl-behaviour, PU-BI, PEOU-BI,
PEOU-PU and external variables to PU and PEOU relationships. The empirical testing and
validation of the TAM-theorised causal links are summarised in Table 2-2. The
relationships are theorised and tested by original TAM work (Davis, 1989, Davis et al.
1989)

Bl-Behaviour

The TAM asserts that intention is a proper proxy to examine and predict a user’s
behaviour towards information systems. System use was usually voluntary and was
measured as frequency of use, diversity of use, predicted future usage, initial (immediate)
usage or continued sustained usage (Venkatesh et al., 2003), or discontinuance of usage
(Bhattacherjee, 1998).

Empirical results from literature (No. 1, 11,13 ,32 ,33 and 39) tested the correlation
between behaviour intention and behaviour, and the correlations were found to be
significant in each of the studies. The results from No. 13 (Taylor and Todd, 1995) found
that behavioural intention predicted behaviour more strongly for experienced users. The
results from No. 39 (Venkatesh et al., 2003) further pointed out that behavioural intention
fully mediated the influences of other factors on immediate use or short-term use of a
system but did not have effects on continued use. Their results showed that short-term use
is the sole predictor of continued usage, not behavioural intention.

PU-BI and behaviour

More than 20 studies have tested PU effects and its correlations with users’

behaviour and behavioural intention to use a specific system. Their results found this link

was statistically significant. PU proved to be a major determinant of behavioural intention
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(No. 1, 2, 16, 25, 28, 29, 30, 31, 38, 39, 40, 41, 43, 44) and to correlate highly with various
usage dimensions for example, self-reported current usage (No. 1, 2, 17), self-predicted
future usage (No. 1, 2, 5, 10, 19), variety of use (No. 10,), choice behaviour of software
packages (No. 9), the user’s behaviour in both the pre-implementation and post-
implementation stages of a system (No. 17), continued sustained usage (No. 19),
subsequent discontinuance behaviour (No. 24) and mandatory use (No. 33). There is
empirical evidence which shows that PU is a stronger predictor for inexperienced users’
intentions towards using systems (No. 13).
PEOU- Bl and behaviour

Some 18 studies have found PEOU relationships with BI or behaviour to be
significant. Compared with PU, PEOU is the second most important determinant of a user’s
behavioural intention toward a system. In the pre-implementation stage, PEOU does not
have a significant and direct effect on users’ behaviour intention to use a system, but does
affect intentions only through PU in the post-implementation stage (No. 17, Szajna 1996).
It indicated that unless users perceived an IS as being useful, its ease of use has no effect on
the formation of intentions. When we analyse how PEOU influences the user’s intention to
use only directly via PU, Chau 1996 (No. 16) found that it was only through near-term
usefulness, not long-term usefulness.
Attitude

Because attitude appeared to have no sustained effect on individual behavioural
intention and only partially mediated the belief-intention link, this construct is frequently
not included in empirical testing. About 11 studies tested attitude effects on behaviour

intention and its antecedent belief constructs, i.e., PU and PEOU. PU and PEOU are usually
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the positive direction to one’s attitude towards using the system (No, 1, 3, 5, 11, 20, 25, 36,
40, 43). Together with PU, attitude was a significant predictor of intentions (No. 25, 29).
The relationship between attitude and behavioural intention will be stronger for users than
for potential adopters, and PU is the only belief underlying potential users’ attitude to
adopting and users’ attitude to continuing to use (No. 28)

PU, PEOU and external variables (EV)

TAM emphases the importance of how external variables affect the individual
internal decision process when it comes to using a system within organisations. Nearly 20
studies have found such effects. PEOU has positive effects on PU (No.1, 3, 5, 18, 26, 35,
39, 43). PEOU only influenced the user’s near-term perception of usefulness, not long-term
(No. 16). External variables affect PU directly or indirectly via PEOU. For example, user
training, end-user policy, management support, system quality and PEOU have a direct
effect on PU, and explained 48% of variance of PU (No. 10); No. 14 found information-
centre product specialists and end-users may have a different assessment of PU. User skills,
organisational support and perceived complexity of a system had significant effects on PU
(No. 15). Intrinsic involvement in software development may influence the user’s
perception of how useful the system is (No. 20). Gender, perceived social presence and
information richness of the medium (e.g. e-mail, voice mail) (No. 21), individual difference
(i.e., participation in training) (No. 25), intrinsic motivation (e.g., cognitive absorption)
(No. 30, 39) and relevance of the system to the task (No. 38) have all been found as
predictors of PU. Venkatesh and Davis (2000) (No. 33) have incorporated additional
theoretical constructs spanning social influence processes (SN, voluntariness and image)

and cognitive instrumental processes (job relevance, output quality, result demonstrability
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and PEOU) as antecedents of PU. Their results confirmed the importance of these processes
in the user’s perception of usefulness and explained 60% of the variance of PU.
PEOU and external variables (EV)

Eleven studies validated PEOU relationships with external variables. The results are
statistically significant. System quality, user training, organisational support, end-user
computing support, management support, and computer experience have been found to
have significant direct effects on PEOU (No. 10). Interaction between systems, direct
experience with a system, system characteristics (No. 18, No. 38), gender (No. 21),
individual difference (i.e. individual organisation role with regard to technology, prior
experience with similar systems, and their level of education), No. 25 and knowledge of
search domain (No. 38) all determine the user’s perception of ease of use of a system.
Individual computer self-efficacy (No. 18, 31, 38), intrinsic motivation (No. 39) (e.g.,-
playfulness No. 27, No. 31,- or cognitive absorption- No. 30) and computer anxiety (No.
31) were all determinants of PEOU. The study of on-line consumer behaviour showed that

PEOU fully mediated the effects of a consumer’s familiarity on the trust issue (No. 41).
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Relationships

Individual's use of systems can be predicted well from its
intentions (BI-Behaviour)®

Supported Literatures®
No.1,11,13,17,32,33,39

PU is a major determinant of individual’s intentions to use
systems (PU-BI), has a high correlation with usage
behaviour.

No.1,2,3,5,8,9,10,13,16,17,19,24,25,2
8,29,30,33,35,36,
37,38,39,40,41,43,44

PEOU is a significant secondary determinant of individual’s
intentions to user systems (PEOU-BI). But this effect may
subside over time, mostly through PU to influence BI
(PEOU-PU-BI).

No.1,2,3,5,9,10,16,17,18,20,25,27,31,
33,35,38,39,41

Attitude effects on Bl become less significant over time (A-
Bl). Attitude partially medicated belief-BI link (PU-A, PEOU-
A).

No.1,3,5,11,13,20,25,28,29,36

PU is affected by various external variables (EV) over and
above PEOU (PEOU-PU, EV-PEOU-PU and EV-PU).

No.1,3,5,10,14,15,16,17,18,20,21,25,
26,30,33,35,37,38,39,42,43

PEOU is to be determined by external variables (EV-
PEOU).

No.10,18,21,25,26,27,30,31,38,39,41

Table 2-2 Validation of casual linkages

Overview abbreviations:

A : Attitude

BI : Intentions

PEOU : Perceived ease of use
EV : External variables
PU : Perceived usefulness

2.4.3 Model extension

In addition to the many papers that have tested and validated the TAM model, many

studies also included other variables to extend the model itself. They have contributed to a

better understanding of the way individuals adopt information systems and to elaborate the

" Number shows in the same order as that in the appendix

*Since Intention is a proper predictor of individual’s behaviour. Not all the following studies presented the
correlations between BI-Behaviour (actual use of systems); they considered behavioural intention as their
study outcomes instead of actual behaviour. That does not mean that they do not support the link between BI-
Behaviour. Here, I only give the references that presented BI-Behaviour correlations

4



TAM more comprehensively, its antecedents of beliefs, moderating role of experience and
voluntariness and different dimension and measurement of usage. A summary of these
extensions follows below.
Extension of PU and PEOU

PU and PEOU are formulated as two fundamental beliefs determining a user’s
behaviour towards computer technology. These two constructs are parsimonious and
empirically validated across various IS applications and usage contexts. There are two main
extensions of understanding PU and PEOU. One is the extension of the constructs
themselves; the other incorporates relevant external variables as important antecedents of
PU and PEOU. Segars and Grover (1993) took a confirmatory approach to re- examining
PU and PEOU. They found that a third underlying construct termed ““ Effectiveness”,
should be introduced into the original two-factor structure postulated by Davis (1989). The
three-factor model exhibits sound psychometric properties and a certain degree of validity.
It is interesting that very few researchers used these three factors in their empirical studies
in the reviewed article. According to motivation theory, PU is considered as an extrinsic
motivation, and means performing behaviour to achieve a specific goal (Venkatesh et al.,
2002, Venkatesh and Speier, 1999, Venkatesh, 1999). Combining Triandis’ theory
(Thompson et al., 1991, Thompson et al., 1994) about the “perceived consequences” of
behaviour, Chau (1996) expanded PU into two different constructs, perceived near-term
usefulness and perceived long-term usefulness. Near-term PU can be improving job
performance or enhancing job satisfaction, and long-term PU means improving one’s career
prospects or social status (future consequences). His results showed that perceived near-

term usefulness was the most significant factor affecting the user’s intention to use a
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system. Also, it had a significant and positive influence on perceived long-term usefulness.
That implies that a user who finds a technology useful in accomplishing current tasks is
predisposed to believe it will help in his or her future career. In this case, PEOU was found
to have no significant direct relationship with long-term usefulness. Its effects on intention
to use were only through near-term usefulness.

As indicated above, external variables determine PEOU and PU to some extent.
Therefore, the second extensions of TAM go to the development of the antecedents of
PEOU and PU. The major contributions are from Venkatesh and Davis (1996), Venkatesh
(2000) and Venkatesh and Davis (2000). Venkatesh (2000) improved the work of
Venkatesh and Davis (1996) and made a comprehensive study of the determinants of
PEOU. He demonstrated an anchoring and adjustment-based theoretical model for the
antecedents of PEOU, or system-specific PEOU to be precise. The model proposes control
(internally and externally-defined as computer self-efficacy and facilitating conditions),
intrinsic motivation (defined as computer playfulness), and emotion (defined as computer
anxiety) as anchors that influence users’ early perceptions about the PEOU of a new
system. With increasing experience in using the system, users’ perceptions about the PEOU
of the system will be still anchored in general computer beliefs, and also will be adjusted
regarding objective usability, perceptions of external control specific to the new system
environment and system-specific perceived enjoyment. His results strongly supported this
proposed model and explained up to 60% of the variance in PEOU.

Venkatesh and Davis (2000) published their TAM2 model. TAM2 extends original
TAM by explaining PU and usage intentions in terms of social influence and cognitive

instrumental processes. They defined social influence processes (subjective norm,
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voluntariness, and image) and cognitive instrumental processes (job relevance, output
quality, result demonstrability, and PEOU) as determinants of the user’s formulation of PU.
Their results derived from four longitudinal studies showing the theoretical rationale for the
causal relationships of the model. SN’s effect on PU was significantly moderated by
experience; image was not found to be significant for PU. Job relevance and output quality
influence PU interactively. TAM2 explained up to 60% of the variance in PU and up to
52% of the variance in the intention to use.

Beside these important external variables, innovation characteristics (No. 19),
individual differences (role with regard to technology, tenure in workforce, level of
education, prior similar experiences, participation in training) (No. 25), individual traits
(such as personal innovativeness in the domain of IT-PITT (No.22), cognitive absorption-
CA (No. 30) and the relationship of these traits to computer self-efficacy and computer
anxiety (Thatcher and Perrewe, 2002) and situational factors (the positive, neutral and
negative mood when the individual participated a training programme) (No. 39 and
Venkatesh and Speier 1999) are proved to be antecedents of PU or PEOU.

Such extension fulfils the key purpose of TAM to “tracing the impact of external
factors on internal beliefs, attitudes, and intentions.” Meanwhile, a thorough understanding
of the antecedents of PEOU and PU could help practitioners to diagnose the reasons for
resistance to technology. If would also help them to take proper efficient external measures

to improve user acceptance of technology.
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Moderators: experience and voluntariness

The original TAM did not include any moderating effects either of experience or
voluntariness. The reviewed literature has suggested the importance of these two
dimensions being incorporated into TAM to predict and explain user behaviour with regard
to a given technology.

Experience is basically conceptualised as one of several individual differences
factors that influence a user’s formation of beliefs about using a system. Experience gained
through direct use or past usage affects the user’s perception of relevant beliefs concerning
the target systems, current attitude and usage of the system positively, in most cases. It is
one of the most important sources of information about the target object and one’s self-
efficacy in computer technology. Five of the reviewed articles examine the effects of
experience in terms of individual differences (No.13, 14, 17, 23, 25). No. 13 found that
users’ prior experience of using a system influenced their assessment of system usage. The
results showed that the experienced users assessed the relationships of BI to Behaviour and
behavioural control to behavioural intention much more strongly than inexperienced users.
PU and PEOU were stronger predictors of intention for inexperienced users. However,
neither experienced nor inexperienced users differed much in their assessment of attitude to
behavioural intention and social norms to behavioural intention relationships. No.17
studied the beliefs-intention-acceptance relationship at both the pre and post-
implementation stage. They argued that the determination of the role of experience might
be the key to understanding this relationship. They also pointed out that when an individual

becomes more experienced with the given technology, PU directly determines not only
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intention to use but also usage behaviour. It is important to address the experience
dimension with TAM. No. 23 conducted an invariant analysis of the PU and PEOU
instrument; the authors suggested that PU was invariant across novice and experienced
users, but not comparable for users with no prior computing experience. However, the
PEOU instrument is invariant across user groups with or without experience. No. 25
supported the significant effects of prior similar experience to PEOU. In general, we may
conclude that experience is an important variable affecting the formation and change over
time of user beliefs and decisions to adopt an IT innovation (Xia and Lee, 2000). But the
results of study No. 14 showed that years of computer experience did not have a significant
effect on the PU and PEOU of the software package. Four studies tested the moderating
effects of experience (No.18, 31, 33, 42). No. 18 tested the role of experience in
determining PEOU and its moderating effects in determining other factors influencing
PEOU.

The results showed that direct experience with the system was important for users to
formulate system-specific PEOU perceptions. Such perceptions could not be formed after
only seeing a video mock-up, which is confirmed by the significance of the interaction
between system and direct experience in determining PEOU. The moderation test suggested
that objective usability effects on PEOU were moderated by direct experience. No. 31
pointed out the importance of experience in influencing and moderating users’ general
assessment and adjustment of determinants to PEOU over time. No. 33 clearly theorised
experience as a moderator in TAM2. No. 42 found that when recipients received advice

messages from their colleagues, their expertise and involvement moderated the effects of
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the argument quality of the advice on information usefulness significantly, but only
marginally for source credibility.

Experience influences the utilization of PC directly (Thompson et al., 1994). The
results from this study also suggested that the moderating influence of experience on the
relations between other constructs, e.g. job fit or technical support, to utilization was
generally quite strong.

One assumption of TAM is that usage of a system is voluntary. The empirical
studies in this review mostly followed this assumption. No. 3 developed a perceived
voluntariness scale to help clarify assumptions about the freedom of choice in adopting
innovations. No. 19 examined its role in user acceptance of IT. The results showed that
perceived voluntariness was significant in explaining current usage, but did not affect the
intention to continue use. In TAM?2, presented in No. 33, voluntariness was theorised as an
important moderator, a control variable influencing a user’s internal beliefs, attitude and
intentions with regard to a system. The results showed that effects of social norms on
behavioural intention were significantly moderated by both experience and voluntariness.
When usage is mandatory, social norms will directly affect intention. The result from No.
26 indicated much the same.

Dimension of usage

Information technology can probably improve individual and organisational
performance. The systems that are available in organisations cannot fully demonstrate their
value until they are used. In the review of literature, there are different dimensions of usage
behaviour. From the temporal dimensions, we may categorise behaviour into two groups.

One is initial adoption behaviour, i.e., initial adoption, first-time usage, and rejection at the
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pre-implementation stage; the other is post-adoption or post-implementation behaviour, i.e.,
sustained continuous usage, discontinuance (replacement or disenchantment). From the
volitional perspective, usage could be mandatory or voluntary.

(1) Temporal dimension of system usage

One of the main purposes of the intention-based theory is to explain and predict
initial adoption behaviour (Davis et al., 1989, Moore and Benbasat, 1991). In this
dimension, frequency and volume of system usage are adapted to measure the initial
adoption behaviour, besides variety of use, e.g., accomplishing a number of tasks or using a
number of applications (Igbaria et al., 1995a). ISs diffuse because of the cumulative
decision of individuals to adopt them. Users maybe persuaded to use a new system early in
the implementation process, but the benefits offered may never be achieved in the absence
of continued sustained usage (No. 17, 19, 28). Some discontinuance behaviour may happen
as well. Two types of discontinuance behaviour may occur. Replacement means users use
an alternative system instead of the original one that they used initially. Disenchantment
means users become dissatisfied with the systems or services and thus do not use them any
more (No. 24).

The temporal dimension of system usage may give rise to different behavioural
intentions, attitudes and beliefs towards the system being formed. These are used in turn to
predict the probability of usage.

(11) Mandatory use vs. Voluntary use

As we indicated above, one assumption of the TAM is that, given sufficient time
and knowledge about a particular behavioural activity, an individual’s stated preference to

perform the activity (i.e., behavioural intention), will, in fact, closely resemble the way they
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do behave. This assumption only applies, however, when the behaviour is under a person’s
volitional control (Ajzen and Fishbein, 1980).

The major differences between Ajzen’s (1985) volitional control and the volitional
control associated with mandatory behaviour is that, in the former category, the absence of
volitional control hinders a person’s will to perform the behaviour, whereas mandatory use
of technology hinders a person’s will not to perform the behaviour. Thus, Ajzen introduced
perceived behaviour control, a measure of the extent to which the individual feels control
over performing the behaviour rather than not performing the behaviour. Moore and
Benbaset (1991) introduced perceived voluntariness to measure the degree of volition in
performing behaviour. Venkatesh and Davis (2000) used this voluntariness as one of the
control variables in their study.

Although most previous studies have been designed in the context of voluntary use,
mandatory use is becoming an important research issue as it becomes increasingly

prevalent in organisations (Rawstorne et al., 2000).

As previously indicated, TAM was originally developed for studying technology at
work. Since that time, it has been used as such or modified to study user acceptance of
consumer services such as Internet services or e- and m-commerce (Kaasinen, 2005). The
Technology Acceptance Model constitutes a solid framework for identifying issues that
may affect user acceptance of technical solutions. As Davis and Venkatesh (2004) have
proved, the model can be enhanced from the original purpose of studying user acceptance
of existing products to study planned product concepts, e.g., in the form of mock-ups. This

indicates that TAM could also be used in connection with technology development projects

50



and processes to assess the usefulness of proposed solutions. Over the last few years

researches have adopted TAM across different applications, research contexts and various

populations. The general trend is that many of them do not apply the original TAM or even

TAM?2 model, they validate it and extend it by developing other important variables or

constructs. Table 2.3 presents an overview of the TAM research presented at international

conferences between 2005 and 2007.

Conference

Proceedings of the 37th
Annual Hawaii International
Conference on System
Sciences (Money and Turner,
2005)

Proceedings of the 38th
Annual Hawaii International
Conference on System
Sciences (HICSS'05)
(Kaasinen, 2005)

Proceedings of the 38th
Annual Hawaii International

Contribution

This research investigates the applicability of Davis’ Technology
Acceptance Model to user acceptance of a knowledge
management information system. It addresses two important
questions: "Does the Technology Acceptance Model explain user
acceptance and usage of an information system implemented to
support knowledge management objectives?" and "Can previous
Technology Acceptance Model user acceptance research serve as
a basis for investigation of user acceptance of knowledge
management information technology systems?" This study
provides preliminary evidence that previous information
technology acceptance research based on the Technology
Acceptance Model may serve as a foundation for research into
knowledge management system user acceptance. Relationships
among primary TAM constructs are in substantive agreement with
those characteristic of previous TAM research. Significant positive
relationships between perceived usefulness, ease of use, and
system usage were consistent with previous TAM research. The
observed mediating role of perceived usefulness in the relationship
between ease of use and usage was also in consonance with
earlier findings. The findings are significant because they suggest
that the considerable body of previous TAM-related information
technology research may be usefully applied to the knowledge
management domain, and promote further investigation of factors
affecting the user acceptance and usage of knowledge
management information systems.

The original TAM has been modified based on studies of mobile
consumer services: Technology Acceptance Model for Mobile
Services. Kaasinen (2005) suggests that perceived ease of use,
perceived value and trust affect the intention to use a mobile
service. To move from an intention to use to real usage, the user
has to take the service into use. This transition is affected by the
perceived ease of adoption. Perceived value, perceived ease of
use, trust and perceived ease of adoption need to be studied in
order to assess user acceptance of mobile services

Healthcare is a stressful sector and besides the traditional stress,
there is exposure to IT-related stress due its structure and
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Conference on System
Sciences (HICSS'05) - Track 6
(Raitoharju, 2005)

International Conference on
Mobile Business (ICMB'05)
(Lee and Jun, 2005)

World Conference on
Educational Multimedia,
Hypermedia and
Telecommunications
(EDMEDIA) 2005
(Dagada, 2005)

Proceedings of the 2005
Southern Association of
Information Systems
Conference

(Johnson, 2005)

11th IEEE International
Software Metrics Symposium
(Umarji and Emurian, 2006)

Proceedings of the 39th
Annual Hawaii International
Conference on System
Sciences (HICSS'07) Track 8

personnel. In this paper some general needs for a re-evaluation of
IT evaluation are addressed. Moreover, a new perspective-IT
related stress-is presented to broaden the evaluation. The main
purpose of this paper is to develop a theoretical model based on
the widely used TAM-model to evaluate IT stress as a factor of IT
acceptance.

Authors propose contextual perceived usefulness (CPU) as a new
construct that reflects mobile commerce (MC)-specific features. By
adding CPU to the technology acceptance model (TAM), this study
extends the applicability of the TAM in MC context. The empirical
results support the extended TAM in explaining consumers’
behavioural intentions to use MC

In this study the author reflects how the technology acceptance
model (TAM) affects the implementation of computer-integrated
education. The study on which this paper is based took place in
the South African corporate training environment. The literature
review revealed how some South African information and
communication technology (ICT) projects, which were worth
billions of rands, failed. The failure of these projects was
attributed, among other things, to issues related to TAM. The aim
of this study was to investigate the possible relevance of TAM in
determining the success or failure of computer-integrated
education projects.

Security breaches have increasingly become a major threat to
organizations. Nevertheless, according to recent reports, many
organizations do not plan to increase spending on information
security. In fact, little is known about an organization’s motivation
to invest in information security. This paper uses the Technology
Acceptance Model as a basis for studying factors that might
motivate organizations to invest (or not to invest) in information
security. It proposes that perceived usefulness and ease of use of
information security influence such investment decisions. It further
proposes that seven other variables influence perceived usefulness
and ease of use. They are: external environment, prior
information security experiences, perceived risks of not securing
information, information security budget, security planning,
confidence in information security, and security awareness and
training. The research proposes a model of information security
investment. A Delphi study and a mail survey will be used to test
it.

Technology adoption concepts are applied to metrics program
implementation to develop a predictive model that takes as input
organizational culture, practitioner mindset, and the nature of the
metrics program. The model relates these inputs to the likelihood
of a successful metrics program implementation and to areas that
may need improvement. The paper includes the results of a pilot
study. The predictor variables Ease of Use, Usefulness, Control,
and Attitude were significantly correlated with the dependent
variable, the respondent’s Intention to perform metrics activities.
Zhang et al. proposed and empirically tested a construct named
cognitive absorption that has preceding effects on important user
technology acceptance constructs. They propose that an
important antecedent of cognitive absorption is perceived affective

52



(Zhang et al., 2007) quality (PAQ) of the target IT. Such perception is a user’s
impression of the IT itself prior to any other cognitive appraisal
and evaluation on the consequences or potential interactions with
the IT. Rooted in psychological work on affect and cognition, they
develop a theoretical model that depicts the causal relationships
among PAQ, cognitive absorption, cognitive beliefs, and IT use
intention. A field study was conducted to validate this model. Their
results indicate that PAQ is a strong antecedent to cognitive
absorption, explaining 39% variances in it, and has direct impacts
on cognitive beliefs.

Table 2-3 Overview of TAM research presented in international conferences 2005 — 2007

2.5 Model limitations

Beside the many papers that have adopted and validated the TAM, several articles
have been published that challenge and criticise the model. On balance, these articles have
contributed to a better understanding of limitations of the TAM. These articles and the

issues they raise to the TAM are summarised below.

2.5.1 Cultural dimension of TAM

The reviewed articles, No. 21 and No. 33, examined the impact of gender on IT
diffusion. They argue that gender is a fundamental aspect of culture; it does affect the IT
adoption process. But these two studies did not address the cultural dimension of the TAM.
The obvious reason of why discussion of cultural effects on IT adoption is lacking is that
most empirical studies have been conducted in North American culture, mostly in U.S
firms. Culture does have an impact on an individual’s decision-making to adopt and use a
specific system. The examination of cross-cultural working and IS is dominated by
Hofstede-type studies (Myers and Tan, 2002).

Straub, Keil and Brenner (1997) discussed the issue in an article published in
Information & Management. They conducted a three-country study to test the TAM across

cultures: Japan, Switzerland and the United States. The study administered the same TAM
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construct instruments to employees in three different airlines companies, all of which had
access to the same IS, i.e., email. The results demonstrated that TAM holds for both the
U.S. and Switzerland, but not for Japan. This implies that TAM may not predict technology
use across all cultures in the world. The study results from articles No. 29, No. 36, No. 38
and No .40 in our review which were conducted in Hong Kong, did not arrive at a similar
conclusion. But one result might be enough to question whether the TAM cannot equally
predict user behaviour across culture. It calls our attention to considering the cultural
dimensions of the TAM when studying user behaviour in other cultures than just North

America.

2.5.2 Applicability and generalisability issue

Four articles (No.26, 29, 36, 40) questioned the applicability of the TAM in their
studies. Lucas and Spiter (1999) (No. 26) found that in the field setting of broker
workstations, the individual perception variables PU and PEOU in the TAM did not
approach significance in predicting use. Surprisingly, PU and PEOU correlated at 0.62.
They argued that, in this circumstance, combining these two into a single variable would
make it a significant predictor of use for a full sample at the 0.05 level, including brokers
and sales assistants, and a sample of sales assistants at the 0.10 level. Such a combination
provided limited support for the original TAM model. Obviously, the TAM does not
support it; PU and PEOU are postulated as two distinct constructs. Their explanation for the
TAM’s weak support lay in the nature of the system, not enough voluntary use of the
system and the field environment in which their study was conducted. They concluded that
it was possible the TAM could not work well for a modern, complex technology, i.e.,

multifunctional workstations where usage is mandatory in nature and there are no
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alternative systems to complement it. They found similar results in the following studies
published in Information & Management (Lucas and Spiter, 2000).

The empirical results from Hu et al (1999) (No. 29) and Chau and Hu (2001 and
2002) (No. 36 and No. 40) found that PEOU had no significant influence on PU and
attitude. They suggested that this might reflect limitations in the TAM’s applicability to
technologies, user populations or both. They explained that their study subjects, physicians,
might differ subtly from the subjects commonly examined in prior technology
acceptance/adoption studies. Physicians are professionals and might exhibit considerable
differences in general competence, adaptability to new technologies, intellectual and
cognitive capacity and the nature of their work. They concluded that the explanatory power
of the TAM, particularly the PEOU factor, might weaken as the competency of the users

increases.

2.5.3 Measurement of usage

Different empirical designs usually have different indicators to measure system
usage. Behavioural intention is a proper predictor for current and future usage. Assuming
the system were available in my job, I predict that I will use it on a regular basis in the
future”. Such self-predictions, or “behavioural expectations”, are among the most accurate
predictors available for individual future behaviour. Not enough is currently known about
how accurately self-reports reflect actual behaviour. Szajna (1996) (No. 17) argued that the
intention-usage link appeared to be dependent on the method for measuring usage.
Intentions predict self-reported usage but do not predict actual usage well. His results

showed that intentions explain 32% of the variance in self-reported usage, and only 6% of
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the variance in actual usage. Self-reported usage and actual usage correlated at 0.26. This
implied the necessity of validating self-reported usage as a construct.

Some researchers use computer-recorded system usage to measure actual usage
(e.g., Straub et al; Szajna 1996). But these two constructs do not appear to be strongly
related to each other, counter to the expectations of earlier MIS research. In the face of this
contrariety, it would be tempting to argue that research that has relied on subjective
measures for dependent variables, such as system usage, may not be uncovering the true,
significant effects, but mere artifacts (No. 12).

Agarwal and Prasad (1997) (No. 19) proved that current usage was not a significant
predictor of future use intentions. This suggested that factors generated by initial use
couldn’t be relied on to explain and predict continued, sustained use of the target
innovation. Initial usage is an outcome of individuals’ assessments of the utility offered by
the innovation. They argued that “at this point (initial usage), the technology is essentially
an addition to other options potential adopters may have to accomplish their work and
does not entirely replace any of these options. Thus, the technology is not at the stage of
maturity where adequate work-related benefits have been unequivocally established,
consequently, initial use is not instrumental in predicting future use.” Venkatesh et al.
(2002) (No. 39) also reported that short-term use is the sole predictor of continued usage.
All other variables measured at the time of initial adoption were non-significant predictors
of continued use.

Therefore, the temporal dimension of system usage draws attention when designing

empirical studies to explore system usage behaviour. The momentum generated by initial
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use should be reconsidered or modified when we take the temporal dimension into

consideration.
Model Limitation Relevance to this study
Cultural dimension of TAM Al Gahtani (2001) investigated the applicability of the TAM model in

Western Europe (United Kingdom) and found that the fundamental
relationships and linkages among the TAM motivational constructs and
the outcome construct (IT acceptance) were in full agreement with prior
research. Next to this, a study of the latest TAM-based research in The
Netherlands (Horst et al., 2006, Kleijen et al., 2003, van der Heijden,
2003) does not reveal any issues with the cultural dimension of TAM

Acceplicability and generalisability =~ The system under research is not a highly sophisticated system, it is not
mandatory in use and is a replacement of the current system, hence
alternatives are available.

Measurement of usage To ensure that the measure of usage would not be a limitation, one of
the criteria that had to be met by the researched organizations was that
the e-commerce system had to be in operation for at least one year (see
chapter 4), ensuring a stable system with a critical mass of users.

Table 2-4 Overview of limitations of TAM and relevance to research
2.6 Summary

In this chapter, a thorough review of TAM was conducted and the original work
published in year 1989 and various adaptations was reviewed. TAM focuses on user
technology acceptance behaviour in organisations. It is proposed to be parsimonious and
theoretically justified. After just over a decade of research, TAM has fulfilled this aim and
empirically proved to be robust across a broad range of end-user computing technologies
and user groups.

The interpretation of TAM from the cultural, organisational, individual and system
contexts, respectively, will help researchers and practitioners gain more insights into what

promotes user acceptance and what hinders acceptance. It is crucial to understand these
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contexts and their effects on user behaviour towards a given technology comprehensively.
But, it may be hard to generalise from the findings across different research settings.

The limitation of TAM 1is minor in comparison with its great supportive
achievements. But it draws attention to the need to be cautious when applying it to a
specific case or a specific user population. The comparison of TAM with other competing
models has indicated its robustness. Owing to its intended generality and parsimony,
possible supplementation of TAM by other theories is necessary in some cases.

Overall TAM is a well developed, empirically supported model for investigating user
technology acceptance and, with its potential limitations taken into account, an adequate

model for this research.
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3 Research model

3.1 Introduction

This chapter presents the research model for SME managers’ usage of e-commerce
systems. The research model described here is developed with reference to the Technology
Acceptance Model (TAM) and the existing base of research in the literature. Various
studies have been conducted to investigate user perceptions and attitudes. These practical

results are used to build the research model and the hypothesis.

3.2 Theoretical research model

The focus of this study is exclusively on SME managers in The Netherlands and their
use of e-commerce systems. Based on the original TAM the theoretical research model is
presented in Figure 3-1. The major difference with the original TAM is the exclusion of one
variable, Behavioural Intention to Use, from the research model. The constituent TAM
model elements have evolved over time (Davis et al. 1989, Davis 1989, Davis, 1993,
Ventkatesh and Davis, 2000), most notably by excluding the behavioural intention to use
construct when actual or self-reported usage measures are available. Other researchers
(Adams et al., 1992, Al-Gahtani and King, 1999, Moore and Benbasat, 1991, Thompson et
al., 1991) also dropped behavioural intention to use because they were interested in actual
behaviour (system usage) and not intentions. Moreover, behavioural intention to use is
dealing with future behaviour, whereas in our model, acceptance of the IT tool has already
taken place. However, Davis' representations of TAM have always included an attitudinal
construct. The attitude toward use construct is essential because TAM asserts that the
principal influence of the belief constructs is on attitudes that subsequently influence usage

behaviour, rather than on usage behaviour directly. As already shown, the result of previous
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studies using TAM showed that attitude and behavioural intention strongly predict usage.
Leaving one variable out of the research model would not jeopardize the integrity of the
model as explained in section 2.1. Therefore, for theoretical and practical reasons and in

line with Davis (1993), the intention to use construct was not considered.

External variables Internal variables
v vV v

Independent variables Intermediate variables Dependent variable
v L 2 vy v
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Organizational
Characteristics

Characteristics of
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Figure 3-1 Basic theoretical research model

The following sections elaborate on the theoretical research model, starting with the
dependent variable (system usage), followed by the intermediate and the independent

(external) variables. All variables are described with evidence from literature.

3.3 The dependent variable — system usage

System usage, the utilization of information technology by individuals and groups or
organizations, is a core variable in IS research (Straub et al., 1995), because system usage is

viewed as a surrogate measure for IS success (Delone and McLean, 2003, Delone and
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McLean, 1992). The choice of system usage behaviour as a surrogate for system success is
also consistent with innovation diffusion research (Agarwal and Prasad, 1997). The other,
often-used category is user information satisfaction (UIS). Both categories have been
widely used by IS researchers and practitioners. The use of UIS, "the extent to which users
believe the information system available to them meets their information requirements"
(Ives et al., 1983), implies a manager knows his information requirements and goals.
Whether these goals are personal or business-driven highly influences his perceived
satisfaction with the information system. Although DeLone and McLean (1992) argue that
user information satisfaction is the most widely used single measure of IS success, it is
normally applied when the use of an information system is required. In my research, usage
of e-commerce by SME managers is voluntary (or to make it more specific: discretionary;
see below). Moreover, before individual satisfaction can be assessed, the manager has to
adopt and use the IT resource. In essence, TAM equates system success to actual system
usage (Agarwal and Prasad, 1999). Hence, system usage is the only suitable measure for
this research.

Literature on system usage does not give clear guidance on how to measure it.
Despite the conceptualization problems, system usage has been employed in a variety of
approaches in measuring IS success. The most common forms of system usage measures
are (1) subjective, self-reported measures and (2) objective, computer-recorded measures
(Straub et al., 1995). In their study, Straub et al. found that system usage should be factored
into these two types of measures. According to them, it may be desirable to reformulate
system use as two entirely separate and separable constructs, i.e., perceived system use

versus actual system usage. Using TAM, they found in their study that perceived measures
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of system usage did not correlate well with those captured by the system, which were good
measures of system usage. At the same time, they acknowledged the weak support for these
findings, thus maintaining the integrity of TAM studies that measure system usage
subjectively.

DeLone and McLean (1992) provide an overview of actual use through recorded
connect time, information requests, or other quantitative, objective measures, and reported
use, the perceived measure of use by questioning managers about their use of an
information system. From Szajna (1993) we obtain the perspective to include a measure of
the users' perceptions in the study, which is in fact the subjective usage measure. She also
considers the task of the manager when operationalizing the particular method of measuring
usage. Similar remarks are put forward by Ghani (1992), who states managers' tasks have
very high levels of task uncertainty. In summary, a self-reported measure of use has been
frequently adopted in research on TAM, since actual usage statistics by objective
measurement are difficult to obtain.

A major drawback of self-reported system usage measures is the time order of the
variables and the over-time changes in behaviour caused by the use of the IT resource (Rice
and Rogers, 1984). Clearly, introducing a new system into an organization is a dilemma for
managers. They could simply start using the system and changing their work routine. On
the other hand, they may have a positive attitude towards the system, although they are not
using it, believing instead that usage implicates negative consequences for their work.
Furthermore, they still might prefer to utilize high profile media, such as face to face

communication and observational tours (Ghani, 1992) instead of this new system.
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Same authors posit measuring usage intentions instead of actual usage (Agarwal and
Prasad, 1999, Jackson et al., 1997, Szajna, 1996). Agarwal and Prasad (1999) argue that
data were gathered at a single point in time and thus intentions are more appropriate since
they are measured contemporaneously with beliefs. Szajna (1996) found that intentions
predicted actual usage and self-report usage at post-implementation time, which indicates
that intentions can be used in situations where the technology is already installed and
operational. However, consistent with the majority of TAM studies, actual usage will be
measured and not intentions to use.

In the original Technology Acceptance Model Davis (1989) argues usage of
information system needs to be voluntary. In their meta-analysis, DeLLone and McLean
(1992) posit usage, whether actual or perceived, is only pertinent when such use is
voluntary or discretionary. Discretionary use in this respect means users could choose to
use an IT resource to accomplish the task, they could choose another IT resource to
accomplish the task, or they could choose not to perform the task altogether. Discretionary
use is distinguished from voluntary use in that when usage is voluntary, the tasks for which
the IT resource may be used still need to be accomplished. Seddon (1997) confirmed and
extended the model of DeLone and McLean (1992) while elaborating the three possible
meanings for use in their model:

(1) as a variable that proxies for the benefits from use,
(2) as the dependent variable in a variance model of future use, or
(3) as an event in a process leading to individual or organizational impact.
According to Seddon, the second meaning competes with Davis et al.’s (1989)

Technology Acceptance Model, yet the role of use is to describe behaviour, not as a

63



measure of success. This latter explanation, a variance model for use as a behaviour, is
consistent with the use construct of this study.

The proposed study uses an e-commerce system as the IT resource under review,
where the user accesses the e-commerce system through a PC. In the practical part of the
study, organizations were selected where an e-commerce system had been operational for at
least one year. Therefore, the use of an e-commerce system is at least voluntary, but most
likely discretionary, also because the SME manager to date normally receives and sends
orders through various channels, e.g., face-to-face contacts, other information systems,
faxes, letters, and so forth. In summary, system usage will be assessed using subjective,
self-reported measures, yet acknowledging the drawbacks and problems in the

operationalization process.

3.4 The intermediate variables — belief and attitude

The perceived ease of use, the perceived usefulness and to a certain extent also the
attitude toward use constructs have been specifically investigated in many TAM studies.
Most studies used Davis' original measurement scales, only changing the wording to fit the

specific technologies studied. The reliability of these scale measures was very high.

3.5 The independent variables — external variables

Many researchers have attempted to identify the variables, direct or indirect, which
might influence beliefs, attitude toward use, and system usage, although few studies have
been conducted with managers' behaviour with information technologies. A number of
studies using TAM identified numerous external variables, yet no consistent groups of

variables have been found.
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The present study, however, has not sought to identify all variables but merely the
factors that have been already recognized and tested in this specific area of research. Some
variables clearly were not relevant given the scope and depth of the study, e.g.,
organizational level, while other variables have not yet had enough attention to indicate the
precise meaning for this study, e.g., perceived complexity (Igbaria et al., 1996). Various
authors, who emphasize the importance of the quality of the system under review (Cao et
al., 2005, Chuan-Chuan Lin and Lu, 2000, Davis, 1989, Davis and Venkatesh, 1996,
Igbaria et al.,, 1996, Venkatesh and Davis, 1996), even state that system quality may
function as a source of information relevant to feelings of self-efficacy, judgments of
mastery, and self-determination, and hence as determinants of perceived ease of use and
usefulness. Nevertheless, this study has opted to use an e-commerce system as the target
system for assessing usage and consequently the quality of the system, whether high or
mediocre, as a fixed starting point.

Apart from TAM, several other research areas were used as research perspectives for
the present study, e.g., innovation theory, e-commerce systems, and microcomputers. Based
on keywords in the research questions an extensive search of the literature was conducted,
using several renowned literature databases. This meta-analysis resulted in a large number
of variables and relationships with regard to the theoretical research model. These variables
have been posited or demonstrated to be associated with perceptions, attitudes toward IT or
system usage in previous research. Although these variables are not comprehensive by any
means, they may represent some relevant factors for system usage behaviour. A detailed

discussion of these variables is presented below.
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A review of the relevant literature (Al-Gahtani and Olusegun Wallace, 1999, Alavi
and Joachimsthaler, 1992, Hubona and Kennick, 1996, Igbaria, 1993, Igbaria et al., 1995a,
Kwon and Zmud, 1987, Larsen, 1993, Mawhinney and Lederer, 1990) suggests the
independent variables can be categorized into (A) Individual characteristics, (B)
Organizational characteristics, and (C) Characteristics of the IT Resource. Each category is

further broken down into subcategories, if applicable.

3.6 Constructs

Before describing the variables of the model in detail, special attention is given to the
fact that most studies on technology adoption and usage acceptance examine cognitive
factors, leaving affective factors or the underlying feelings unexplored.

The early conceptualization of attitude was synonymous with affect or affective
responses (Davis et al., 1989, Fishbein and Ajzen, 1975, Venkatesh et al., 2003). To avoid
the conceptual and operational ambiguity resulting from treating attitude as affect, Ajzen
(2001) redefined attitude as “a summary evaluation of a psychological object” captured in
both the functional and hedonic dimensions. Spangenberg et al. (1997) also proposed that
attitude, which is evaluative in nature, contains cognitive as well as affective elements, and
should be distinguished from affect. This study adopts this idea of attitude, and reflects the
idea in the research model. Many researchers agree that attitude comprises both cognitive
and affective elements (Batra and Ahtola, 1990; Petty and Caccioppo, 1985). In contrast,
affect pertains only to a general mood, specific emotions or states of feeling (Ajzen, 2001).

Thus, attitude highlights summary evaluation while affect emphasizes emotional status.
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Conceptualizing attitudes as having feelings and thinking bases has been a typical
means of classifying the different types of information on which attitudes are based.
According to the dual process models of attitude change (Wood, 2000), the determinants
and processes of attitude change depend on people's motivation and ability to process issue-
relevant information. Specifically, the Elaboration Likelihood Model (Petty and Cacioppo,
1985) posits that attitude guides decisions and other behaviours, where persuasion is the
primary source for attitude formation. The model features two routes of persuasive
influence: central and peripheral. The thinking-attitude link acts as the central route,
involving thoughtful and effortful cognitive processing of relevant information in the
message. In addition, individuals need to draw on prior cognitive experience and
knowledge to assess and elaborate on the information presented while forming attitude.
Such elaboration processes include learning the message content, generating cognitive
responses, and performing dissonance-induced reasoning (Wood, 2000); they are in
operation where the individual is both motivated and able to process information carefully.

However, in the opposite situation, where the individual is not highly motivated and
does not have high processing capacity, the individual is more likely to process information
that is less complex, such as simple peripheral cues. Thus, the feelings—attitude link can be
explained via the peripheral route. Feelings, mood, the effect of mere exposure, and the
classical conditioning effect are affective cues leading to persuasion through peripheral
route processing. Peripheral cues spontaneously evoke a positive or negative affective
response. When the subject is aware of the contingency between the peripheral cue and the
target, affect will transfer from the peripheral cue to the target. This subsequently

influences evaluative judgment.
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A number of previous studies view cognition as having a direct influence on
behavioural intention, implying a direct thinking-behavioural intention linkage. For
example, Davis (1989) incorporates the direct effect of beliefs on intention in TAM, which
departs from TRA, which shows a complete mediation of attitude between belief and
behavioural intention. Bagozzi (1982) also supports the linkage from cognitive perceptions
to behavioural intention by hypothesizing that the direct path between them works through
stored imperatives in memory. One way of doing so is via the activation of a personal goal
by previous thoughts, which in turn influences one's behavioural intention to act.

Regarding the direct effect of feelings on behavioural intention, the theory of emotion
and adaptation (Lazarus, 1991) identifies coping responses as important mechanisms for
inferring action and goal attainment from feelings. Depending on the feelings generated,
behavioural intentions emerge to activate plans for avoiding undesirable outcomes or
increasing/maintaining positive outcomes (Bagozzi et al., 1992). Bagozzi et al. (1999) went
a step further by proposing that action tendencies are automatic, “pre-wired” responses
linked to emotions, thus supporting the relationship between emotions and behavioural
intention.

Several emotional factors have been studied by prior IS adoption and continuance
studies. Among them are enjoyment and anxiety. In IS continuance research, positive affect
has been commonly and narrowly conceptualized and measured as the enjoyment which a
person derives from using computers (Compeau et al., 1999). Enjoyment has been defined
as the extent to which the activity of using a specific system is perceived to be enjoyable in

its own right, aside from any performance consequences resulting from use (Davis et al.,
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1992, Thong et al., 2006, Venkatesh, 2000). For negative affect, the focus has been on
computer anxiety. Computer anxiety has been conceptualized as an individual's
apprehension, or even fear, when he is faced with the possibility of using computers
(Compeau et al., 1999, Venkatesh, 2000, Hackbarth et al., 2003).

An indirect measurement of emotion is used by Agarwal and Venkatesh (2002), who
measured emotion in terms of challenge (capturing the idea of difficulty), plot (related to
how the site piques the user's interest), character strength (related to the credibility
conveyed by the site) and pace (the extent to which the site provides users an opportunity to
control the flow of information) based on Microsoft usability guidelines (MUG). Only the
plot measurement item is related to emotion.

Regarding satisfaction, previous IS research (Bhattacherjee, 2001, Khalifa and Liu,
2003) has highlighted the evaluative judgment aspect based on expectation-confirmation
theory. The measurement item defining satisfaction (“this web site offers what I expect
from a good web site”) asks for a cognitive judgment. Consistent with the evaluative aspect
of the concept, previous research (Khalifa and Liu, 2003, De Wulf et al., 2006) attempted to
judge overall usage experience. Thus, satisfaction is not a pure affective construct (Kempf,

1999, Mano and Oliver, 1993, Russell, 1980).
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Table 3-1 summarizes emotional constructs which were examined in previous IS research

Table 3-1 Overview emotional constructs

In the next sections, the variables of the model are described, starting with the
independent (external) variables, followed by the intermediate and the dependent variable,
system usage. All variables are described with evidence from literature and will be
illustrated in relation to one another and the base TAM. Although one might expect certain
variables to be more important than others, it is assumed in this model they all have equal

weights. The theoretical research model is depicted in Figure 3-2 in section 3.7

3.6.1 The independent variables — external variables

A. Individual characteristics — demographics
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1 Age

Age has been found to be related to beliefs toward system usage, attitudes towards
computers, and actual usage (Morris and Venkatesh, 2000, Brigman and Cherry, 2002).
Igbaria (1993) found that age was negatively related to user acceptance of microcomputer
technology. The results of his study showed that respondents who were older had more
negative beliefs about the usefulness of computers than their younger counterparts. In their
study, Jarvenpaa and Ives (1991) found that a manager’s age was a significant predictor of
progressive use of IT. Their findings might suggest that the new generation of managers are
more participative in IT management than veteran managers. In a study of the effects of
external variables on usage behaviour, Hubona and Kennick (1996) reported a negative
influence of age on ease of use. Czaja et al. (1989) found that computer skills were more
easily learned by younger subjects than older subjects. Harrison and Rainer (1992) reported
similar findings. In their study, Igbaria and Parasuraman (1989) found age had a negative
effect on attitudes toward microcomputers. Brancheau and Wetherbe (1990) found that
early adopters of a new technology were younger than late adopters. In a recent study
aimed at investigating the extent to which managers use electronic information systems
Pijpers et al. (2001) found that younger executives use electronic information systems more
than their older counterparts. In sum, older managers are likely to have less computer
knowledge, and consequently have a negative attitude regarding IT. Therefore, based on the

above findings, the following hypotheses are presented:

H.A. 1.1. Age is negatively related to the perceived usefulness of the e-commerce system

H.A. 1.2. Age is negatively related to the perceived ease of use of the e-commerce system
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2. Education

Higher levels of formal education, which indicates a person's knowledge and skill base,
have been empirically associated with enhanced computer abilities and with more
favourable attitudes towards computers. Dealing with computer anxiety as an intervening
variable of attitudes towards microcomputers, Igbaria and Parasuraman (1989) found
education had significant direct effects on computer attitudes. Hubona and Kennick (1996)
and Igbaria (1993) reported similar findings. Davis and Davis (1990) reported that end
users with more education perform significantly better in a training environment than those
with less education. Harrison and Rainer (1992) stressed that overcoming negative attitudes
is important in enhancing individual computer skills. They maintained that education and
training are effective techniques to overcome negative attitudes towards computers. In their
study, Agarwal and Prasad (1999) found that educational level was positively associated
with ease of use beliefs, but not with perceived usefulness. Mathieson et al. (2001) argued
that education level could be positively associated with perceived behaviour control
because it reflects users’ levels of internal capabilities, such as technical skills and

intelligence. Based on the overview above, the following hypotheses can be postulated:

H.A. 3.1. Education is positively related to the perceived usefulness of the e-commerce
system

H.A. 3.2. Education is positively related to the perceived ease of use of the e-commerce
system
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A. Individual characteristics — managerial and IT knowledge

3. Professional experience

Few studies to date have investigated professional experience, i.e. experience in the job,
and the relationship to IT use. Although Larsen (1993) has some doubt regarding a possible
relationship between job tenure and IT innovation, he incorporated job tenure in his model
as an independent variable. In a more recent study, Agarwal and Prasad (1999)
hypothesized the length of tenure in the work force as negatively associated with perceived
usefulness and perceived ease of use. However, their empirical data did not support it.
Hackbarth et al.(2003) found that users perceive a system as easier to use as they gain more
knowledge and confidence through direct experience in using the system In our study, it is
assumed that there is a positive relationship between professional experience, i.e., the
number of years working as a manager, and usage of IT. The following hypotheses are put

forward:

H.A. 4.1. Professional experience is positively related to the perceived usefulness of the e-
commerce system

H.A. 4.2. Professional experience is positively related to the perceived ease of use of the e-
commerce system

4. Computer (IT) experience

Numerous studies have related the impact of computer experience to usage behaviour
(Hubona and Geitz, 1997, Igbaria and Chakrabarti, 1990, Igbaria, 1993, Igbaria and livari,
1995, Igbaria et al., 1996, Lakhanpal, 1994, Thompson et al., 1994, Szajna, 1996, Chung

and Tan, 2004). Thompson et al. (1994) conducted a study that investigated the influence of
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prior experience on PC utilization, arguing that the relationship between experience and
usage is not straightforward. They found that experience influenced utilization directly, that
indirect influences of experience on utilization were weak, and that the moderating
influence of experience on perception and attitude was quite strong. In an attempt to
examine the user acceptance of microcomputer technology, Igbaria (1993) found that
computer experience had direct and indirect effects on perceived usefulness and user
acceptance. Igbaria and Chakrabarti (1990), Igbaria et al. (1996), and Hubona and Geitz
(1997) reported similar findings. A number of studies also found a relationship between
computer experience and perceived ease of use (Igbaria and livari, 1995, Igbaria et al.,
1995b). These authors corroborated the importance of prior computer experience in
promoting increased microcomputer usage. In a study of factors related to microcomputer
usage by middle managers, Lakhanpal (1994) found that a middle manager's prior
experience with computers had a strong positive influence on microcomputer usage. Szajna
(1996) used a revised Technology Acceptance Model. Her study results suggested that the
addition of an experience component to the original TAM might be a significant
enhancement. In a study to assess the role of prior experience, Taylor and Todd (1995b)
suggest that the different variables within TAM may have different influences on usage
depending on experience. The findings suggest that managers, who are more familiar and
have more experience with Information Technology, will be more positive about its use.

This leads to the following hypotheses:

H.A. 5.1. Computer (IT) experience is positively related to the perceived usefulness of the e-
commerce system

H.A. 5.2. Computer (IT) experience is positively related to the perceived ease of use of the
e-commerce system
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3. Computer (IT) training

Several studies reported training is positively related to user beliefs, attitudes, and usage.
Training in this context is the provision of hardware and software skills sufficient to enable
effective interaction with the PC and an e-commerce system. Authors such as Igbaria and
Chakrabarti (1990), Igbaria and Nachman (1990), Igbaria (1990), Igbaria (1994), Igbaria et
al. (1995a), and Agarwal and Prasad (1999) have all suggested that user training is very
likely to improve a person's perception and attitude toward the use of the technology by
reducing or eliminating any fears they may have. Mawhinney and Lederer (1990) found
that here was a direct link between managers using PCs and computer training. Training
programs may also foster a feeling of self-efficacy, the belief that one can develop the skills
necessary to effectively use microcomputers and strengthen confidence in one's ability to
master and use them in one's work (Igbaria, 1993). Based on the research model, it is
expected that computer training affects usage indirectly through its effect on perceived ease

of use and perceived usefulness. Therefore, the following hypotheses were formulated:

H.A. 6.1. Computer (IT) training is positively related to the perceived usefulness of the e-
commerce system

H.A. 6.2. Computer (IT) training is positively related to the perceived ease of use of the e-
commerce system

A. Individual characteristics — personality of the manager
6. Computer anxiety
In their original article on TAM, Davis et al. (1989) mentioned that computer anxiety

should be brought into future analyses of the factors affecting technology acceptance.
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Computer anxiety is defined conceptually as the tendency of an individual to be uneasy,
apprehensive, or fearful about the current or future use of computers in general (Igbaria and
Parasuraman, 1989). Since then, a number of studies have been conducted documenting
computer anxiety as a key variable related to perceived ease of use, perceived usefulness,
attitudes, and usage (Igbaria and Parasuraman, 1989, Igbaria and Chakrabarti, 1990,
Igbaria, 1993, Igbaria, 1994, Igbaria and livari, 1995, Parasuraman and Igbaria, 1990,
Roberts and Henderson, 2000, Saade and Kira, 2006, McFarland and Hamilton, 2006). All
authors provide empirical support to the notion that computer anxiety is a predictor of
perceived usefulness and suggest that perceived usefulness may operate as an intervening
variable between computer anxiety and usage. It has been suggested that individuals who
experience high levels of anxiety are likely to behave more rigidly than individuals whose
level of anxiety is relatively low. Based on the overview above, the following hypotheses

have been developed:

H.A. 7.1. Computer anxiety is negatively related to the perceived usefulness of the e-
commerce system

H.A. 7.2. Computer anxiety is negatively related to the perceived ease of use of the e-
commerce system

7. User involvement

User involvement in the design and the implementation of information systems appears to
be a key factor in the usage of an IT system. SME managers, the users in this case,
normally have little or no time to devote to designing and implementing an e-commerce
system. Only one study to date investigated user involvement in the context of the TAM

model (Jackson et al., 1997). Barki and Hartwick (1989, 1994) redefine the user
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involvement construct as consisting of two distinct constructs: user participation and user
involvement. User participation refers to the behaviour and activities that users or their
representatives perform in the system development process. User involvement refers to a
psychological state of the individual, and is defined as the importance and personal
relevance of a system to a user. Jackson et al. (1997) refer to these two constructs as
situational involvement and intrinsic involvement, respectively. According to Hartwick and
Barki (1994), there is a correlation between user involvement and attitude toward the
system, an intermediate variable in the theoretical research model. Individuals who view
the system as both important and personally relevant are also likely to have a positive
attitude toward the system. In their study on user participation and system use, Hartwick
and Barki (1994) found that voluntary use is strongly linked to attitudes and use as opposed
to mandatory use, where no significant relationship was found. Jackson et al. (1997) found
mixed relationships between the two involvement constructs and the two TAM beliefs.
Intrinsic involvement had a significant positive effect on perceived usefulness, whereas
situational involvement had a negative effect on ease of use. It was suggested that the latter
finding is associated with the difficulty of developing effective complex information

systems that will satisfy a variety of users.
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Because we expect most SME managers and executives not to be drawn into the
development process of the e-commerce system, we did not formulate any hypothesis on
user participation. In line with the studies of Hartwick and Barki (1994) and Jackson et al.
(1997), we believe user involvement to be positively related to the two beliefs. On the basis

of this review the following hypotheses were developed:

H.A. 8.1. User involvement is positively related to the perceived usefulness of the e-
commerce system

H.A. 8.2 User involvement is positively related to the perceived ease of use of the e-
commerce system

8. Perceived fun/enjoyment

Davis et al. (1992) note the distinction between extrinsic and intrinsic motivation. Extrinsic
motivation influences behaviour due to the reinforcement value of outcomes (e.g.,
perceived usefulness), whereas intrinsic motivation refers to the performance of an activity
for no apparent reinforcement other than the process of performing the activity per se (e.g.,
enjoyment). The authors further define enjoyment as the extent to which the activity of
using the computer is perceived to be enjoyable in its own right. Their study indicated
perceived usefulness (an extrinsic motivator) is the first indicator of an intention to use
computers; secondly, enjoyment (an intrinsic motivator) influences their behaviour. Van
der Heijden (2003) added perceived enjoyment and verified that it positively affected an
adopter’s attitude towards personal website adoption. Similar findings are reported by
Igbaria et al. (1996). Webster and Martocchio (1992) used the playfulness construct as a
trait in their study, which is also described as guided by internal motivation and processes

with self-imposed goals. Their findings emphasize the need to focus more attention on
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positive influences of human-computer interaction, rather than negative influences, such as

computer anxiety. This literature review leads to the following hypotheses:

H.A. 9.1. Perceived fun/enjoyment is positively related to the perceived usefulness of the e-
commerce system

H.A. 9.2 Perceived fun/enjoyment is positively related to the perceived ease of use of the e-
commerce system

B. Organizational characteristics — company characteristics

1. Organizational size

Few researchers explicitly take the size of the organization into account (Al-Gahtani and
Olusegun Wallace, 1999, Grover and Goslar, 1993, Premkumar and Roberts, 1999, Thong,
1999, Thong and Yap, 1995). Rai and Bajwa (1997) (Rai and Bajwa, 1997) provide a
rationale for the inclusion of organizational size in the study:

(1) larger organizations have more executives, who are spatially dispersed, thereby leading
to a greater need for a sophisticated information technology infrastructure for
communication and coordination,

(2) the complexity of larger organizations leads to a greater need for information
infrastructures that can improve managerial control and planning systems, and

(3) larger organizations are more likely to be able to afford the costs of innovation.

Rogers (1995) remarks that the size of the organization is often included in innovation
research, but most of the time has little theoretical importance. However, it is expected that
large companies have enough resources to implement and support various information

technologies. This leads to the following hypotheses:
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H.B. 1.1. Organizational size is positively related to the perceived usefulness of the e-
commerce system

H.B. 1.2 Organizational size is positively related to the perceived ease of use of the e-
commerce system

2. IT maturity

Studies on TAM to date have not taken IT maturity and professionalism of the IT
organization into account. Innovation research, however, indicates that the best predictor of
IT use is increased knowledge about IT through the use of support functions (Larsen,
1993). In their study of the initiation, adoption, and implementation of telecommunications
technologies, Grover and Goslar (1993) suggest that better funded, more mature, IS
departments would tend to be proactive in evaluating and implementing
telecommunications technologies. King and Sabherwal (1992) argue IT maturity represents
the progress of the IS function from the era of data processing and management information
systems into the strategic IS era. Similar remarks are made by Applegate et al. (1996), who
coin four eras for the evolution of the IT infrastructure, ranging from the mainframe to the
ubiquity of IT. Although the support variable (B.3) indicates the availability of a supportive
organization, it does not reflect the level or credibility of a professional IT service
organization. One of the reasons for improving the IT knowledge level is outsourcing (part

of) the IT service organization. The following hypotheses are presented:

H.B. 2.1. IT maturity is positively related to the perceived usefulness of the e-commerce
system

H.B. 2.2 IT maturity is positively related to the perceived ease of use of the e-commerce
system
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3. Organizational support

Organizational support consists of information centre support and management support.
Information centre support is defined as the availability of development, assistance, and
specialized instruction, guidance, coaching, and consultation in using microcomputer
applications, whereas management support means management encouragement and
sufficient allocation of resources (Igbaria, 1993). Based on the TAM model, Davis et al.
(1989) stated that the two beliefs, perceived usefulness and perceived ease of use, are
affected by user support consultants. Igbaria and Chakrabarti (1990) found that
organizational support is positively associated with increased favourable attitudes.
Thompson et al. (1991) include support for users as one of the facilitating conditions that
can influence usage. Several other studies (Igbaria, 1993, Igbaria, 1994, Igbaria et al.,
1995a, Igbaria and Ilivari, 1995, Igbaria et al., 1996) confirmed the above findings, showing
that organizational support influenced system usage directly or indirectly through perceived
usefulness, perceived ease of use, and attitudes. In summary, in the context of personal use
of information technologies, facilitating conditions will yield more positive user beliefs and
attitudes and higher levels of system usage. The following hypotheses were derived from

the review above:

H.B. 3.1. Organizational support is positively related to the perceived usefulness of the e-
commerce system

H.B. 3.2 Organizational support is positively related to the perceived ease of use of the e-
commerce system

B Organizational characteristics — social factors

4. Organizational usage
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In his study on the factors contributing to microcomputer technology acceptance, Igbaria
(1994) found that organizational usage, defined as use of IT by management, peers, and
subordinates, had a positive direct effect on beliefs and motivation to comply. Moreover,
when senior management uses computers, the individual use of end-user computing
increases in the organization. These findings are confirmed in a later study (Igbaria et al.,
1996). Thompson et al. (1991) also found that extensive organizational usage had a strong
effect on individual usage. It is assumed that where microcomputers and software packages
are widely used, more individuals are likely to perceive their use as the norm and to be

favourably disposed toward using them. Therefore, the following hypotheses are proposed:

H.B. 4.1. Organizational usage is positively related to the perceived usefulness of the e-
commerce system

H.B. 4.2 Organizational usage is positively related to the perceived ease of use of the e-
commerce system

5. Social pressure

If it is a standard practice to use a PC and support packages in an organization, people will
be highly influenced and even pressured to use these information technologies. These social
norms, as Ajzen and Fishbein (1980) state, have an important influence on behaviour. The
individual's notion of appropriate behaviour is influenced by the reference groups'
subjective culture (Bergeron et al., 1995). Igbaria et al. (1996) used social pressure as an
intermediate variable in their model, suggesting social pressure comes from individuals
whose beliefs and opinions are important to them, such as supervisors, peers, and
subordinates. These individuals use computerized systems because they think they will be

perceived as technologically sophisticated by the people they regard as important. Their
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findings show a direct link between social pressure and microcomputer use. Similar
findings are reported by Igbaria (1994) and Thompson et al. (1991, 1994). According to
Rogers (1995), peers and opinion leaders are important in the acceptance process.

Consistent with the above findings, the hypotheses to be tested are:

H.B. 5.1. Social pressure is positively related to the perceived usefulness of the e-commerce
system

H.B. 5.2 Social pressure is positively related to the perceived ease of use of the e-commerce
system

B. Organizational characteristics — environmental characteristics

6. Environmental uncertainty

Although many innovation researchers emphasize the need to consider this contextual
factor, Grover et al. (1993) are one of the few studies to take environmental uncertainty into
account. In their study on the adoption of telecommunication technologies, they found
supportive evidence that environmental uncertainty influenced the complete innovation
cycle (initiation, adoption, and implementation). If managers are confronted with greater
environmental uncertainty, they are more likely to effectively use information technologies
to cope with the greater need to process information in such environments. Consequently,
managers will need more external information, are more self-supportive, and have a better

view of the possibilities of IT. This leads to the following hypotheses:

H.B. 6.1. Environmental uncertainty is positively related to the perceived usefulness of the
e-commerce system

H.B. 6.2 Environmental uncertainty is positively related to the perceived ease of use of the
e-commerce system
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7. Competitor behaviour

Competitors play a major role in IT implementations. Many organizations are forced to use
certain technologies to keep up with the industry standard. Porter's framework of
competitive forces (referenced in Applegate et al., 1996) is often used to assess the
competitiveness of an industry. Thong and Yap (1995) argue that competition and the
strategic relevance of IT for the industry increase the likelthood of adoption of an
innovation. It can be assumed that organizations using new information technologies (e.g.
the Internet) force competitors to change their business needs for these technologies. As a
result managers need to adopt new information technologies, most of the time not

structurally planned. The following hypotheses can be postulated:

H.B. 7.1. Managers in a more competitive environment have a positive attitude toward the
perceived usefulness of the e-commerce system

H.B. 7.2 Managers in a more competitive environment have a positive attitude toward the
perceived ease of use of the e-commerce system

C. Characteristics of the IT resource

1. Accessibility

Accessibility is understood to mean access to a PC with a connection to an e-commerce
system. Igbaria and livari (1995) refer to it as resource availability. They also emphasize
the geographical aspects because North American users have more access to new
technology than other users. As PCs become cheaper every year, it might seem trivial to
include hardware and e-commerce access into account. Yet, accessibility largely determines
IT use by managers. Moreover, accessibility is closely related to the need to have a

complete and sophisticated system at hand. Every manager will ask whether it is
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worthwhile having such a system and if it really saves him time retrieving the information
he wants (Kraemer et al., 1993). Without doubt, the availability of an appropriate enabling
technology (Fitzgerald and Murphy, 1994) is a prerequisite for access to e-commerce. In a
recent study, Karahanna and Straub (1999) investigated perceived accessibility,
encompassing both physical access to the system and the ability to use the system. They
hypothesized and proved that accessibility influenced perceived ease of use, as physical
access is a necessary condition of use. This literature review leads to the following

hypotheses:

H.C. 1.1. Accessibility is positively related to the perceived usefulness of the e-commerce
system

H.C.1.2 Accessibility is positively related to the perceived ease of use of the e-commerce
system

2. Implementation process

This section is concerned with the manner in which managers are involved in the
implementation of the e-commerce system. The nature of the implementation process refers
to the strategy used to effectively incorporate the information system, the e-commerce
system, in the activities of the manager. Although an information system is often centrally
implemented for the total organizational unit, a separate strategy could be used for the e-
commerce system implementation. Ideally, to fully leverage the IT investment, the e-
commerce system should be deeply and comprehensively embedded in the executive's work
(Sage and Zmud, 1993). It is assumed that a rational choice has been made for this infusion
process. If there is a strategy, it is assumed that the user type and the characteristics of the

e-commerce system are factors to be addressed. Griffith and Northcraft (1996) suggest the

85



implementation strategy should focus on positive values as well as negative surprises. They
argue that negative surprises, if managed well, become valuable positive learning
experiences for users. The presence of a senior executive as a sponsor also fiercely
propagates and encourages the use of the e-commerce system. This leads to the following

hypotheses:

H.C. 2.1. An effective implementation strategy is positively related to the perceived
usefulness of the e-commerce system

H.C.2.2 An effective implementation strategy is positively related to the perceived ease of
use of the e-commerce system

3.6.2 The intermediate variables — beliefs and attitude

The mediating variables have consistently been shown to predict actual usage.
Based on TAM, perceived ease of use and perceived usefulness are thought to be
potentially important determinants of system usage (Davis et al., 1989). Others also found
perceived ease of use to have a strong effect on perceived usefulness (Gefen, 2003, Adams
et al., 1992, Gefen et al., 2003). External variables influence system use through
perceptions and attitude. Our hypotheses with respect to the intermediate variables are as

follows:

H.M. 1. Perceived ease of use is positively related to perceived usefulness

H.M. 2. Perceived ease of use is positively related to the attitude towards use

H.M. 3. Perceived usefulness is positively related to the attitude towards use

H.M. 4. Attitude towards use is positively related to the usage of the e-commerce system
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3.6.3 The dependent variable — system usage

There is no theoretically verified instrument to measure system usage. Most studies to
date use self-reported measures. Davis (1993) uses two items to assess the frequency of use
and amount of time using the target system. Other authors using TAM in their research also
split actual use into these two measures (Adams et al., 1992, Davis et al.,, 1989,
Hendrickson and Collins, 1996, Hubona and Geitz, 1997, Hubona and Kennick, 1996,
Igbaria, 1994, Igbaria and livari, 1995). Few authors use objective measures to assess
system use (Straub et al., 1995, Szajna, 1996). Objective use logs were not practical in the
present study as it would be highly unlikely that an e-commerce system would reflect actual
use, but only connect time. Bajaj and Nidumolu (1998) found that past use influenced
perceived ease of use-a key factor in determining future use. They emphasize that a
longitudinal model is needed to better understand IS usage, although they acknowledge the
difficulty of conducting such a study in a business environment. Finally, Doll and
Torkzadeh (1998) posit that the uni-dimensional concept of system use is not likely to
provide sufficient explanatory power. However, their multidimensional instrument has not

yet been extensively validated in other studies.

3.7 Summary

In this study, a large number of theories and studies have been evaluated in an effort
to find an answer to the first research objective: What are the major factors that influence
SME managers’ use of IT, and in particular an e-commerce system? The discussions in the
various sections of this chapter emphasize that there is no single theory or study that fully
covers the constructs influencing beliefs, attitude and use. Also, the goal was not to identify

every single possible variable that might affect IT usage or to be exhaustive regarding
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possible variables and relationships in any of the categories. The three categories of
external variables show a number of constructs that have not been investigated in TAM
studies to date, but are likely to influence the two salient beliefs of the core TAM model.
The model as depicted in Figure 3-2, which shows all variables and their relationships
graphically, forms the basis for the hypotheses to be examined in the next two chapters.
Furthermore, a summary of the hypotheses is given in Table 3-2; the sources for the

constructs of the model are described in Table 3-3.
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Table 3-2. summarizes the hypotheses from the previous sections. Every construct from
Categories A to C has two hypotheses related to the beliefs, perceived ease of use and

perceived usefulness.

Age
Gender
Education

Professional Experience
Computer (IT) Experience
Computer (IT) Experience

Computer Anxiety
User Involvement
Perceived Fun / Enjoyment

Organizational Size
IT Maturity
Organizational Support

Organizational Usage
Social Pressure

Environmental Uncertainty
Competitor Behavior

Accessibility
Implementation process

Perceived Ease of Use
Perceived Ease of Use
Perceived Usefulness
Attitude Toward Use

Table 3-2 Posited relationships



Table 3-3 lists relevant references for each construct considered.

Construct

A. Individual Characteristics
Demographics
Age

Gender

Education

Managerial and IT Knowledge
Professional Experience

Computer (IT) Experience

Computer (IT) Training

Personality of the Manager
Computer Anxiety

User Involvement

Perceived Fun / Enjoyment

B. Organizational Characteristics

Company Characteristics
Organizational Size

IT Maturity

Organizational Support
Social Factors

Organizational Usage

Social Pressure

Environmental Characteristics

Source

(Brancheau and Wetherbe, 1990, Czaja et al., 1989,
Harrison and Kelly Rainer, 1992, Hubona and Kennick,
1996, Igbaria, 1993, Igbaria and Parasuraman, 1989,
Jarvenpaa and Ives, 1991, Morris and Venkatesh, 2000,
Seely and Targett, 1997, Pijpers et al., 2001, Brigman
and Cherry, 2002)

(Dambrot et al., 1985, Gefen and Straub, 1997, Igbaria,
1993, Igbaria, 1990, Kwon and Zmud, 1987,
Parasuraman and Igbaria, 1990, Venkatesh and Davis,
2000, Whitley, 1997, Ong and Lai, 2006)

(Agarwal and Prasad, 1999, Davis and Davis, 1990,
Harrison and Kelly Rainer, 1992, Hubona and Blanton,
1996, Igbaria, 1993, Igbaria and Parasuraman, 1989,
Mathieson et al., 2001)

(Agarwal and Prasad, 1999, Larsen, 1993, Mathieson et
al., 2001)

(Hubona and Geitz, 1997, Igbaria, 1990, Igbaria, 1993,
Igbaria et al., 1995a, Igbaria and Iivari, 1995, Igbaria et
al., 1996, Lakhanpal, 1994, Taylor and Todd, 1995,
Thompson et al., 1994, Szajna, 1996, Chung and Tan,
2004)

(Agarwal and Prasad, 1999, Alavi and Joachimsthaler,
1992, Igbaria, 1990, Igbaria, 1993, Igbaria, 1994,
Igbaria and Nachman, 1990, Igbaria and Iivari, 1995,
Mawhinney and Lederer, 1990)

(Davis et al., 1989, Igbaria, 1993, Igbaria, 1994, Igbaria,
1990, Igbaria and Iivari, 1995, Parasuraman and Igbaria,
1990, Roberts and Henderson, 2000, McFarland and
Hamilton, 2006, Saade and Kira, 2006)

(Barki and Hartwick, 1994, Hartwick and Barki, 1994,
Jackson et al., 1997)

(Davis et al., 1992, Igbaria et al., 1996, Webster and
Martocchio, 1992, van der Heijden, 2003)

(Cash et al., 1994, Currie, 1996, Grover and Goslar,
1993, Hope and Hope, 1997, King and Sabherwal, 1992,
Klenke, 1994)

(Applegate et al., 2002, Grover and Goslar, 1993, King
and Sabherwal, 1992, Larsen and Bloniarz, 2000)
(Davis, 1989, Igbaria, 1993, Igbaria, 1994, Igbaria,
1990, Igbaria et al., 1995a, Igbaria and Iivari, 1995,
Igbaria et al., 1996, Thompson et al., 1991)

(Igbaria, 1994, Igbaria et al., 1996, Thompson et al.,
1991)

(Ajzen and Fishbein, 1980, Bergeron et al., 1995,
Fitzgerald and Murphy, 1994, Igbaria, 1994, Igbaria et
al., 1996, Thompson et al., 1991)
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Environmental Uncertainty
Competitor Behaviour

C. Characteristics of the IT resource
Accessibility

Implementation process
Mediating Variables

Perceived Ease of Use

Perceived Usefulness

Attitude Toward Use
Dependent Variable

System Use

Table 3-3 References for model constructs

(Grover and Goslar, 1993, Rai and Bajwa, 1997)
(Applegate et al., 2002, Fitzgerald and Murphy, 1994,
Thong and Yap, 1995)

(Fitzgerald and Murphy, 1994, Igbaria and Iivari, 1995,
Kraemer et al., 1993, Karahanna et al., 1999)
(Griffith and Northcraft, 1996, Sage and Zmud, 1993)

(Davis et al., 1989, Venkatesh and Morris, 2000)
(Davis et al., 1989, Venkatesh and Morris, 2000)
(Davis et al., 1989)

(Adams et al., 1992, Bajaj and Nidumolu, 1998, Davis,
1989, Davis, 1993, Davis et al., 1989, Doll et al., 1998,
Hendrickson and Collins, 1996, Hubona and Geitz, 1997,
Hubona and Kennick, 1996, Igbaria and livari, 1995,
Leidner and Elam, 1995, Straub et al., 1995, Szajna,
1996)
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4 Research methodology

4.1 Introduction

This chapter describes the research methodology used to test the research model and
underlying hypotheses as described in the previous chapter. Also, the operationalization of
the variables employed in the study is presented. In the last part of this chapter an
introduction to Structural Equation Modelling is provided, as well as a rationale for its
selection and the choice for AMOS 5.

Researchers in the information technology domain, like their colleagues in the social
sciences field, employ a variety of research methodologies. The approach described below
seeks to justify its appropriateness in the context of this study. The following characteristics
describe the research process. These key research characteristics and methodology aspects

are discussed in detail below.

Table 4-1 Research characteristics

Attribute Characteristic

Method of research Descriptive/exploratory and explanatory
Unit of analysis Individual manager

Time dimension Cross-sectional

Sample strategy Purposive sampling

Research methodology Field study

Data collection method Survey

4.2 Research design
4.2.1 Methods of research

In general, there are three types or methods of research: (1) descriptive, (2)
exploratory, and (3) explanatory. In the first part of this study the descriptive and
exploratory methods are used to investigate and evaluate the factors influencing SME

managers' use of e-commerce. This part of the research seeks to answer the first two
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objectives of the study as laid down in Chapters 2, 3 and 5. In the second part of the
research, the third objective, to achieve a parsimonious model for investigating
relationships between different aspects of the phenomenon under review, is answered. An

explanatory method is used and the results are described in Chapter 6.

4.2.2 Unit of analysis

Given that the goal of this study is to identify and evaluate factors influencing SME
managers’ use of e-commerce, the unit of analysis is at the individual level. Although an
analysis of the individual's group or organizational level is not part of this study, how much
a particular manager uses IT may well have a significant impact on his social or business

environment.

4.2.3 Time dimension

In terms of time dimension, two options are available when conducting research: (1)
cross-sectional and (2) longitudinal. In a cross-sectional study, the subjects are studied at
only one point in time, whereas in a longitudinal study the subjects are studied over a
longer period. Given the limited time available to most SME managers and the time
required for a longitudinal study, it was decided that a cross-sectional approach would be

most appropriate.

4.2.4 Sample strategy

Prospective participating organizations were subject to a number of criteria for the
purpose of this study. The criteria for eligible target organizations using an e-commerce

system were:
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1. Organization had to classify as an SME.

2. Organization had to be based in the Netherlands.

3. The e-commerce system had to have been in operation for at least one year. This

would ensure a stable system with a critical mass of users.

4. Unanimity within in the organization with respect to participation in the field study,

shown by informed consent.

Collecting a simple random sample is often considered the best design to approach the
sampling. However, the lack of a reliable nationwide sampling frame renders this option
impossible. The sample method used to identify the participating organizations can best be
described as purposive sampling. The basic assumption behind purposive sampling is that
with an appropriate strategy we can choose the cases to be included, which will lead to a
sample that is satisfactory in relation to our needs (Judd et al., 1991). Although it is
acknowledged that purposive sampling can hamper generalization of the results, it is also
widely used in social sciences. The rationale behind purposive sampling is that when a
study is reproduced among many different purposive samples, showing comparable results,
this will add to the strength of a theory. The total SME organisation network of the author
was approached. This network consists of different types of SME organisations that
together are a reflection of the types of SME organisation in the Netherlands as shown in

Table 4-2
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Table 4-2 Overview Dutch SMEs by branch and size®
4.25 Research methodology

For this particular type of study conducting a field study in an organization should
produce superior results to a laboratory study. This is because in a field setting using an e-
commerce system is an integral part of the SME manager's job. Furthermore, a properly
defined field study offers the researcher the opportunity to test the theory in realistic
settings so as to best understand a SME manager’s attitude and behaviour. One possible
drawback is the relatively uncontrolled environment of the field setting. When conducting a
field study the researcher opts for greater external validity at the expense of a decrease of
the internal validity. By carefully selecting the subjects and technology used, concerns

about the issue of control can be mitigated.

3 Based on the report “Companies by branch and size, CBS (2006) Bedrijven, per bedrijfstak en
grootteklasse. Heerlen, Centraal Bureau voor de Statisticken.
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4.2.6 Data collection method

The key question in data collection is what mode will be used to pose questions and
collect answers from respondents. Given the research model, a great deal of information
needs to be gathered from the respondents themselves, since this information is not
available elsewhere. Two alternative modes of self-report were considered: (1) a self-
administered questionnaire or (2) a face-to-face interview. An observational study was not
considered useful because of the expected effects of social desirability in behaviour and the
observer bias. In comparison to a face-to-face interview, a self-administered questionnaire
has multiple advantages. It has a low degree of interviewer involvement, which increases
the perceived privacy of respondents, which in turn increases the validity of the responses
(Grooves et al., 2004). Furthermore, self-administered questionnaires can be completed in
the respondent’s own time and place, and difficult questions can be looked up. This is an
extra advantage when the eligible respondents are companies or organisations (Snijkers,
2007). As managers are difficult to get in contact with and often do not have time available
for in-depth interviews, a questionnaire was chosen to test the research model and its
propositions. Then the choice was between postal questionnaires versus a digital
questionnaire. Postal questionnaires were thought to be more appropriate because the
sample would be small and digital questionnaires are notorious for their low response rate
(Dillman, 2001). Furthermore digital questionnaires are perceived less and less as a
guarantee for privacy protection (Weisband and Kiesler, 1996). This will be especially true

when the respondents are IT experts.

4.3 Research procedure

4.3.1 Pre-test and pilot test
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Both a pre-test and a pilot test were conducted to assess the quality of the
questionnaire. For the pre-test, 8 colleagues within the company as well as 14 DBA
students checked the questionnaire. They reviewed the questionnaire on the wording of the
questions and answers, unclear instructions, redundant questions, the length of the
questionnaire, question ambiguity, the format of the scales, the layout, and so forth. This
led to eight changes. Furthermore, three companies that had declined to participate in the
field study showed their willingness to assess a draft version of the questionnaire. Six of
their managers were given the questionnaire and requested to check it for relevance and
clarity. All reviewers were given precise instructions on how to assess the quality of the
questionnaire. Their remarks indicated that only minor grammar and spelling alterations to
the questionnaire were required. Every reviewer was sent a letter or e-mail of thanks and, as
a sign of appreciation, was promised a copy of the final dissertation.

Overall, the results of the pre-test and the pilot test indicated that the questions were
well understood and that the questionnaire and instructions were sufficient for SME
managers to complete it without assistance being required. One drawback of the extensive
questionnaire is the time required for completing it. However, I felt that the questionnaire
could not be shortened if a useful indication of the constructs of the theoretical model was

to be arrived at.
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4.3.2 Field study

As stated above, purposive sampling was used to identify the organizations willing
to take part in the study. As I work for an Internet consultancy company myself, I identified
a group of companies that met the criteria for a potential object of study as mentioned in
Table 4-2. Next, I contacted the managers of these companies by e-mail and asked if they
had an operational e-commerce system and if they would be willing to participate in the

study. A number of organizations were identified as prospective candidates.

Table 4-3 Overview criteria object of study

Criteria object of study

Organization has to classify as an SME.

Organization is based in The Netherlands.

The e-commerce system had to have been in operation for at least 1 year.

Unanimity within in the organization with respect to participation in the field study

The classification of SME is defined in section 1.1. 138 companies were approached
to take part in the field study. A general research description detailing the objective and
project schedule was sent by fax or e-mail to each contact person, a copy of which is
contained in Appendix B. Of the original 138 organisations, 19 declined to participate,
citing reasons such as the e-commerce system had not been in operation long enough, the
information involved was too confidential, they never participated in this type of study,
time constraints, and so forth. A number of organizations did not comply with the research
criteria and were rejected. Often their e-commerce system was insufficiently used by SME

managers. Table 4-3 gives a breakdown of the response to the questionnaires.
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Table 4-4 Overview response to questionnaires

Total
No. of companies approached 138
No. of companies that declined of were rejected 19
No. of companies that initially agreed to participate 119
No. of companies that withdrew on second thought 2
No. of companies that eventually took part 117
No. of questionnaires distributed 119
No. of questionnaires returned 117
No. of usable questionnaires 114
Response rate 98,3 %
Usable questionnaires 95.7 %

A total of 119 questionnaires were sent by post, accompanied by a letter explaining
the procedure to be followed with the questionnaire and a cover letter (see Appendix B)
explaining the purpose of the survey and giving reassurance on the issue of confidentiality.
Most organisations returned the questionnaire within three weeks (65.5%). The non-
respondents were reminded after four weeks by e-mail with a friendly request to send in the
questionnaire. When the questionnaire was lost a new one was sent by mail. Two weeks
later, only 17 organisations had not returned the questionnaire. Those companies were
approached for the third time, now by telephone, to ask them for their participation. Finally,
117 were returned within 6 weeks. The data for this study was gathered during the spring
and summer of 2005. Two organizations had second thoughts about participating and
withdrew. This was because managers were unwilling to put time aside to complete the
questionnaire. On closer analysis of the questionnaire, a number of SME managers refused

to answer a number of questions that were of a personal nature. Further analysis revealed
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that a number were incomplete and they were, therefore, dropped. This left a final number

of 114 usable questionnaires for the sample, a response rate of 95.7 %.

4.4 Questionnaire development

In this section, the operationalization of the constructs addressed in Chapter 3 is
explained. The instrument strategy is based, where possible, on existing construct measures
taken from previous research. In some instances, existing measures have been adapted,
while in other constructs changes in the wording have been made. Each of the measures
used in this study is described below. Table 4-5 shows the 18 constructs, divided into 3
categories and 6 subcategories, as well as the 3 intermediate constructs and the dependent
variable of the theoretical model. Table 4-5 also lists, where applicable, relevant references

for the operationalization of each construct.
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Table 4-5 References for construct measures

&
0]

Gender
Education

Professional Experience
Computer (IT) Experience
Computer (IT) Experience

Computer Anxiety
User Involvement
Perceived Fun / Enjoyment

Organizational Size
IT Maturity
Organizational Support

Organizational Usage
Social Pressure

Environmental Uncertainty
Competitor Behavior

Accessibility
Implementation process

Perceived Ease of Use
Perceived Usefulness
Attitude Toward Use

Attitude Toward Use

The following sections describe the operationalization of the questions in more detail.

1

S
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4.4.1 External variables — Individual characteristics
Demographics

Single item questions were used to ascertain the respondents' age, gender, and
educational level. The demographics variables were included in the questionnaire's personal
information section.
Managerial and IT Knowledge

Three single-item questions were used to ascertain the respondents' professional
experience. The computer experience of each respondent was assessed by asking them a
number of questions to determine their working knowledge of computers, PC software and
peripherals. The response options ranged from (1) very low to (5) very high, and were
taken from Igbaria (1990). For computer (IT) training, first, the respondents were asked
whether they had received any training from one or more sources: educational institute,
vendor training, in-house training, or self-training. These items were also taken from
Igbaria (1990). The response options ranged from (1) none or to a very little extent to (5)
extremely intensive. Second, computer training was measured by each individual's
responses to a number of questions, which asked them to report the extent of their training
in microcomputers, PC software, and the e-commerce they had received. The response

options ranged from (1) never or to a very little extent to (5) to a very great extent.

4.4.2 External variables — organizational characteristics
Company Characteristics
The organizational structure was analyzed on the basis of formalization. This was

measured using King and Sabherwal's scale (1992). Organizational size was measured in
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terms of total staff numbers of the organization as a whole. Organizational size was also
measured using a self-reported sales figure for the organization as a whole. IT maturity was
measured using a combination of instruments developed by Grover and Goslar (1993) and
King and Sabherwal (1992). The measures of organizational support are taken from Igbaria
(1990), who developed an instrument for measuring two categories of support, (1)
information centre support and (2) management support. Apart from minor changes in the
wording, the original scale was used.
Environmental Characteristics

Environmental uncertainty was measured using multiple-item scales, which capture
the three components of uncertainty: heterogeneity, dynamism, and hostility (Grover and
Goslar, 1993, King and Sabherwal, 1992). Environmental heterogeneity represents
variations among the company's markets that require diversity in production and marketing
orientations. Environmental dynamism reflects the rate of change and innovation in the
industry and the unpredictability of the actions of competitors and customers. In contrast,
environmental hostility indicates the degree of threat posed by the multifacetedness and
intensity of the competition and the downswings of the company's principal industry. The

items of the competitor behaviour construct were taken from Thong and Yap (1995).

4.4.3 External variables — Characteristics of the IT resource

The accessibility construct items were based on Goodhue (Goodhue, 1998). I
developed items for the implementation process construct as well as the items for the user
interface construct. However, I also make use of Sankar et al’s (1995) generic DSS model

and Bergeron and Raymond’s (1992) study.
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4.4.4 Mediating variables

The perceived usefulness was measured using a six-item scale from Davis (1989)
and Davis et al. (1989) with appropriate modifications to make them specifically relevant to
the tool under review. The measurement scale used for perceived ease of use is selected
from Davis (1989) and Davis et al. (1989), again with appropriate modifications. The four
items to measure attitude toward using were taken from Taylor and Todd (1995b) and

Hubona and Kennick (1996).

445 Dependent variable

The items for system usage were based on Davis (1989).

4.4.6 Additional questions

The respondents were asked to classify themselves regarding their computer
experience and e-commerce experience. The categories were taken from Seeley and Targett
(1999) for the computer use type. All remaining questions were developed by myself. The

questionnaire is contained in Appendix B.

4.5 Hypothesis testing

Hypothesis testing is done using the Structural Equation Modelling (SEM) technique,
supported by the AMOS 5.0 software package, one of the modules of SPSS. The acronym
AMOS stands for Analysis of Moment Structures, or more specifically, mean and
covariance structures (Arbuckle and Wothke, 2004).

Structural Equation Modelling (SEM) encompasses an entire family of statistical

procedures known by a variety of names, such as covariance structure analysis, latent
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variable analysis and confirmatory factor analysis to name a few. SEM combines
confirmatory factor analysis techniques with multiple regression analysis to a series of
separate, but interdependent, multiple regression equations simultaneously. The advantages
of SEM over repeated multiple regressions are: it becomes possible to check the overall
goodness of fit of a proposed model, to compare the relative goodness of fit of competing
models using the A y 2 analysis, to modify a model according to relations in the data, and to
compare different groups in one analysis . The program AMOS-5 was used (Byrne, 2001).
AMOS is chosen for its user friendliness-it has a graphical interface that is very helpful in
the translation of a theory into a statistical model. Furthermore, AMOS has a few features
that are helpful in small sample analysis like the Expected Cross Validation indices (ECV)
and the bootstrap procedure. Finally AMOS can impute missing data using a full maximum
likelihood procedure, a procedure that is thought to be superior to the EM algorithm as in
SPSS and equal to and sometimes better than propensity imputation (Rubin, 1996)

In essence, the structural equation modelling technique is top down, or theory driven
and aims at demonstrating the overall plausibility of a theoretical model when it is
confronted with empirical data. For a mathematical description of Structural Equation
Modelling, refer to Appendix D.

When applying SEM on complex models, many researchers propose a two-stage
process. A two-stage process is also a way to deal with smaller samples, since it helps to
improve the power of the models (Boomsma and Hoogland, 1998). In stage one, scaling or
data reduction is the primary object of the analysis; questions or items are combined to a
number of observed constructs by means of Confirmatory Factor Analysis (CFA). Using

CFA, an investigation into the structure between indicators (items or questions) and
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constructs is carried out. CFA results in a series of factor loadings, which indicate the
strength of the items as a measure for the underlying construct. These factor loadings are
then used to compute a weighted mean for the underlying construct. This first phase is
followed by the analysis of a structural model in stage two.

The structural model specifies the causal relationships (paths) between the constructs
as posited by underlying theories. The analysis of the structural model results in estimated
path coefficients which indicate the strength and sign of the theoretical relationship. As are
suit, the various paths of the model, the hypotheses, are analyzed for their effect on the total
model, that is, to optimize a number of fit indices.

Contrary to the theoretical considerations above, this study uses a dedicated approach
for the analysis process of the various models. First, we will use confirmatory factor
analysis to estimate the reliability and validity of the measures. Second, we will use the
results of the CFA to estimate the structural model.

For the first part of the research process, all items / questions were grouped into 15
CFAs, typically corresponding to the constructs identified in Figure 3.2 (e.g., Professional
Experience, Computer (IT) Experience, etc). As items like Age, Gender and Education
cannot be combined to one construct, confirmatory factor analysis was not executed. An
overview of which questions were used per CFA can be found in Appendix F. These CFAs
models were used to evaluate the significance of each question for the construct, which
suggests that this variable would also have a significant impact in the total model as
represented in Figure 3.2. In the end only the measures that "passed" the measurement
modelling phase were used in the computation of the final construct. This construct can

than be added to the model as an observed variable. Clearly, as will be explained further on,
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a single-stage analysis then is seen as the best approach. This is possible because of the
strong theoretical rationale and highly reliable measures of the theoretical model, also
confirmed by the results of the measurement model. So the first step in structural equation
modelling is presenting the measurement model as is done below in Phase 1: Confirmatory
factory analysis.

Based on the results of the Confirmatory Factor Analysis an initial model is
constructed. Using Amos for the computations, the fit of the model is calculated. As will be
shown in Phase 2: Structural model analysis, the fit of the model is increased by
constructing alternative models. The procedures and assessment of how well the models fit
will be described in greater detail in Phase 2.

This chapter described the research methodology, the operationalization of the
variables employed in the study and an introduction to Structural Equation Modelling. The
next chapter provides the research results, including the results of phase 1 and phase 2 as

explained above.
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5 Research results

5.1 Introduction

In this chapter the statistical procedures and the results are described. The statistical
software package SPSS for Windows version 13.0 is used to lay down the initial data of the
survey and to perform basic statistical tests on the raw data. Hypothesis testing is done
using the Structural Equation Modelling (SEM) technique as described in the previous
chapter. Before the results of these statistical analyses are presented, the characteristics of

the population of interest are first discussed.

5.2 Descriptive statistics

Apart from the questions (indicators) relating to the various constructs, a large
number of additional questions were asked of the respondents. Table 5-1 shows general
information about the respondents. While some of the answers to general questions are used
throughout the remaining sections, Appendix C contains more descriptive data about the
respondents. This includes the functional work area, managers' use of information, IT and

the e-commerce.

Table 5-1 Respondents demographics

Item Mean Std. Deviation
Years of work in present firm 7.46 5.71
Years of work in present position 5.02 5.40
Years of work in a managerial position 8.72 6.43
Number of employees in organization 38.71 35.18

At this point a number of remarks need to be made regarding the characteristics of the
population. First, the educational level is relatively high-over 70% of the respondents have

a bachelor or a graduate degree. Second, the average age is just above forty. The third and
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final point is that the majority of the population (94,7%) answered to be an intermediate or
advanced user of computers. These characteristics indicate a restriction of range, meaning
less variance and potentially less fit. In later sections of this chapter, the characteristics of

the respondents will be reviewed against the results of the hypotheses testing.

5.2.1 Initial assessment

A number of activities were performed to establish a good understanding of the
collected data, as recommended by researchers such as Baumgartner and Homburg (1996).
Apart from the obvious measures such as trying to identify coding errors and the
appropriateness of the recoded variables, a large number of statistical techniques were
performed on the raw data to examine missing data, distributional characteristics, univariate
and multivariate outliers, linearity of relationships, and so forth. The next sections will
further elaborate on these issues.

Normality

Several authors (Im et al., 1998, Kline, 2005) recommend examining the normality
of the raw data. As SEM assumes multivariate normality, a number of tests were
performed. The frequency distribution of all items was inspected by means of histograms as
well as by computing the skewness and kurtosis of the measures, using both SPSS
techniques and AMOS commands. All tests indicated the data were normally distributed.
Outliers

Outliers are cases with scores that are very different from the rest. Although there is
no absolute definition of 'extreme', a common rule of thumb is that scores more than three

standard deviations away from the mean may be outliers (Kline, 2005). As with normality
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SPSS techniques and AMOS commands were used to detect outliers. The results
highlighted no need to drop any cases from the sample.
Missing data

Missing observations are a fact of life when doing research and are often beyond the
control of the researcher. Whilst only as little as 0,4% of the data was missing, we could
assume the missing data to be MCAR, missing completely at random (Gorves et al. 2002).
Therefore imputation of the missing data is justified. Amos uses full information maximum
likelihood estimation (FIML) to handle missing data, a method that is superior to the EM

algorithm that is provided by SPSS.

Sample size

The sample size plays an important role in the estimation and interpretation of SEM
results, because it provides a basis for the estimation of sampling error (Hair et al., 2005).
While a definite sample size does not exist, one criterion is that the number of observations
is higher than the number of model parameters, which criterion is satisfied in this study.
Another rule of thumb is a recommended size bandwidth between 100 to 200. In the present
study, the sample size of 114 is above the lowest threshold and above the absolute
minimum of 50 respondents (Hair et al., 2005). Another recommendation states the number
of observations should be four times the number of observed constructs. In this study, 72
observations are necessary for the 18 observed constructs, which is less than the sample
size of the present study. When a sample is small, the estimates can become less robust and

dependent of the sample composition. To check for the robustness of the estimates for
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variations in the sample a bootstrap can be performed (Kline, 2005). When the estimates
are not biased, the sample composition is adequate.
Input data

SEM programs accept raw data as well as correlation/covariation matrices. In
choosing between the two types of input data, Kline (1998) states that a number of
considerations must be taken into account. Given that data is missing and in view of the

method used to estimate the missing values, the raw data should be permitted to Amos.

5.2.2 Phase 1: Confirmatory factor analysis

CFA is used to study the relationships between a set of observed variables and a set
of continuous latent variables. The aim of CFA is to test a hypothesized factor structure or
model and to assess its fit to the data. Confirmatory factor analysis may be viewed as a
submodel of the more general structural equation modelling (SEM) approach to analysis.
Specifically, CFA is a measurement model of the relationships of indicators (observed
variables) to factors (latent variables) as well as the correlations among the latter.
Confirmatory factor analysis is generally based on a strong theoretical or observational
foundation that allows the analyst to specify an exact factor structure in advance (Grimm
and Yarnold, 2000). The CFA approach usually restricts which variables will load on which
factors, as well as which factors will be correlated. This approach also provide