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Abstract

COMBINED ROBUST AND FRAGILE WATERMARKING
ALGORITHMS FOR STILL IMAGES

Design and evaluation of combined blind discrete wavelet transform-based
robust watermarking algorithms for copyright protection using
mobile phone numbers and fragile watermarking algorithms for content
authentication of digital still images using hash functions.
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This thesis deals with copyright protection and content authentication for still images. New blind
transform domain block based algorithms using one-level and two-level Discrete Wavelet Transform
(DWT) were developed for copyright protection. The mobile number with international code is used as
the watermarking data. The robust algorithms used the Low-Low frequency coefficients of the DWT to
embed the watermarking information. The watermarking information is embedded in the green channel of
the RGB colour image and Y channel of the YCbCr images. The watermarking information is scrambled
by using a secret key to increase the security of the algorithms. Due to the small size of the watermarking
information comparing to the host image size, the embedding process is repeated several times which
resulted in increasing the robustness of the algorithms. Shuffling process is implemented during the multi
embedding process in order to avoid spatial correlation between the host image and the watermarking
information. The effects of using one-level and two-level of DWT on the robustness and image quality
have been studied. The Peak Signal to Noise Ratio (PSNR), the Structural Similarity Index Measure
(SSIM) and Normalized Correlation Coefficient (NCC) are used to evaluate the fidelity of the images.
Several grey and still colour images are used to test the new robust algorithms. The new algorithms
offered better results in the robustness against different attacks such as JPEG compression, scaling, salt

and pepper noise, Gaussian noise, filters and other image processing compared to DCT based algorithms.

The authenticity of the images were assessed by using a fragile watermarking algorithm by using hash
function (MDS5) as watermarking information embedded in the spatial domain. The new algorithm
showed high sensitivity against any tampering on the watermarked images. The combined fragile and
robust watermarking caused minimal distortion to the images. The combined scheme achieved both the

copyright protection and content authentication.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

In the last decades, the rapid developments in the internet and telecommunications areas
are beyond expectations. The dramatic increment of the bandwidth and the speed of the
transmitting data via the internet make accessing and sharing information an easy task
for anybody. However, the ownership and the copyright of the multimedia data are

becoming a big concern.

Nowadays, more than 38% of the populations of the world are using the internet [1] and
the on-line commerce and services become an urgent need due to huge number of
potential customers. The on-line market advantages are plentiful. On the other hand the
security of the payment is one of the challenges that the companies and user are to deal
with. In the normal commerce they used to have hard copy documents and the
copyright issue is solved. While, the type of the documents which have been used in the
on-line commerce are digital ones. Therefore, when digital documents are transmitted
via the internet they can be copied several times by anybody who received these
documents in a just of few clicks. Efficient ways of overcoming poor behaviour, from

malicious users, are through methods of copyright and ownership



The right tool to enable content protection is the digital watermarking. The
watermarking process is the process which embeds digital information into the digital
document format such as digital image without considerably degrading its visual
quality. The watermarked image can be sent via the internet. At the receiver side, the
extracted watermark from the watermarked image can be used for copyright protection

purposes and authentication of the content.

The digital watermarking technology is adapted commercially by several companies

such as Digimarc Company [2].

1.2 Overview of Digital Watermarking

A digital watermark is any digital signal which can be embedded imperceptibly into
data such as audio, video and images for different reasons including copyright
protection, owner authentication and captioning [3]. There are some certain features that
a watermark should have. The following features are follows:

e Difficult to notice. The embedded watermark information should not be
noticeable to the viewer and adding the watermark information into the host
image should not degrade the quality of the content of the host image. It is
difficult to differentiate between the watermarked image data and the host image
data [3].

e Robustness. The watermark should be robust to survive against common image
processing, geometric distortion such as cropping, scaling and other types of
image attacks. Any attempt to remove or amend the watermark will lead to

appropriate degradation of the perceptual quality of the original data [4].



e Security. It is the capability of the watermarking algorithm to survive against
aggressive attacks. The techniques which are used in the watermarking security
could be understood in the same way as the encryption’s security technique [5].
The watermarking techniques could be defined as a secured system if an
unauthorized party know the exact algorithms (embedding and extraction) but
still cannot remove or detect the watermarking information. A secret key or
secret keys can be used to achieve that [5].

e Payload. The size of the encoded information that can be encoded in a
watermark called payload. The size of the watermark depends on the
application. For instant, one bit is needed for copy control application, while it
required more bits if the application is relative to the protection of intellectual
property rights [6].

e Trustworthiness. The watermark technique should assure that the fake
watermark is impossible to generate and supply trustworthy evidence to

safeguard the rightful ownership [7].

1.3 Aims

Recently, digital watermarking has become a substantial area of research. There are
several areas has been covered by many researches such as: watermarking techniques,
applications, analysis and attacks. However, digital watermarking challenges are still
not enclosed for example: robustness, requirements, design considerations for the
embedding-extraction system which will not affect the quality of the image, tradeoffs,

security, dealing with different file formats, dealing with different sizes of images.



The aims of this research are to design and develop image watermarking techniques.
The first watermarking techniques are used for copyright protection of still colour
images. The second watermarking techniques are deal with the tamper detection and
authentication. The last watermarking techniques are the combination of the robust and
fragile watermarking techniques in order to create multi-purpose watermarking
techniques which can be used for copyright protection, tamper detection and content

authentication.

1.4 Achievements and Contributions

The major achievements of this research are:

e The development of robust watermarking algorithms.

e The development of fragile watermarking algorithms.

e The development of combined robust and fragile algorithms.
The developed robust watermarking algorithm in this research utilised the Discrete
Wavelet Transform. The image is divided into blocks in the spatial domain. The DWT
has been used to convert the host image into frequency domain. The watermarking
information is the mobile number with international code. The watermarking
information is scrambled by using a secret key. The embedding process area is the Low-
Low sub-bands in each converted block. The Discrete Selective Wavelet Coefficient
algorithm (DSWC) has been used in order to get the highest magnitude coefficient in
the Low-Low sub-band which will use for embedding process. The embedding process
is repeated several times due to the small size of the watermark information compared

to the size of the host image. The shuffling process is applied on the watermarking



copies. The extraction process does not need the original image in the receiver side. The

averaging for the sum of extraction watermarking copies is been used.

The developed fragile watermarking has used the special domain. The hash function
(MDS5) is used as a watermarking information. The hash function is calculated for the
host image itself. The embedding process used the frame of the host image for
embedding the hash function. The selective pixels for the embedding are located on the

frame of the host image.

The developed combined algorithms are combining the robust algorithms and fragile
algorithms. The copyright protection and the content authentication are integrated by
using the combined algorithms. The combined algorithms does not affect on the quality

of the watermarked image.

The following points can summarize the proposed techniques:

1. Observably distinguishable extraction — The results can be evaluated
subjectively and objectively by the viewer. The watermarking information is
either mobile number or Hash function rather than the traditional pseudo random
numbers.

2. Hiddenness or transparency — the robust and fragile watermarks are invisible in
the images underneath typical viewing conditions.

3. Robustness against attacks — the robust watermark has survived against
different attacks and geometric distortions. The watermarked image will be

affected severely if any attacker tries to remove the watermark.



4. Sensitivity for any image tampering — the fragile watermark is destroyed for any
image manipulating.

5. Security — the scrambling for the robust watermarking by using secret key and
the selective DWT coefficients will increase the security of the robust
algorithms.

6. Blind — the robust and fragile watermarks can be extracted without need to the
original image.

7. Error decline - the process of error reduction is implemented after the
reconstruction of the robust watermark.

8. Easy to use (do-able) — the watermarking algorithms can be used for different
type of file images and different sizes.

9. Integrity — the combined watermarking algorithms can be used for copyright

protection and content authentications.

1.5 Overview of the thesis

The remaining chapters of this thesis are structured as follows. Chapter two provides the
basic information of the digital signal processing. It also describes the common
transforms which are used in watermarking techniques. Two dimensional filter, image
compression and hash function are also described in chapter two. Chapter three
describes and investigates the digital watermarking. The basic concepts, application,
requirements and different types of digital watermarking are explained also. The state of
the art assessment tools which are used to evaluate and assess the watermarking
techniques (PSNR and SSIM) are also explained in chapter three. Following that, a

survey and literature review for the previous research about the robust and fragile
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watermarking techniques. Chapter four deals with and explores the robust watermarking
techniques for grey-scale and still colour images by using one-level Discrete Wavelet
Transform (DWT). The green channel colour robust watermarking techniques and Y
channel colour robust watermarking techniques are discussed also in chapter four. In
chapter five, two-level DWT robust watermarking techniques for grey-scale and still
colour images are investigated. This chapter also deals the green channel and Y channel
embedding types for robust watermarking techniques. Chapter six discusses the
combined robust watermarking and fragile watermarking techniques. It also investigates
the combined algorithm of the fragile and robust watermarking techniques. Chapter
seven represents the conclusion and a plan for future work. The list of the publications
which produced from this works is listed in Appendix A and Appendix B is the list of

the programmes.
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CHAPTER 2

Digital Image Processing

2.1 Overview

Digital image processing is an important research topic. This chapter introduces the
basic concepts in digital image processing such as: image processing system
components, image sampling and quantization. Also, it covers spatial domain for grey
level and colour images, transform domain, two dimensional filtering, image

compression and hash function.

2.2 Definition of Digital Image Processing

Digital image processing is a technology of implementing a group of computer
algorithms to process digital images. The result of this process could be images or
image properties or some representative characteristics. The image processing
applications can be found in many areas such as robotics/intelligence systems, medical
imaging, remote sensing, photography, data security and image copyrighting

(watermarking) [1].

A function with two dimensions f(x,y) could be used to represent the image, where x, y
are the coordinates and f represents the amplitude of the function at any couple of x, y.
The amplitude f is called the image intensity at that location. An image can be called a
digital image because of the amplitude values of f are all finite. A digital image

comprises a collection with a set number of elements, where every element has a certain
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location and value. These elements are represented as a picture element, or as an image
element called pixels. Pixel is the term most widely used to represent the elements of a
digital image. The pixels have spatial coordinates that indicate the position of the points

in the image, and intensity (grey level) values [1].

Figure 2.1: Examples of grey images.

A colour image contains greater dimensional information than a grey image. Red (R),
Green (G) and Blue (B) are the components of the colour image. There are different
combinations which produce the colour image in the real world. The RGB is one of the
colour combinations which are based on human perception and Y, Cb and Cr planes is
another combination which can also produce colour images. The Y component
corresponds to the luminance information while the colour information of the colour
images are represented by Cb and Cr components. Figure 2.2 presents the RGB
components and the colour image which is created from the aforementioned

components [2].

va

a. Red channel  b. Green Channel c. Blue Channel d. Colour image

Figure 2.2: Colour image and RGB components
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2.3 Sampling and Quantization

The computer processor cannot deal with continuous data unless this data is
converted to digital form. Therefore, the image function f(x,y) should be digitized -
both coordinates and amplitudes. In general the camera plays the role of digitizing an
image. The digitizer in the camera is used to quantize and sample the analogue signal
and store it in the frame buffer. The quality of the digital image depends on the
sampling rate (pixel) and the quantization level. Figure 2.3 illustrates an image

divided into 256 levels in both coordinates [1].

N
w| of v o w

i1

p3

13

1%

16

1 2z 3 < 3 6 7 & 9 10 |21 |22 |33 |32 |13 |18

Figure 2.3: Lena sampled 16 by 16 sampling rate.

Figure 2.4 shows different grey quantization levels. Photographic quality can be

achieved by using 256 levels.

a. 128 grey levels b. 8 grey levels c. 4 grey levels

Figure 2.4: Grey images with different grey levels.
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2.4 Spatial Domain

The spatial domain means the plane of the image itself. In that domain the cumulative
pixels are creating the image. It operates directly through these pixels. The spatial
domain can be categorized into two types; Grey level images category and Colour

images category.

2.4.1 Grey Level Images

Any small noticeable change in the grey level is referred to as the grey-level resolution.
Determining visible changes in the grey level is a very subjective manner. There is no
colour information. However, it contains grey-level information. The different grey
levels depend on the number of bits which are used for each pixel. The grey level
number is commonly an integer to the power of 2. The most public number is 8 bits
(256 grey levels). However, this resolution is not always enough. For instance, 16 bits
are used for medical applications or satellite applications. Figure 2.5 shows an 8 bits
image (256 grey levels) which has 256x256 pixels size. The other images are subsample
of the 256 x 256 image. The sub-sampling was achieved by removing the appropriate
number of columns and rows from the original. For instance, the 128 x 128 image was
generated by erasing every other row and column in the 256 x 256 image and so on.
However, the number of grey levels was kept at 256. The effects from size reduction are
difficult to diagnose because of the size differences. In order to compare these effects,
the simplest way is to enlarge the entire subsampled images to the same size 256 x 256

pixels as shown in figure 2.6 [1].
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c. 64 x 64 pixel d. 32 x 32 pixel

Figure 2.6: Lena with different subsampling but same size.
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2.4.2 Colour Images

As humans, the colour image can be defined by its attributes of brightness, hue and
colourfulness. However, the computer can describe a colour image by using the

amount of red, green and blue light emissions which are required to match a colour

[3].

2.4.2.1 RGB (Red Green Blue)

The RGB is an additive system based on tri-chromatic theory [3]. It is a very common
colour implementing system used in computer systems, TVs, videos etc. Figure 2.7

illustrates an RGB colour image with 512 x 512 pixels.

Figure 2.7: RGB Lena standard image.

2.4.2.2 YCbCr

Y Cb Cr is another way of representing colour images. The brightness of the image
(luma) is presented by Y, while Cb is blue minus luma (B — Y) and finally Cr is red

minus luma (R-Y). Figure 2.8 shows the Y channel, Cb channel, Cr channel and the
14



YCbCr image. The Y-channel can be used as an image in greyscale, while the Cb and

Cr channels have much less contrast.

Y Channel Cb Channel Cr Channel

Y Cb and Cr images
Figure 2.8: The YCbCr image with Y, Cb and Cr channels.

2.5 Transforming the Domain

It may be a very complicated computational process to perform some processes on an
image in the spatial domain. However, these processes can be made much easier to
perform after transforming an image to a different domain. One of the common domains
is the frequency domain. The frequency domain can be used for image filtering to apply

or remove noise, to sharpen or extract features.
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2.5.1 Discrete Fourier Transformation

The Fourier Transformation is an important image processing tool which can be used to
decompose an image in the spatial domain into sine and cosine components in the
frequency domain [2]. However, the suitable transformation tool for the digital images
is the discrete Fourier transform (DFT). If the Fourier transform has been sampled then
it will become a DFT, then it will not cover all frequencies which represent an image.
However, the groups of samples are big enough to fully designate the spatial domain
image. The image in the spatial and frequency domain has the same size, because the

number of frequencies relate to the number of the pixels in the spatial domain.

For a digital image which has M x N size, the DFT can be calculated by the following

equation [3]:

M-1 N-1
1 ux vy
F(u,v) = N Z Zf(x y)e ~i2n(3+7) .. (2.1)
where:
u=2012,......M-1
v=012,.......N-1

Similarly, givenF(u, V), the f(X,y) can be obtained by the inverse Fourier Transform, as

shown below:

M-1 N-1
fl,y) = Z Z F(u,v) o2 (7r+7) i (22)
where:
x=012,...............M -1
y=012,.......,N=-1

The image in the frequency domain is a complex valued image which is contained in

magnitude and phase. However, the magnitude in the frequency domain will cover most
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of the geometric structure information. Figure 2.9 shows Lena in the spatial and

frequency domain and the log transform of the frequency domain.

It 1s clearly shown in figure 2.9 that the DC value (F(0,0)) in the spatial domain is
represented by the brightest spot of the image and the rest of frequency coefficients
appeared dark because their values are too large to be displayed. However, in order to
enhance the darker values in comparison to the brighter values, a log scale can be used

to bring out the detail as shown in Figure 2.9 c.

a. Spatial b. Frequency c. Log Transform

Figure 2.9: Lena in spatial and frequency domain by using DFT.

2.5.2 Discrete Cosine Transform (DCT)

One of the drawbacks of the DFT is that the data in the frequency domain has complex
values even for the real input data. The discrete cosine transform resolves this problem.
The DCT is not the real part of DFT however, it is a separate transform. The image in
the frequency domain can be represented as a addition of cosines of variable amounts of

magnitudes and frequencies. The 2-D DCT equation for image (N x N) is given by [4]:
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N—-1 N-1

C(u,v) = 8(u)s(v) f(x,y) cos [Wl oS [Wl ...... (2.3)
u=0 v=0
where:
u,v=012,...... N—1
( \E For u=20
o(u) =4 - e (2.4)
\ \g For u+x0
( \E For v=0
o(v) =+ - i .o (2.5)
k\[g or v

Ifu and v = 0, then the coefficient will be a DC coefficient. The rest of the coefficients

are AC coefficients. The inverse transform of DCT is defined as:

flx,y) = Z Z au) a(v)C(x,y) cos [Wl cos [Wl ...... (2.6)
x=0 y=0

where:

Figure 2.10 shows Lena in the spatial domain and in the frequency domain.
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a. Spatial domain b. Frequency domain
Figure 2.10: Lena in spatial and frequency domain by using DCT.

2.5.3 Discrete Wavelet Transform (DWT)

The discrete wavelet transform (DWT) can be used instead of the discrete cosine
transform (DCT) in many image processing applications such as image compression
because of the following advantages [5]:
a. The wavelet decomposes an input signal with multi-resolution representation
because it has a great facility of sub-band coding.
b. The DWT offers a good compromise between frequency and spatial resolution

of the signal.

The DWT transform uses small waves of limited extent and of varying frequency.
However, the DCT and DFT are using sinusoidal waves as basis functions. These small
waves (wavelet) can be scaled and shifted which makes the analysis process for
contents of the spatial frequency of an image at different resolution and positions an
achievable task. Therefore, the wavelet can be considered as an effective tool in multi-
resolution analysis of images. Moreover, wavelets can obtain detailed analyses at any

specified location in space which is known as space-frequency localization. It is like
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using a magnifier over an image to discover the details about a specific location. This
magnifier can be moved up, down, left and right to explore more locations [6].

The discrete wavelet transform’s concept is shown in figure 2.11.

> g [n] > l 2 L XI1,L[n]
X[n]
> h[n] 12 ——  xiHM
Figure 2.11: The concept of DWT.
where:
X [n]: input,

h [n]: high pass filter,

g [n]: low pass filter,

l2: down — sampling by the factor of 2,
X1, L[n]: the low pass filter output,

X1, H[n]: the high pass filters output.

The 2D DWT is a combination of 1D wavelet transform. Figure 2.12 illustrates a block

diagram of 2D wavelet transform [6].
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Decomposition Step column

rows — LoD > 1¢2 CAJ.+1
column
: ca "
—> HI—D ‘1¢2 hoftfontal
CAj—>
column
(v)
—p Lo D 2
rows - 1¢ €'eqrt‘iéal
» Hi_D > 2¢1 =
column
(d)
.y Hi_D 1¢2 CAj+1
Diagonal
Figure 2.12: Block diagram of 2DWT
where:

Initialization CAo = s for the decomposition initialization,

Lo D : low pass filter,

Hi D : High pass filter,

¢2: down — sampling by the factor of 2.

If the 2-D block diagram, shown in figure 2.13 is applied on the digital image (Lena for
example), the result is a Discrete Wavelet Transformed (DWT) image with first level of
decomposition, as shown in Figure 2.14. The first part is the approximation of the
image, the second part is the vertical details, the third one shows the horizontal details

and the last one shows the diagonal details.
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Figure 2.13: DWT transformed image after one-level of decomposition.

The reconstructed image can be obtained by using 2D Inverse Discrete Wavelet

Transform (2D IDWT). Figure 2.17 illustrates the block diagram of the 2D IDWT.

Reconstruction Step

columns
CAj+1 142 HI_LD 7 rows
> 241 [ Hi D

horizontal columns

ca ™ | 142 — LoD —

j+1

columns CA
vertical J
v 142 —» Hi —
CA (v) T Hi_ D FOWS
j+1
| 211 P LoD
Diagonal columns
CA (a) 1T2 lo D [—
j+1

Figure 2.14: A block diagram of the 2D IDWT.
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2.6  Two Dimensional Filtering

The filtering process in the spatial domain is a direct convolution between the input
image and a mask (window) of size w x w, where w is an odd integer (for example 3,5
and 7). Figure 2.15 explains the 3 x 3 mask; the modified pixel is located in the centre

of the window (w5) [2].

w1 w2 | w3
w4 ws | wb
w7 w8 | w9

Figure 2.15: 3 x 3 mask

The convolution process is multiplying point-by-point the mask with the image in an
area of 3 x 3 if the mask is 3 x 3. Then summed up and the result value will be used to
replace the centre pixel of that window of the image. Then the filter mask will be moved
by one pixel to the left and the same procedure will be repeated till the end of the row in
the image. Next, the mask will be shifted down to the next row and the same scenario
will be repeated for the second row. That means if we have a 3 x 3 mask filter, the
process will continue until it arrives at the last pixel of the image. The shifting process

is from left to right and from top to bottom is known as the 2-D convolution process.

2.6.1 Averaging Filters

The cells value of the averaging filter is constant value of 1’s. The scaling factor is
1/9 to make sure that the result of the convolution process will not run off the
allowable dynamic range of the intensity level. For instance, for the 8 bit image, the
scaling factor will guarantee that the convolution results will not exceed 255. Figure

2.16 shows the mask filter for the averaging filter [2].
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1/9 1 1 1

Figure 2.16: Averaging mask filter

The main objective of the averaging filter is to reduce the uniform type of noise as well
as Gaussian noise. However, increasing the filter size will cause the filtered image to be
blurred and the significant information for instance edges will be less sharp. Figure 2.17
shows the salt pepper noise (intensity = 0.01) added to Lena image in (a), while (b) is a

smoothed Lena by using a 5x5 smooth averaging filter.

a. Lena Image with salt and b. Lena with 5x5 mask filter
pepper noise (intensity = 0.01)
Figure 2.17: Averaging smooth filter examples.

2.6.2 Gaussian Low-pass Filter

The Gaussian filter is considered to be more powerful than an averaging filter; it is
used to overcome many types of noise. The kernel of the Gaussian filter is designed

mainly following experimental analysis and based on observation rather than being
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mathematically analysed. However, the centre value should be higher and positive in
value compared to its neighbour values. One of the possible choices would be as

shown in figure 2. 18 [2].

1/16

Figure 2.18: Gaussian mask filter

Once again, the scaling factor is 1/16 to make sure that the allowable dynamic ranges of
the given image are more than the resulting pixel value. The normal size of Gaussian

filter is 3x3, 5x5, and 7x7. Figure 2.19 shows examples for a 3x3 Gaussian filter.

a. Noisy Lena b. Lena with 3x3 mask filter
Figure 2.19: Gaussian filter examples.

2.6.3 Median Filter

The Median filter is considered as being underneath the group of a nonlinear

statistical filter. The median filter mask is wxw window and the centre value is the
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2
median value ( WTH ) of w x w pixels. In order to explain this, assume that the 3 x 3

window has the following value of pixels [2].

20 | 15| 19
33 | 60 | 25
22 | 20 | 19

The ascending order for the pixel values will be:

[15, 19, 19, 20, 20, 22, 25, 33, 60].

The median will be the 5th value which is 20 for this example. Therefore the pixel
value of 60 will be replaced by the value 20. The median filter works effectively with

the speckle (also called salt and pepper). Figure 2.20 illustrates the median filter

effect on Lena’s image affected by salt and pepper noise.

: -
.
.3

e

a. Lena with salt and pepper noise b. Lena after median filter

Figure 2.20: Median filter.
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2.7 Image Compression

One of the international effective compression standards of still digital images is the
Joint Photographic Experts Group (JPEG). JPEG consists of specifications for both
lossless and lossy compression algorithms. The main objective of the lossy standard
is aimed to minimize the high frequency elements of the image frame that will be
difficult to detect by the human eye. The JPEG standard seems to be more efficient
for colour images than for grey images because the human eye cannot sense slight
changes in the colour space while it can simply detects minor change in intensity

(light to dark or vice versa) [7].

2.7.1 JPEG Lossy Algorithm Steps

The block diagram shown in figure 2.21 explains the steps of JPEG lossy algorithms.

DCT
A 4
Diaital 8 x 8 pixels image CQuantization
0110111 Y
< Encoder |« Zig- Zag
Compressed
consequences

Figure 2.21: A block diagram of JPEG lossy algorithm
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The first step in the JPEG lossy algorithm is to divide the digital image into blocks, each
blocks is 8 x 8 pixel, then the discrete cosine transform (DCT) is implemented to each
block. The frequency domain coefficients are divided by the quantization table and
rounded to integers. This stage allows for large compression. However, it produces the
lossy nature of JPEG. A variable length code on these coefficients has been used in
JPEG’s compression technique, and the compressed data stream is written to an output
file (*.jpg).

The 8x8 pixel block images are transformed from spatial domain to the frequency
domain by using DCT. The inputs of the DCT are 8x8 array integers. For example, an 8
bits grey image has levels from O(Black) to 255(White). The output of the DCT
transform is an 8x8 integers array of DCT coefficients; the coefficients range is from -
1024 to 1023. The first coefficient in the output array ([1, 1] coefficient) has zero
frequency which is the DC coefficient, while the remaining 63 coefficients are AC
coefficients. The signal energy of most images lies at low frequencies. These
coefficients are allocated in the upper left corner of the DCT array. However, the lower
coefficients appear in the lower right corner of the DCT array, and are almost small
enough to be neglected with little visible distortion. Tables 2.1 and 2.2 show an example

of an 8x8 input block from a grey still image and the output block after DCT transform

respectively.
Table 2.1: 8x8 block sample from grey image
140 144 147 140 140 155 179 175
144 152 140 147 140 148 167 179
152 155 136 167 163 162 152 172
168 145 156 160 152 155 136 160
162 148 156 148 140 136 147 162
147 167 140 155 155 140 136 162
136 156 123 167 162 144 140 147
148 155 136 155 152 147 147 136
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Table 2.2: DCT coefficients

186 -18 15 -9 23 -9 -14 19
21 -34 26 -9 -11 11 14 7
-10 -24 -2 6 -18 3 -20 -1
-8 -5 14 -15 -8 -3 -3 8
-3 10 8 1 -11 18 18 15
4 -2 -18 8 8 -4 1 -7
9 1 -3 4 -1 -7 -1 -2
0 -8 -2 2 1 4 -6 0

Initially, each of the DCT coefficients is divided by a quantization coefficient value.
Then, the resulting value is rounded to an integer. Increasing quantization coefficient
values yield more compressed data. On the other hand the quality of the image reduces
because the DCT are represented less accurately. In general, the quantized high
frequency coefficients are more compact than the quantized low frequency coefficients
and the contribution of the quantized high frequency coefficients have little
representation of the graphical image and cannot be observed by the human eye.

The main source of loss of information in the JPEG compression is the quantization
process. The excellent compression ratios can be achieved by using larger quantum
coefficient values. However, the de-quantization will produce a poor image quality due
to the higher probability of errors in the DCT output. On the other hand, low
quantization values yield good image quality. This diversity gives the JPEG users
extreme flexibility in choosing the image quality based on storage capacity and imaging
requirements. For example, table 2.3 shows a quantization matrix and the input DCT
coefficients matrix before the quantization is shown in table 2.4 while the output matrix

quantization is illustrated in table 2.5.
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Table 2.3: Example of quantization coefficients matrix

3 5 7 9 11 13 15 17
5 7 9 11 13 15 17 19
7 9 11 13 15 17 19 21
9 11 13 15 17 19 21 23
11 13 15 17 19 21 23 25
13 15 17 19 21 23 25 27
15 17 19 21 23 25 27 29
17 19 21 23 25 27 29 31
Table 2.4: DCT coefficients matrix before quantization
92 3 -9 -7 3 -1 0 2
-39 -58 12 17 -2 2 4 2
-84 62 1 -18 3 4 -5 5
-52 -36 -10 14 -10 4 -2 0
-86 -40 49 -7 17 -6 -2 5
-62 65 -12 -2 3 -8 -2 0
-17 14 -36 17 -11 3 3 -1
-54 32 -9 -9 22 0 1 3
Table 2.5: DCT coefficients matrix after quantization
90 0 -7 0 0 0 0 0
-35 -56 -9 11 0 0 0 0
-84 54 0 -13 0 0 0 0
-45 -33 0 0 0 0 0 0
=77 -39 45 0 0 0 0 0
-52 60 0 0 0 0 0 0
-15 0 -19 0 0 0 0 0
-51 19 0 0 0 0 0 0

After quantization, it is clearly shown in table 2.5 that more than half of the DCT
coefficients are equal to zero. To take advantage of this the run-length coding is
integrated with JPEG. For every non — zero DCT coefficient, the number of zeroes that
preceded the number is recorded by JPEG, the number of bits are needed to represent
the number’s amplitude and the amplitude itself. To associate the runs of zeroes, the
zigzag pattern is processed with the DCT quantized coefficients. The following figure

2.22 explains the zigzag pattern.
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for the entire 8 by 8 block.

Figure 2.22: The zigzag pattern

Huffman, Shannon-Fano or Arithmetic coding are examples of codes which have been
used in JPEG compression algorithms. The variable length code depends on the type of
the coding which has been used in JPE