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Abstract i

Abstract

With the rapid development of wireless communicationsteheas been a massive growth
in the number of wireless communications users and proge#gsnore new high data-
rate wireless services will emerge. With these developsiaking place, wireless spectral
resources are becoming much more scarce and precious. Aslg research on spectrally
efficient transmission techniques for current and futurem@ainication networks attracts
considerable interest. As a promising multi-antenna comaation technique, transmit
beamforming is widely recognized as being able to improeectipacity of wireless systems
without requiring additional spectral resources. In convmal (rank-one) beamforming,
each user is served by a single beamformer. For certaimitathsamforming applications,
the beamforming performance may be poor if the degrees etléne in the conventional
beamformer design become insufficient.

The scope of this thesis is to address the beamforming pesfoce degradation problems
induced by the insufficient degrees of freedom in the beamdodesign in certain practical
scenarios. In this thesis, a fundamentally new idea of migduek (>1) transmit beamform-
ing is proposed to improve the beamforming performancete&tsof a single beamformer
assigned to each user, multiple beamformers are desigrkdoarespondingly the degrees
of freedom in the beamformer design are multiplied, i.e,itfitrease of the degrees of free-
dom consists in the increase of the number of design vasaldle implement higher-rank
beamforming, the central idea is to combine beamforming witferent space time block
coding (STBC) techniques. Conventionally, STBCs are used t@#tpé transmit diversity
resulting from the independent fading for different transamtennas. However, the use of
STBCs in the higher-rank beamforming approaches is not fosdke of transmit diversity,
but for the sake of design diversity in the sense of degredseetiom in the beamformer
design.

The single-group multicast beamforming problem of broatlng the same information
to all users is firstly considered in the thesis. It is assuthatlthe transmitter knows the

instantaneous channel state information (CSI) which dessrihe short-term channel con-
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ditions of a communication link and can be estimated in mod@&mmunication systems.

In the conventional approach, a single beamforming weigltor is designed to steer the
common information to all users. In the case of a large nurabasers, the performance of
the conventional approach usually degrades severely dilne timited degrees of freedom
offered by a single beamformer. In order to mitigate thismrack, a rank-two beamforming

approach is proposed in which two independent beamformeigiw vectors are designed.
In the rank-two beamforming approach, single-group masidoeamforming is combined
with the two dimentional Alamouti STBC, and each user is siamdbusly served with two

Alamouti coded symbols from two beamformers. The degreégetiom in the beamformer
design are doubled and significant performance improvemeaahieved.

The multi-group multicast beamforming problem of trangimgf the same information
to users in the same group while transmitting independdatrimation to users in different
groups, is studied next in the thesis, also assuming thi@ntemeous CSl is available at the
transmitter. The rank-two beamforming approach, oridgyndévised for single-group mul-
ticasting networks that are free of multiuser interferensextended to multi-group multi-
casting networks, where multiuser interference repressmajor challenge. By combining
multi-group multicast beamforming with Alamouti STBC, twadgpendent beamforming
weight vectors are assigned to each user and the degreesedbim in the beamformer
design are doubled resulting in drastically improved beaming performance.

Then, the multiuser downlink beamforming problem of deirng independent informa-
tion to different users with additional shaping constraiistinvestigated in the thesis, also
assuming instantaneous CSI at the transmitter. Additidmabieg constraints are used to
incorporate a variety of requirements in diverse appliceti WWhen the number of shaping
constraints is large, the degrees of freedom in the beanefodesign can be rather defi-
cient. In order to address this problem, a general rank baannig approach is proposed in
which multiuser downlink beamforming is combined with hidjmensional £ 2) real-valued
orthogonal space time block coding (OSTBC). In the generd bemamforming approach,
the number of beamforming weight vectors for each user amdsociated degrees of free-

dom in the beamformer design are multiplied by up to eighéimwhich lead to significantly
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increased flexibility for the beamformer design.

Since instantaneous CSI can be difficult to acquire in ceste@émarios, the use of statisti-
cal CSl describing the long-term statistical charactexsstif the channel can be more practi-
cal in these scenarios. The rank-two beamformer desigrsitmasinstantaneous CSI can be
straightforwardly applied in the case of statistical CSlwduwer, it is impossible to extend
the general rank beamforming approach for the multiusemtiol beamforming problem
with additional shaping constraints based on instanta @&l to the case of statistical CSI
straightforwardly. Therefore, multiuser downlink beammfiing with additional shaping con-
straints using statistical CSI at the transmitter is thedistliand an alternative general rank
beamforming approach is proposed in the thesis. In the geratk beamforming approach
using statistical CSI, multiuser downlink beamforming isntmned with quasi-orthogonal
space time block coding (QOSTBC). The increased number of togammg weight vectors
and the associated degrees of freedom are much beyond ftethiat can be achieved by
Alamouti STBC in the beamformer design.

Simulation results demonstrate that the proposed higirdedransmit beamforming app-
roaches can achieve significantly improved performanceoagpared to the existing app-

roaches.
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Zusammenfassung v

Zusammenfassung

Mit der rasanten Entwicklung im Bereich der Funkkommunikatntstand ein ebenso star-
ker Anstieg der Nutzerzahl und zunehmend mehr Dienste, ahe Datenraten bétigen,
werden in Zukunft entstehen. Durch diese Entwicklungerderedie verfigbaren spektralen
Ressourcen immer knapper und wertvolletbertragungstechniken mit einer hohen spek-
tralen Effizienz sind daheiif heutige und zuknftige Kommunikationsnetze ein Forschungs-
thema von groem Interesse. Sende-Beamforming wurde emtlvials eineUbertragung-
stechnik fir Mehrantennensysteme, die in der Lage ist die Kapbeines kabellosen Sys-
tems zu erbihen ohne zugzliche spektrale Ressourcen zu d@gen. In konventionellem
(Rang-Eins-) Beamforming wird jeder Nutzer durch einen dive@ Beamformer bedient.
Fur bestimmte Sende-Beamforming Anwendungen kann deretubgishhigkeit begrenzt
sein, wenn die Freiheitsgradarfkonventionelles Beamformer Design nicht ausreichend
sind.

Diese Thesis behandelbsungsaritze fir die durch geringe Freiheitsgrade entstehende,
verringerte Leistungghigkeit im Beamformer Design bei praktischen Anwendungeder
vorliegenden Arbeit schlagen wir eine fundamental neue ths Hbherer-Rang-Beamform-
ing (>1) vor, um dessen Leistunggfigkeit zu erbhen. Anstelle eines einzelnen Beamform-
ers r jeden Nutzer werden mehrere Beamformer entwickelt, umdhddiese bhere An-
zahl an vertfigharen Designparametern steigt gleichermaen die AnzahFiiheitsgrade.
Der zentrale Ansatziir die Implementierung von éherer-Rang-Beamforming besteht in
der Verwendung verschiedener Raum-Zeit-Block-Codierungl(espace time block cod-
ing, STBC) Verfahren. Ublicherweise werden STBCs verwendet um die Sendedigérsit
auszunutzen, welche durch dés Yerschiedene Sendeantennen u@dabige Kanal-Fading
entsteht. Bei der Verwendung von STBGs Hoherer-Rang-Beamforming dient dies je-
doch nicht einer Erbhung der Sendediveratt sondern einer Edhung der Freiheitsgrade
im Beamformer Design.

Das Einzelgruppen-Multicast-Beamforming Problem, dieselinformationen an alle

Nutzer zuubertragen, wird in dem ersten Teil dieser Thesis betrack® wird angenom-
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men, dass der Sender die aktuellen Kanalinformationentkddiese beschreiben aktuelle
Kanaleigenschaften einétbertragungsstrecke undtnen in modernen Kommunikation-
snetzen mit Hilfe geeigneter Sataverfahren bestimmt werden. Der konventionelle Ansatz
verwendet einen einzelnen Beamforming-Gewichtungsvektordie Informationen an alle
Nutzer zuubertragen. &r eine groe Anzahl an Nutzern verringert sich jedoch dieslei
tungshhigkeit dieser Methode, da ein einzelner Beamformer nur Isefjrenzte Freiheits-
grade ermglicht. Um diesen Nachteil abzuscahen stellen wir einen Ansatz basierend auf
Rang-Zwei-Beamforming vor, wo zwei unadigige Beamforming-Gewichtungsvektoren
entwickelt werden. In diesem Ansatz wird Einzelgruppenkidast-Beamforming mit zwei-
dimensionalem Alamouti STBC kombiniert, und jeder Nutzerdwgleichzeitig mit zwel
Alamouti-kodierten Symbolen von zwei Beamformern bediém. Freiheitsgrade im Beam-
former Design verdoppeln sich dadurch, und eine signiféx&mtbhung der Leistungahig-
keit wird erreicht.

Das rachste in dieser Thesis behandelte Problem ist Mehrgrupsticast-Beamform-
ing, wo identische Informationen an Nutzer in derselbenppeiibermittelt werden, aber
unterschiedliche Informationen an Nutzer in untersclcbeéin Gruppen. Auch hier wird
angenommen, dass aktuelle Kanalinformationen auf dee Set Senders véigbar sind.
Der Ansatz des Rang-Zwei-Beamforming wurde uisglichfur Einzelgruppen-Multicast
Netzwerke entwickelt, welche frei von Mehrnutzer-Integiezen sind, und wird hierif
Mehrgruppen-Multicast Netzwerke weiterentwickelt, wesh ein groes Problem darstellen.
Durch eine Kombination von Mehrgruppen-Multicast-Beamforg mit Alamouti STBC
werden zwei unalimgige Beamforming-Gewichtungsvektoren jedem Nutzer aulyet,
was durch die zugzlichen Freiheitsgrade die Leistungsigkeit des Beamformers stark
erhoht.

Daraufhin betrachten wir das Mehrnutzer-Downlink-Beammfioig Problem, bei dem un-
abhangige Informationen zu verschiedenen Nutzern mitiziehen Shaping Constraints
Ubertragen werden. Wiederum nehmen wir an, dass aktuetialiiéormationen beim Sen-
der verfigbar sind. Die Shaping Constraints r@&ggntieren verschiedene anwendungsspez-

ifische Anforderungen. Ist deren Anzahl gro, sind die nuzbdreiheitsgrade im Beam-
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former Design unzureichend. Um dieses Problem zu adresss¢ellen wir einen Ansatzif
Allgemeiner-Rang-Beamforming vor, bei dem Mehrnutzer-DiimkaBeamforming kom-
biniert wird mit bherdimensionalent=(2) reellwertigem orthogonalem STBC. Bei diesem
Ansatz ist die Anzahl der Beamforming-Gewichtungsvektdii@njeden Nutzer und die
entsprechenden Freiheitsgrade bis zu achtfacbheéribies fihrt zu erheblich @herer Flex-
ibilit at beim Beamformer Design.

Da aktuelle Kanalinformationen in manchen Szenarien sclawesrmitteln sind, kann
die Verwendung langfristiger, statistischer Kanaleigtiadten stattdessen praktischer sein.
Die Rang-Zwei-Beamformer Designs basierend auf aktuellemaK@ormationen sind di-
rekt anwendbar auf statistische Kanalinformationen. ggdoch nicht naglich den Ansatz
fur Allgemeiner-Rang-Beamformingif Mehrnutzer-Downlink-Beamforming mit zatli-
chen Shaping Constraints, welcher auf aktuellen Kanalinéionen basiert, direkt auf statis-
tische Kanalinformationen anzuwenden. Daher wird in digébesis Mehrnutzer-Downlink-
Beamforming mit zugtzlichen Shaping Constraints analysiert und ein altereiafiligemei-
ner-Rang-Beamforming Ansatz entwickelt. Bei diesem Ansatd iiehrgruppen-Downlink-
Beamforming kombiniert mit quasi-orthogonalem STBC. Diedéatie Zahl an Beamforming-
Gewichtungsvektoren und entsprechender Freiheitsgibddreffen die Grenzen digbli-
cherweise von Alamouti STBC im Beamformer Design erreichtear

Simulationsergebnisse demonstrieren, dass die vortiest®lethodentir Hoherer-Rang-

Beamforming wesentlich leistunggfiger sind, als bisher bekannte Atwe.
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Mathematical Notation

Mathematical Notation

Sets:

RN

CMXN

ANB
AUB

re A

The set of real vectors of lengtki
M x N complex matrix (vector)
The empty set

Intersection of setgl and B
Reunion of setsl and B

Elementr belongs to the set

Vectors and matrices:

Norms:

Thei-th row of a matrix

Entry in thei-th row andj-th column of a matrix

Rank of a matrix

Diagonal matrix formed from the elements in the argument
N x N identity matrix

M x N matrix of zeros

Matrix A is positive semidefinite

Transpose

Conjugate complex

Hermitian (conjugate transpose)

Trace of a square matrix

Euclidean {-2) norm of a vector
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Miscellaneous:

Z()
Re{-}
Im{-}
E{-}

exp(-)

Argument of a complex number
Real part of a variable
Imaginary part of a variable
Statistical expectation
Exponent of a variable

Defined as

For all

Asigninthe sef{>, <, =}
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Chapter 1

Introduction

1.1 Background

Wireless communications has experienced a phenomendbgevent in the last few decades
not only from the academic research point of view where eoosprogress has been made,
but also in terms of the huge market size and great impacteosdbiety[[1].

Mobile cellular communications is the most widespread aaaticess application for
wireless communications whose development can be divitedyenerations evolving from
the first generation (1G) to the fifth generation (5G) [2]. 18,1he analog mobile radio
systems were used in the 1980s. With the advent of digithiniglogy, the second gener-
ation (2G) mobile communication standards and systems d&reloped. Digital systems
in 2G are superior to the analog systems with respect tormysépacity, link quality, and
addition services such as short message. Moreover, diffétn@m the incompatible analog
systems employed in different countries in 1G, global syster mobile communications
(GSM) in 2G is standardized and has spread all over the w8fldThe success of GSM
in 2G motivated the development of the third generation (8g)tems which are the first
mobile systems for broadband wireless communication. Basdtle wideband code divi-
sion multiplexing access (CDMA) techniqués [4], new appl@as such as internet brows-
ing and audio/video streaming can be found in 3G communmicattven while 3G networks

were still being deployed, the fourth generation (4G) comivation has been developed to
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provide better service quality and boost the system capaditwadays, the long-term evolu-
tion (LTE) and LTE-Advanced systems embodying 4G have begioged and are reaching
maturity [5]. In 4G networks, multiple input multiple outp(MIMO) and orthogonal fre-
quency division multiplexing (OFDM) are the key technokegi6/7]. To meet the strong
demands from the explosive growth of cellular users and $ise@ated potential services,
currently the fifth generation (5G) standard is under extengreliminary investigation and
discussion, with e.g., ultra-densification, millimetervegmmWave), and massive MIMO
being candidate key technologiés [8].

Apart from mobile cellular networks, the second importaatelopment in wireless com-
munications is the wireless local area networks (WLAN) [2]heTinstitute of electrical
and electronics engineers (IEEE) 802.11 based WLAN reptesies most widely deployed
WLAN technology. With the migration of critical applicatisrto data networks and the
emergence of multimedia applications such as digital duidieo and multimedia games,
IEEE 802.11 based WLAN meets different demands of people.adaws, WLAN services
are widely provided not only at homes and offices but alsosaatgants, libraries, and many
other locations.

The standardization process of IEEE 802.11 based WLAN atguhin the 1990s, and
since then several versions 802.11b/a/g/n/ac have beegeadby the mainstream mar-
ket [Q]. 802.11b defined a standard based on the complemeartee keying (CCK) mode
and became popular at first. It allowed up to 11 Mbps data rate@perated over the 2.4GHz
frequency band. Since the data rate of 11 Mbps was not suifitoe many applications,
802.11a based on OFDM became of greater interest. It allayetb 54 Mbps data rate
and operated over a different frequency band of 5 GHz. Late802.11g adapted the same
physical layer and media access control specifications&B3drila to the frequency band of
2.4 GHz and achieved 54 Mbps data rate [10]. In 2009, the 802tandardization process
was completed and it offered up to 600 Mbps data rate [11]. Figke data rate primarily
results from the use of multi-antenna techniques and theofiiee increased bandwidth.
Recently, the introduction of more advanced multi-antena@simission techniques has pro-

vided additional powerful approaches for boosting the data to gigabits per second and
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leading to the emerging IEEE 802.11Acl[12, 13].

While remarkable achievements have been made in the padigtkpment of wireless
communications is still going on very fast and exhibits éneajor tendencies. First, there
will be a massive growth in the number of wireless commurocet users. Second, there
will be a much broader range of wireless products on the maikard, there will emerge
more and more new high data-rate wireless services acoguftr various user demands.
With these three trends taking place, the wireless spe@salurce is becoming more and
more scarce and precious because the spectrum availablerébess communications ser-
vices is limited by nature. Therefore, research on spégtefficient transmission schemes
for current and next generation communication networkstia@ing considerable interest.
Researchers have investigated various methods to impreweagacity of wireless systems
without requiring additional spectral resources. Onesctaishe significant methods is the
multi-antenna communication techniques.

In multi-antenna communication systems, there are two prent techniques to use
transmit antenna arrays: transmit beamforming and spamedoding[[2]. Both techniques
can be applied in both MIMO and multi-input single-outputl@®) systems. In this thesis,
the applications of transmit beamforming and space timéngogchniques are considered

and more details are provided in the following subsections.

1.1.1 Transmit Beamforming

Transmit beamforming can be used to transmit signals fromardanna array to a single
user or multiple co-channel users simultaneously. It iselyidecognized as a promising
technique to realize energy- and spectrum-efficient wese@®mmunications and has been
included in LTE/LTE-Advanced standards [14] and 802.1&rs®mndards [12]. There are
typically three types of transmit beamforming scenariasnfoiltiuser services [15], all of

which are investigated in this thesis:

e Single-group multicast beamforming

The same information is delivered to all users.

e Multi-group multicast beamforming
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The same information is broadcasted to a selected groupeo$,usut different infor-

mation is transmitted to different groups of users.

e Multiuser downlink beamforming (unicast beamforming)

Different information is delivered to different users.

Transmit beamforming aims at boosting the signal power adisired receiver while
decreasing the interference towards the non-intendedvesse This can be achieved by
exploiting channel state information (CSI) which descritieschannel conditions of a com-
munication link at the transmitter. The signal power at thsikd receiver is strengthened
by tuning the same signal on each transmit antenna withndtsimplitudes and phases
that are delibrately designed, such that the signal comgerfeom different antennas can
add constructively at the desired receiver. Meanwhile,initerference power at the non-
intended receiver is weakened by combining the signal compis in a destructive way.
The amplitudes and phases of the tuned signals are formdulatbe beamforming weight
vectors that are designed to yield large inner products ti@glthannel vectors of the desired
receivers and small inner products with the channel veabtbe non-intended receivers
from the mathematical perspective. If there is line-ohsi.0S) between the communicat-
ing terminals, transmit beamforming can be viewed as fognaibbeam of signal towards the
desired receiver. Therefore, transmit beamforming is neoergy-efficient as compared to
the omni-directional transmissions and analog directicediations with directional anten-
nas. Transmit beamforming is also applicable in non-Lo®&ces if the channel knowl-
edge is available at the transmitter by making the multihgaimponents add constructively
or destructively.

The beamformer design for merely maximizing the signal paatehe desired receiver
can be fairly easy to perform, however, the balance for $igoaer maximization and
interference power minimization at the same time can becdlffto achieve. This results
in the following beamformer optimization problems. Typigdhere exist two related qual-
ity of service (QoS) based design formulations for transraamforming and both of them
are considered in this thesis. One formulation is the proldé minimizing the total trans-

mit power subject to QoS constraints in terms of signal te@oatio (SNR) (in single-group
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multicasting) or signal to interference plus noise ratitNg®) (in unicasting or multi-group
multicasting). This formulation is designed for saving émergy consumption costs of net-
work operators while providing QoS assurance to each receivhe other formulation is
the problem of maximizing the minimum SNR or SINR of all intiexl receivers subject to a
total transmit power constraint. This formulation is desid for maximizing the achievable
data rate which is determined by the minimum received SNRMRSand correspondingly

optimizing the user experiences.

1.1.2 Space Time Coding

Space time coding (STC) is devised to exploit the spatialrdityeprovided by multi-antenna
transceivers to improve the diversity gain over the fadingmnmels with the aid of CSI avail-
able at the receiver. Unlike transmit beamforming, STCdnaission does not require CSI at
the transmitter. The diversity gain can be achieved by maitisg multiple redundant copies
of a data stream over the independent signal paths betwedratismitter and receiver. The
signal is transmitted from multiple antennas over multiptmsecutive time slots and the
encoding process is carried out not only in the time dimeanbiat also in the space dimen-
sion. By distributing the transmitted information symbasbth time and space dimension,
some replicas of the signal can arrive at the receiver witateebcondition than others and
thus the downside effects of multi-path fading can be miéda Using STC, the achiev-
able data rate and bit error rate (BER) performance can be iragrby several orders of
magnitude([18, 17].

In 1998, a pioneering work in STC for MIMO wireless channebsvproposed i [18],
in which two code design criteria have been designed for didinfy channels with coher-
ent receivers, and high-performance space time trelli;mgo&TTC) techniques have been
designed. STTC designed for two to four transmit antennaglisestablished in slow fading
channels. However, STTC suffers from rather high decodorgpiexity. In the same year,
Alamouti proposed a celebrated and powerful space timekldoding (STBC) technique
for two transmit antennas which improves the quality of theeived signal by applying

a simple encoding method at the transmitter and linear sjsmpsymbol decoding at the
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receiver [19]. The decoding complexity of the Alamouti caslenuch smaller than that of
STTC, however, the BER performance is degraded. The Alamodg inspired extensive
research on similar techniques that can be applied for nharetivo transmit antennas. The
authors in[[20] proposed orthogonal space time block co@@@TBC) for more than two
transmit antennas which uses the orthogonal design tashaighe transmitter side to ensure
the full-diversity property and achieves a linear decodingplexity at the receiver side.
Despite the advantages of full diversity and low decodingglexity offered by OSTBC,
full transmission rate is not possible for OSTBC with compdgmbols for more than two
transmit antennas [21]. However, OSTBC for real-valued 9ylml.e., real-valued OSTBC,
is possible to achieve full rate for two or four or eight tramisantennad [21].

In order to overcome the low transmission rate limitatiorDSTBC for more than two
antennas, quasi-orthogonal space time block coding (QOST&S)proposed in [22] by
relaxing the orthogonality property. The QOSTBCIinl[22] &stais full rate for four trans-
mit antennas, however, partial diversity is obtained andwese decoding is employed at
the receiver of which the complexity is higher than that & gymbol-wise decoding. It
was shown in[[23] and [24] that the full-diversity propergncbe recovered by performing
constellation rotation. Later on, QOSTBC for eight transanitennas was developed in [25]

maintaining the full-rate full-diversity property with pavise decoding.

1.2 Thesis Overview and Contributions

In conventional transmit beamforming, each user is seryeldingle beamformer and each
beamformer is designed to bear the signal of a single useanltalso be named as rank-
one beamforming. For some transmit beamforming problears-one beamforming can
achieve excellent performance. However, for other problesevere performance degra-
dation may arise due to the limited number of beamformersta@dssociated insufficient
degrees of freedom in the conventional rank-one beamfodesgign. The extension from
a single beamformer to multiple beamformers for each useotistraightforward and it is
not an easy task because there exists correlation betweenfdreners if they bear identical

signals. In this thesis, we develop higher-rankl) transmit beamforming approaches to
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address this problem and the central idea is to combinentiaeamforming with differ-
ent STBC techniques. Unlike conventional STBC, the highek-temamforming approach
assumes CSI at the transmitter. The use of STBCs in the highkrb@amforming app-
roaches is not for the sake of transmit diversity, but forshke of design diversity in the
sense of degrees of freedom in the beamformer design. Mergoest of the wireless com-
munication standards for current and next generation camvation networks have defined
STBC as well as beamforming or precoding techniques. Thexgiwe proposed higher-rank
transmit beamforming techniques are applicable in thesesys without the need of severe
modifications.

This dissertation is organized as follows. Each followitgter considers a different
transmit beamforming application and the correspondiggénri-rank transmit beamforming
techniques are designed. In each chapter, first the relaiddisvintroduced and the contri-
bution of the proposed approach is briefly stated. Then, dimeentional signal model and
problem formulation is revisited. Afterwards, the higlmank beamforming system model is
designed and the corresponding beamformer optimizaticarnsed out. Then, simulation
results are provided to demonstrate the proposed appraadie contributions for each
chapter are summarized as follows.

In Chaptef®, the single-group multicast beamforming pnoldé broadcasting the same
signal to all receivers is investigated. It is an interfeefree problem and the beamformer
design is based on the criteria of minimizing the total tralgower subject to SNR con-
straints for all users. In the case of a large number of uieegerformance of the conven-
tional rank-one beamforming methods may degrade seveeelguse of the limited degrees
of freedom for designing a single spatially selective beamgr. To deal with this prob-
lem, a rank-two beamforming approach is proposed in whiderming is combined
with Alamouti STBC. The degrees of freedom are doubled by thtoing two independent
beamforming weight vectors that are used to transmit tw@wodds of the Alamouti code.
The proposed rank-two beamforming approach is partiguédttactive when it is combined
with the use of the semi-definite relaxation (SDR) techniqinctvis a powerful approxi-

mation technique capable of transforming many difficult4convex optimization problems
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to convex problems that can be solved efficiently. The berstitat the proposed rank-two
beamforming approach is optimal when rank-one or rank-tB& Solutions are obtained,
however, the conventional rank-one approaches are onignaptor rank-one solutions. If
the rank of the SDR solution is higher than two, a randonoregirocedure is carried out to
generate approximate solutions. Simulation results detnate that the proposed rank-two
beamforming approach outperforms the rank-one approattpe$icantly.

In Chaptef B, the multi-group multicast beamforming probleinransmitting indepen-
dent information to different groups of users is studied.Beamers are designed according
to the criteria of maximizing the minimum SINR of the usersihgroups subject to a total
transmit power constraint. The rank-two beamforming appiho designed for single-group
multicasting networks that are free of multiuser interfee is extended to multi-group mul-
ticasting networks, where multiuser interference repressa major challenge. The challenge
lies in striking a balance between the signal power maxitiinand interference power min-
imization by designing multiple beamforming weight vest@intly in the rank-two system
model. By combining multi-group multicast beamforming witle Alamouti code, the users
in each group are served with two beamformers. Due to thegathality of the code, the
decoding complexity at the receivers is not increased antbslby-symbol detection can
be performed. The doubled degrees of freedom in the bearafatlesign lead to signifi-
cant performance improvement. Besides the SDR based ramkdmamforming approach, a
computationally more efficient rank-two beamforming agmtois proposed to obtain app-
roximate solutions iteratively by performing sequentiaheex optimization. Simulation
results demonstrate that the proposed rank-two beamfgrapproaches significantly out-
perform the existing approaches.

In Chaptei$4, the multiuser downlink beamforming problemhia presence of a mass-
ive number of arbitrary quadratic shaping constraints vestigated. Additional shaping
constraints on the beamformers are used to describe aywafiegequirements in diverse
applications, e.g., to limit the interference leakage talsaneighbouring cells or to guaran-
tee the charging power level at energy harvesting users. tdearars are designed according

to the criteria of minimizing the total transmit power sutijéo SINR constraints and addi-
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tional shaping constraints. The massive number of ad@itishaping constraints result in
insufficient degrees of freedom in the beamformer desigorder to increase the degrees of
freedom, a general rank beamforming approach is proposadnéing the rank-two beam-
forming approach to high dimensionat2) OSTBC is impractical due to the rate penalty
associated with these codes. By applying full-rate real@@lOSTBC in the general rank
beamforming approach, up to eight beamformers can be usddliteer the data stream
to each user while maintaining the full-rate transmissicopprty. Real-valued OSTBC is
employed because the effective channel vector of each asebe adjusted to result in a
real vector and thus the orthogonality of the coding matiguaranteed. Then, symbol-
by-symbol detection can be performed at the receivers andeloding complexity is not
increased as compared to the conventional transmissitmitees. The original multi-
constraint beamforming problem can be solved using the SE@Rnique. In contrast to
conventional rank-one beamforming approaches in whichpéimal beamforming solution
can be obtained only when the SDR solution (after rank reotoicexhibits the rank-one
property, in the proposed approach optimality is guarahigben a rank of eight is not
exceeded. It can be shown that the proposed approach capanate up to 79 additional
shaping constraints for which an optimal beamforming sofuts guaranteed as compared
to a maximum of two additional constraints that bound theveational rank-one downlink
beamforming designs [26,27]. Simulation results demasthe flexibility of the proposed
beamformer design.

The rank-two beamformer designs for single-group and rgutiup multicasting prob-
lems in this thesis are based on the assumption that instsoia CSI describing the short-
term channel conditions is available at the transmitted @ey can be straightforwardly
applied to the case when statistical CSI describing the teng-channel characteristics is
available at the transmitter. However, the straightfoohextension of the general rank beam-
forming approach assuming instantaneous CSI in Chapter 4&toatbe of statistical CSl is
impossible. Due to the absence of instantaneous CSI at thenitder, the orthogonality of
the real-valued OSTBC matrix of the equivalent channel calonger be guaranteed and

thus inter-symbol interference is present which leads ttopmance degradations.
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In Chaptef b, an alternative general rank beamforming apprisaproposed to solve the
multiuser downlink beamforming problem with additionabping constraints when statis-
tical CSl is available at the transmitter. Beamformers aréydesl according to the criteria
of maximizing the minimum average SINR of users subject total transmit power con-
straint and additional shaping constraints. In the new ggmank beamforming approach,
beamforming is combined with full-rate QOSTBC. The use of QBS&Testroys the full-
orthogonality structure of the corresponding equivaldr@mmel matrix such that generally
maximum-likelihood (ML) pairwise decoding has to be apglfer optimal decoding. As
an alternative to the pairwise decoding, a simple phasé@atacheme on the beamformers
at the transmitter side is proposed to enable simplified s§4wise decoding. The original
beamforming problem is transformed to a semidefinite prognang (SDP) problem which
can be solved optimally for a massive number of shaping canss. Simulation results
demonstrate a significant performance improvement oveextsting approaches.

This dissertation is based on the following journal and eostfice publications, which

have been published or submitted during the course of mydalatesearch:

e X.Wen and M. Pesavento, “Long-term General Rank MultiusexBlmk Beamform-
ing With Shaping Constraints Using QOSTBC,”®moc. IEEE International Confer-
ence on Acoustics, Speech and Signal Processing (ICAS®BPR)2016.

e K. Law, X. Wen, M. Vu, and M. Pesavento, “General rank mukiudownlink beam-
forming with shaping constraints using real-valued OSTBEEE Transactions on
Signal Processingvol. 63, no. 21, pp. 5758-5771, Nov. 2015.

e K. Law, X. Wen, and M. Pesavento, “General-rank transmitffeaming for multi-
group multicasting networks using OSTBC, moc. IEEE International Workshop
on Signal Processing Advances in Wireless Communicatidgt?®NE) Jun. 2013, pp.
475-479.

e X. Wen, K. Law, S. Alabed, and M. Pesavento, “Rank-two beamiing for single-
group multicasting networks using OSTBC,Rnoc. IEEE Sensor Array and Multi-
channel Signal Processing Workshop (SAMIN. 2012, pp. 69-72.



Chapter 2

Rank-two Transmit Beamforming for

Single-group Multicasting

2.1 Introduction

Current and upcoming wireless network standards such as b@H &E-Advanced have
provisioned the use of multiple antennas at the base st&jdd]. The flexibility offered by
the advanced multi-channel infrastructure and the avlitiabf the downlink CSI facilitate
the development of efficient multicast beamforming techagjfor multicasting applications
such as audio and video streaming with high data traffic. M&semulticasting is part of
the LTE and LTE-Advanced standard defined by the Third Géioer&artnership Project
(3GPP) that is known as evolved Multimedia Broadcast MustiGervice (eMBMS) [28].

In this chapter, we consider the single-group multicagiraplem where the transmitter
equipped with multiple antennas broadcasts common infeom# multiple single-antenna
receivers within a certain service area. The transmittasgsimed to have access to instan-
taneous CSI of all the subscribed users. Instantaneous CSilmessthe short-term channel
conditions of a communication link and can be estimatedgus@ning sequences in both
frequency-division duplex (FDD) and time-division duplEXDD) systems. In FDD sys-
tems, by performing downlink training, instantaneous CSid8mated at the receiver side

and fed back to the transmitter. In TDD systems, making uskefeciprocity property of

11
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the downlink channel and the uplink channel, uplink tragngperformed and instantaneous
CSl can be estimated at the transmitter directly [29].

2.1.1 Related Work

The single-group multicasting problem has been firstly stigated in the Ph.D. disserta-
tion of Lopez [30], in which the optimization problem of mexizing the sum of the SNR
of all users was considered. This problem formulation camtderstood as maximizing
the average SNR over all users and it results in the principaponent computation prob-
lem for the optimum beamformer selection. The drawback @asad with this design is
that the QoS cannot be guaranteed for all users, becausectideest user link determines
the common information rate. To address this drawback, texs problem formulations
for single-group multicasting were proposed (in/[31, 32]. eGarmulation is the problem
of minimizing the total transmit power subject to QoS coaisitis in terms of SNR, which
is designed for minimizing the inter-cell interferencekage and saving the energy con-
sumption costs of network operators while providing QoSiessce to each receiver (power
minimization problem). The other is the problem of maximgithe minimum SNR of all
intended receivers subject to a total transmit power caimgtrwhich is designed for maxi-
mizing the common data rate that is determined by the minimeoaived SNR, and corre-
spondingly improving the user experiences (max-min probldt has been proven in [32]
that both problems are essentially equivalent to each afpéo scaling, and they are gen-
erally non-convex and NP hard. The approximate solutionbsanbtained by resorting to
the popular SDR technique that is a powerful approximagchnique capable of transform-
ing many difficult non-convex optimization problems to ceryproblems that can be solved
efficiently [33]. If a rank-one matrix is obtained, the sadut obtained by the SDR approach
is optimal. Otherwise, a costly randomization proceduredsdo be carried out and due to
the approximations involved, the solution is highly suliogd in general[32]. When the
user population is large, high-rank SDR solutions are abtdiin general when using the
SDR approach proposed in [32] and the approximation quadigds to be improved.

An iterative algorithm for the max-min problem was proposefB4]. In each iteration,
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the new weight vector is calculated by updating the previeeight vector with a given step
size towards the SNR gradient direction of the receiver Withsmallest SNR in the previ-
ous iteration. This is followed by a scaling procedure tdilfuhe transmit power constraint.
When the number of users is large, the algorithnlin [34] mayexehbetter performance
in terms of minimum SNR than the SDR approachlin [32] and enjower computation
complexity, however, the algorithm may not converge angégormance is very sensitive
with respect to the initialization weight vector. The work[84] is outperformed by a simi-
lar beamforming algorithm as the one proposed_in([35, 36] lictv the weight vector that
maximizes the average SNR is used for initialization anddaptve step size is employed.
Another line of research based on channel orthogonalizatiginated from[[3]7] in which
channel orthogonalization and a successive orthogonakregnt algorithm similar td [34]
was proposed. The drawback is that its performance can ledirhy its proposed choice
of orthogonalization order and the scaling procedure insthecessive orthogonal refine-
ment algorithm. To deal with these drawbacks, a channebgahalization method based
on QR decomposition [38] has been proposed_in [39] by checkarious orthogonaliza-
tion orders and the best one is selected based on the anitgrtbe minimum total transmit
power. Furthermore, the approach(inl[39] uses an improveeonthogonal successive local
refinement technique as compared(to [37]. Recently, anotioeniping approach has been
proposed in[[40] which develops a second-order cone pragiagy(SOCP) solution to the
power minimization problem. The successive linear appnation (SLA) algorithm devel-
oped in [40] starts with a feasible beamforming weight veata the non-convex constraints
are linearized around the initialization weight vectomgsiirst-order Taylor approximation.
The resulting convex optimization problem is solved to obthe next weight vector, which
can be used for linearization for the next iteration subsatjy.

The degraded performance associated with the aforemeqdtiank-one beamforming
approaches using a single beamforming weight vector wherusier population is large
strongly attributes to the fact that the degrees of freedoemiresufficient for designing a
single spatially selective beamformer. If the number ofrsiselarge, the number of design

parameters in the single beamforming weight vector is iigeaht for meeting the large
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number of constraints simultaneously.

2.1.2 Contribution

In this chapter, we consider the power minimization probfenmsingle-group multicasting

and we propose an OSTBC based approach in which the degree=edbi are doubled
by introducing two independent beamforming weight vectbeg are used to transmit two
codewords of the Alamouti code [19]. Our proposed beamfognaipproach is specially at-
tractive when combining with the SDR technique that is cotre@ally used to compute app-
roximate solutions of the conventional single-group naalst beamforming problem. Unlike
the conventional approach in which the performance deg¢adeesults from the rank-one
approximations involved, in our approach a rank-two appnation is computed from the
SDR solution. Therefore, the associated performance datjoam from the optimal solution

Is therefore less severe than in the conventional apprdesshown in the simulation results,
our proposed approach achieves better performance in tdroial transmit power than the
existing ones while maintaining the same data rate. Whenuhear of users grows large,
the improvement becomes more significant.

This chapter is based on my original work that has been phadign [41]. The remainder
of this chapter is organized as follows. Secfiod 2.2 pravitie signal model and formulates
the beamforming problem. In Sectibn?2.3, the proposed agr& introduced. Simulation
results are provided in Sectibn P.4 and the summary is ma8edtior 2.b.

2.2 Conventional Single-group Multicasting

Let us consider a wireless communication system where adbasen or access point emp-
loying an antenna array &f elements is used to transmit common informatioivitsingle-

antenna receivers simultaneously. In the single-grougicasting system, a single weight
vector is used to steer a beam towards all the receivers weational rank-one beamform-
ing approaches. Let us denoteands as theN x 1 beamforming weight vector and the

zero-mean information symbol with unit power, respectivalhen, the signal received by
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thei-th receiver is given by

y; = swhh; + n, (2.1)
~—— =~
signal noise

whereh; andn; denote theN x 1 downlink channel vector of théth receiver and the
additive white receiver noise with the varianeg respectively. By definition, the SNR can
be computed as the expected signal power over the noise potverefore, based oh (2.1),
the SNR at the-th receiver in the conventional rank-one beamforming aggin is derived
as

SNR,,; & =1 (2.2)

where ‘c’ refers to the conventional approach. The probldrfinding the beamforming
weight vector that minimizes the total transmit power sabje the user QoS constraints can

be expressed as

min  ||w|?
W
‘WHhi‘z .
s.t. s— >%, Vi=1,...,M (2.3)
(o

)

where~; denotes the minimum SNR requirement of théh user. A particularly popular
method for computing approximate solutions of probleml(%3he SDR approach[32] in
which the transformatiov £ ww” is used. Applying simple trace properties and relaxing

the rank-one constraint faW, the problem[(2J3) can be relaxed to

II\lAi/Il tr{W}
tr{Wh;h?
s.t. r{—21}2%,Vz:1,,M
g;
W > 0. (2.4)

The rank of the optimal solution to problem _(R.4), denoted\by; is generally greater than
one. In this case a generally suboptimal weight vector caolb@ned using the random-

ization techniques proposed in [32], and the worst-caseoappation quality deteriorates
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linearly with the number of user5§ [42]. Numerical simulagocarried out in Section 2.4
further reveal that the probability that the higher-rankisons are obtained for the SDR in
(2.4) increases with the number of QoS constraints in thblpno. This increase of the rank
of W* is associated with a large deviation of the rank-one appration from the optimal
beamforming solution.

Apart from the difficulties emerging from the performance@elation due to the poor
SDR approximation in the case of a large number of usersg dsts a second effect that
is even more prominent. Even in the case that an optimalisolof the NP hard problem
(2.3) can be computed, the obtained beamformer generadly ot exhibit sufficient spatial
selectivity for all users in the system. It is clear that irs ttase the achievable beamforming
gain is limited and the QoS constraints [n_{2.3) can only lissfsad by increasing the total
transmit power. This motivates to introduce a more flexibdarbforming design in the
following section, in which the degrees of freedom are iasesl relative to the number of

constraints.

2.3 Proposed Approach

The central idea of the proposed approach is to combine tiggesgroup multicasting app-
roach with the concept of OSTBC and to design multiple beaméos instead of a single
one for the transmission of the coding matrix. Our approacpplicable for code matrices
of arbitrary block size, however, for simplicity of presatbn, in this chapter we consider

the popular Alamouti code as an example.

2.3.1 Rank-two System Model

In the Alamouti code, two consecutive symbols are jointlgated. Denots = [sy, s»]” as

the symbol vector, the corresponding coding matrix is given

x| O (2.5)

* *

—S2 5
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We consider the case that

A

X1 81W{I + S2W£{ (2 6)
Xy = —sywll 4 stwlf

wherex; andx, are the transmitted signal vectors at the first and secorel glot in each
block, respectively, andi; andw, are the/N x 1 weight vectors. Assuming the block fading
channel model, where the channhlsfor all i = 1, ..., M remain constant over two time
slots and the two symbols in each block are uncorrelatedeeith other, the received signals
of thei-th user in the two time slots of each block are given by
Yil _ S1 82 W{{hi + M1 2.7)
Yio —s5 8] wilh; Nio
wheren; ; andn; » denote the additive white noise of théh user at the first and second time
slot, respectively, with the varianeé. The system model ifi.(2.7) can also be considered as
a virtual two-transmit-antenna single-group multicagsystem applying the Alamouti code
in which the channels between each pair of transmit andve@gitennas for théth user

are given by

hi(wy) £ wih; 28)

as illustrated in Fid_2]1.
Using the equivalent channel representation for spaceiock codes [16], the equation

(2.2) can be equivalently written as
where

Yi1 A 11 A Wllth WJZLIhZ

Yio nio (wi'h;)* —(wi'h;)*
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User 1
ha(wy). - -*
hy(Ws)

el hi(wi) Useri
““““““““ e
X(s) T
hZ(Wg)
Transmitter \\‘x\hM(Wl)
T UserM
har(We) "N g

Figure 2.1: Virtual channel formulation of the proposedrapgh.

By left-multiplying the optimal decoding matrid and dividing by|w{{hi|2 + ]wg’hif on
both sides of[(2]9), we have

§2 s+ R, (2.10)

where

n; = Hp 2 Hr 2 W) "ma + W - (2.11)
lwi'h;|™ + |wg'h;| (wih;)*n; 1 — W{{hi”f,z

Then, the symbol vecta can be decoded using a simple linear symbol-wise decbdgr [19
Since two symbols are decoded at every two time slots, treerdét of the proposed app-
roach, i.e., on average one symbol per time slot, remainsdhe as in the conventional

uncoded system employing a single beamformer.
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2.3.2 Beamformer Optimization

Similar to (2.3), we consider a beamforming approach in Wwitie average total transmit

power in each time slot is minimized subject to the QoS caisis for all users, hence

min P
W1,W2

The total transmit power in the first time slot is given by
P2 B{x} = [[wy ]| + [lw,* . (2.13)

Due to the orthogonality of the Alamouti code, the power i@ second time slot yields the

same result. Thus, the total transmit power in each timesgiten by
P £ fjwyf* + [[wa* (2.14)

According to [2.1ID), the SNR of; at thei-th user is given by

wi'hi|” + fwi'hi|
2 .

0;

Similarly, the same expression is obtained $&¥R;(s2). Thus, the SNR of each symbol at

thei-th user is given by

o Wb+ [wih|”
i |

a;

SNR; (2.16)

Making use of[(2.14) and (2.116), the optimization problenfid2) can be rewritten as

min [y |7+ [[wal|*
Wi,W2

Hp |2 Hp |2
ot [wihi J;‘WQ hi| > Vi=1,... M (2.17)

0;
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Introducing the substitutioX = w;w! +w,wZ, we have

2 2
[Iwa[” + [Jws || = tr{X}

(2.18)
wih,|” + |wih;|* = tr{Xh,h!T}.
By substitutingX and adding the following constraints
X0
(2.19)
rank X) < 2
the problem[(Z.17) can be equivalently formulated as
min tr{X}
hH
s.t. MZ%, Vi=1,...,M
h
X >0,
rank{X} < 2. (2.20)

To solve the probleni(2.20), we use the SDR technique by remgdiie non-convex rank

constraint resulting in the relaxed problem

min  tr{X}
nH
r{Xhih}

5 > i,

0;

X > 0. (2.21)

Vi=1,...,M,

Note that the probleni (2.21) is identical to the probleml(2ktained from the relaxation of
the conventional single-group multicasting probleniiiBj2and its solution can be obtained
using available convex optimization tools such@#X [43]. Let X* denote the optimal
solution to the probleni(2.21). K* is rank-one, a single weight vector is used to perform
transmit beamforming wheng; is the principal component &X* andw,, is a zero vector.

However, when the number of users is large, the solution sgsfer rank in general. K*
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is rank-two,w; andw, can be obtained as the first two principal componentXaf We
remark that in both cases whét is either rank-one or rank-two, optimal solutions Yoy
andw, to the original problem inN{2.17) can be obtained. If the rangreater than two, the
rank reduction technigues proposed.in/[26] can be appliedtain a solution with minimal
rank. However, in the case that the solution with the miniraak still exceeds the rank of
two, we propose a modified Gaussian randomization techfiagyuank-two approximations

similar to the rank-one approximation method[of|[32]. Intmoing the eigen-decomposition
X* = Uxuf (2.22)

the idea of the randomization technique is to generate aopaandidate beamforming vec-

tors for ther-th randomization instance as

Wi £ U21/2elr
(2.23)

Way é UEl/QeZT

wheree;,. ande,, are randomly generated zero-mean complex circular Gaugs@ors with
independent and identically distributed (i.i.d.) entieésinit variance.

In the conventional randomization technique[ofl[32] applie the solution of the SDR
of (2.3) given in [2.4), candidates of a single weight veeta generated from the higher-
rank solution of the relaxed problem. Afterwards, powetiagds applied to fulfill the QoS
constraint of the worst user. However, in our approach,spaircandidate beamforming
vectors are generated and optimal power scaling needs tedbermed for each pair of
weight vectors. Lep,, andp,, denote the power scaling factors corresponding/foand

Wsy,., respectively. Then, the power scaling problem can bedtse

min P1rCar + ParCr
Pir,p2r

st puBrr + P2rBoir > %Uiz, Vi=1,...,M,

e >0, V=12 (2.24)
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where

Ay = HWkTHQ

(2.25)
Brir = \Wﬁhi}Q-

Then, among all pairs of candidate weight vectors, the ortlk thie lowest total transmit
power is chosen as the final solution. Due to the linear prograng procedure carried out
for each pair of candidate beamformers, the overall contijpuia complexity of this method
is comparably high.

Seeking for a low-complexity implementation compared ®lthear programming solu-
tion introduced above, we propose an alternative suboptfioaer scaling procedure in

which both weight vectors of each candidate pair are wethbie the same scalar, i.e.,

P1ir = P2r-

2.4 Simulation Results

We assume a Rayleigh fading channel with i.i.d. circularijmsyetric unit-variance channel
coefficients. We also assume without loss of generality #iat 0dB and~; = ~ for all
i=1,..., M. All results are averaged over 300 Monte-Carlo runs.

In the simulations, the label ‘Method of [32]’ stands for BBR approach ir [32], where
all three randomization techniques proposed in that reter@re used in parallel with 1000
candidate beamformers for each technique according topthefcations in[[32]; ‘Method
of [39]' refers to the channel orthogonalization method [88][ ‘Method of [40] refers
to the SLA algorithm of[[40]; ‘Proposed (ES)’ and ‘ProposédP)’ refer to the proposed
equal scaling and linear programming based power scalipgoaphes, respectively, both
employing the Gaussian randomization technique with 1G0& pf candidate vectors; and
‘Lower bound’ stands for the total transmit power obtaingdblving the relaxation problem
(2.4) or [2.21) that may not be achievable.

In the first example, we compare the total transmit power géis# methods versus
different SNR thresholds wheN =4 and M = 100. As shown in Fig[Z]2, both ‘Proposed
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(LP) and ‘Proposed (ES)’ outperform the competing methadsrms of the transmit power.
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Figure 2.2: Total transmit power vs. SNR thresholds.

In the second example, we compare the different technigues\varied number of users
when N = 4 and~ = 10 dB. Fig.[2.3 and Figl_2]4 display the histogram of the rank of
the optimal solutionsX* of (2.21) and the total transmit power versus different narab
of users, respectively. When the number of users is smalb®), in Fig.[2Z.3, more than
90% of the solutionsX* are either rank-one or rank-two, in these cases optimatieoki
to the problem[(2.17) are obtained in ‘Proposed (LP)’ andf@sed (ES)'. In Fid. 214, the
total transmit power for ‘Proposed (LP)’ and ‘Proposed (ESidentical or close to ‘Lower
bound’ and smaller than that of the other techniques. Whemtineber of users is large
(> 32), in Fig.[2.3, more tha®0% of the solutions exhibit a rank greater than two, in
this case approximate solutions are obtained. In[Fid. Pposed (LP)’ and ‘Proposed
(ES)’ consume lower power than the others. When the numbesafuncreases, the gap
between ‘Proposed (LP)’ or ‘Proposed (ES) and the knowhrafes increases as well,
which indicates a substantial performance improvememtceSihe power reduction benefit
that ‘Proposed (LP)’ achieves over ‘Proposed (ES)’ is camplg small, the latter technique

that offers a significantly reduced complexity may be comsd for practical use.
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2.5 Summary

In this chapter, a rank-two beamforming approach in contlmnawith the Alamouti code
is developed for single-group multicasting. The propoggat@ach has been shown to offer
substantially better performance than the existing ramk-methods, especially when the
number of users is large. As compared to the SDR based ramksproaches, the computa-
tion complexity of the proposed approach is not increasadesdentical SDR formulations
are obtained for both rank-one and rank-two approaches. \Mee8DR solution is of rank
two, the randomization procedure is avoided in the rank-&pproach of which the total
computational complexity is decreased as compared to ttkeaae approaches. The down-
link signaling overhead in the rank-two approach is sliglricreased as compared to the
rank-one approaches since two individual composite cHarare needed for the decoding
at each receiver while in the rank-one approaches only oregjisred. The proposed tech-
nique can be generalized to high dimentionaR] OSTBC to further increase the degrees
of freedom for designing spatially selective beamformeédswever, this generalization is
associated with a reduced transmission rate since fdlftditdiversity OSTBC only exists
for the dimension of twd [16]. Instead of the high dimensidD&TBC, the full-rate property
can be maintained in the high dimensional real-valued OSTBOQROSTBC, however, the
application of these codes in single-group multicastingnigractical for which the reason

will be explained in Chaptéd 4 and Chagtér 5.
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Chapter 3

Rank-two Transmit Beamforming for

Multi-group Multicasting

3.1 Introduction

In multi-group multicast transmit beamforming, indepemidi@formation is transmitted to
different groups and users in the same group receives the sdarmation. As compared
to the single-group multicast transmit beamforming thanvgstigated in Chaptéd 2 where
a single group of users receive the same information, thetigpefficiency of multi-group
multicast transmit beamforming can be further improved &ywisig several groups of co-
channel users simultaneously [B6} 44-53]. Along with thecsjal benefits, the emergence
of the multiuser interference becomes a challenging proliethe multi-group multicasting

beamformer design.

3.1.1 Related Work

The seminal work on multi-group multicast beamforming B}, dealt with two QoS based
problems: the problem of minimizing the total transmit powéile satisfying the prescribed
minimum SINR requirements of all receivers; and a max-mwbfgm of maximizing the
minimum SINR of all users in different groups subject to atdtansmit power constraint.

Both QoS based beamforming problems have been proven to betdRahd a SDR based

27
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approach was developed [n [45] to address the beamformitigriaption problems. Rather
than the SDR based approach, alternative convex apprarimegpproaches based on SOCP
were proposed in [49-51]. The procedure of randomizatiah@ower control associated
with the SDR based approach is avoided in the SOCP based apprsoand iterative algo-
rithms are developed therein. Later on, an iterative inppr@ximation approach involving
sequential convex optimization has been proposed in [5&8ple the max-min multi-group
multicasting problem more efficiently. Furthermore, foagical considerations, the con-
straint of the maximum permitted transmit power level fockeantenna is incorporated in
the multi-group multicasting beamformer design and the $2&d approach has been de-
veloped in[[53] following the idea of [45].

As in the single-group multicasting case considered in Gir@twhen the number of
users is large, the flexibility of designing spatially séikebeamformers in the conventional
adaptive beamforming approaches/in![45] and [52] can beerdimited. Therefore, new

techniques for improving the beamforming performance agreat practical importance.

3.1.2 Contribution

In this chapter, we apply the rank-two beamforming apprdadolve the problem by com-
bining multi-group multicast beamforming with OSTBC. Simikes in conventional beam-
forming, and different from conventional STBC transmissienhniques, we assume that
instantaneous CSI of all users is available at the tranansitde. This approach follows the
general idea of Chaptel 2, which is proposed for single-graufiicasting networks where
multiuser interference is absent. As compared to the ramokibeamforming approaches in
Chaptef2, we consider the multi-group multicasting netwehlere multiuser interference
Is dominant. In this approach, transmit beamforming istjginsed with Alamouti OSTBC
to serve all the user$ [19]. The users belonging to each gaoemenerally served with
up to two beamformers over two consecutive time slots usilagmauti code. Due to the
orthogonality of the code, the decoding complexity at theeneers is not increased and
symbol-by-symbol detection can be performed. The use obiwamformers per group dou-

bles the degrees of freedom in the beamformer design ands offgoroved beamforming
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performance. Interestingly, our QoS based max-min beamfgy design results in identical
SDR formulations as in the conventional beamforming apgroeHowever, unlike in the

conventional rank-one beamforming approach where onlk-cae solutions are optimal,
here SDR solutions involving a rank smaller or equal to tweo@oven to be optimal for the
original problem. In the case that the SDR solution corradpw to one group exhibits a
rank larger than two, a modified randomization techniquectvis similar to the randomiza-
tion technique in Chaptél 2 is employed to compute the apprate solutions. Furthermore,
following the approach of [52], in this chapter we proposetarative inner approximation

technique for rank-two beamforming that is more compuretily efficient as compared to
the SDR based outer approximation technique. Simulatisulteshow that the proposed
rank-two approaches significantly outperform the exiséipgroaches.

This chapter is based on my original work that has been phagdign [54]. The remainder
of this chapter is organized as follows. Secfiod 3.2 intoaduthe conventional multi-group
multicast beamforming problem. In Sectionl3.3, the modi§gphal model of the OSTBC
based rank-two beamforming is introduced and the modifie8 REsed max-min rank-two
beamformer optimization is performed. Simulation resates provided in Section 3.4 and

the summary is made in Section13.5.

3.2 Conventional Multi-group Multicasting

Consider a wireless communication system where a baserstatiaccess point equipped
with an antenna array dfl elements simultaneously transmits informationMosingle-
antennausers. There drec G < M user groupsintotalg, ..., gq}, whereg, is the index
set of the users intended to receive the multicasting stifeaitie 4-th group, andk € K
where= {1,...,G}. Each user belongs to only one group and decodes the condiago
single data stream. Thus, we hayen g, = () for any! # k, andUg, = {1,..., M}, treat-
ing the symbols of the remaining groups as noise. The mutiyg multicasting scenario is

illustrated in Fig[[(3.11.
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Transmitter

Figure 3.1: Multi-group multicasting

In conventional multi-group multicast beamforming, a $ngeight vector is designed
for each group to transmit information intended for thattigatar group, thus there ai@
beamformers in total [45]. Let us denote. ands, as theN x 1 weight vector that is
steered towards thee-th group and the zero-mean mutually statistically indejeen signal
with unit power intended for th&-th group, respectively. Th& x 1 transmit signal vector
IS Z,f:l spW; and the total transmit power equ@,le |lw||>. Then, the signal received by
thei-th user in thek-th group is given by [45]

~—
signal I#k noise
——

interference

whereh; andn; denote theV x 1 downlink channel vector and the additive white receiver
noise with variances? at thei-th user in thek-th group, respectively. By definition, the
SINR can be computed as the expected signal power over thextexpbinterference plus
noise power. Therefore, based bn13.1), the SINR oi-teuser belonging to the-th group

in the conventional rank-one beamforming approach is ddras

wi'hi|”

> wih|* + o
=114k

SINR,; £ (3.2)

where ‘c’ refers to the conventional approach. As comparatié SNR expression in(2.2)

in Chaptei.R, the co-channel interference is present in th&RSixpression oBINR,; in
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(3.2). The problem of finding the beamforming weight vectbi maximize the minimum

SINR of all users subject to the power constraint,, can be formulated as [45]

max min min SINR.;
(wp}9 | VKkEK Viggy

G
st > (Wil < P (3.3)
k=1
which can be equivalently written as

max t
{Wk}gzlvt
2
|wi'hil
s.t.

>t, ViegVkek
> (wih|* + o7

=1,k

HWkH2 S Pmax- (34)

M2

e
Il

1

Different from the single-group multicasting scenariodstigated in Chaptéd 2, the power
minimization problem and the max-min problem in the mulgp multicasting scenario
are not equivalent problems. The power minimization pnwblere can become infeasible
if the number of groups and users is too large and/or the S&gRirements are too stringent
and/or the channels of users belonging to different groupshahly correlated. However,
the max-min problem of(3l4) is always feasible. Probler(& proven to be a NP hard
problem in [4%5] and the SDR framework is employed to appr@ataproblem((3]4) by a SDP
problem. The Gaussian randomization technique along Wmehpower control involving
linear programming in each randomization instance is thgied on the SDR solution to
obtain suboptimal feasible rank-one beamforming solstids an alternative to the generic
SDR technique, a computationally efficient iterative inapproximation technique has been
proposed in[[52], which in each iteration involves first ardaylor approximation of the
originally non-convex constraint set around the feasiblat®n obtained from the previous

iteration.
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3.3 Proposed Approach

The central idea of the rank-two beamforming approach megan this chapter is to com-
bine multi-group multicast beamforming with the concepfOQ8TBC based symbol trans-
mission. We apply the Alamouti code which achieves fulermansmission of one symbol
per time slot. In correspondence to the 2 Alamouti code matrix that is applied at the trans-
mitter, a pair of weight vectors instead of a single one islusdransmit the data streams to

the designated multicasting groups over two consecutine $lots.

3.3.1 Rank-two System Model

Denotes;, = [s1, sk2]” as the symbol vector for thieth group. In the Alamouti OSTBC,
two symbols are transmitted within two time slots. Similar(2.5) in Chaptelr]2, the code
matrix fors; is given by

Skl Sk2

X(s) = R (3.5)
“Sk2 Skl

Unlike conventional Alamouti transmission schemes whieeecbde matrix in[(3]5) is trans-
mitted from two transmit antennas over two consecutive tshoés, here the code is trans-
mitted from all NV transmit antennas at the base station or access point wgindifferent
beamformers, i.ew,; andw,,, which form two virtual antennas over which the code is
transmitted. Different from the rank-two beamforming aggarh in Chaptdrl2 where a single
pair of beamformers are designed to serve all the usersyhem@ndw;, only serve the-th

group. Defining the beamforming matrix
Wk £ [Wkl,WkQ] (36)

the transmit signal in each time block is given®Y;,_, X'(s,)W,/.

Assuming the block fading channel model, the received $igeetor of thei-th user in
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the k-th group in two consecutive time slots of one transmissiockis given by

G
Yy, = X(s,)Wih; + X(s)W/h; + n; (3.7)
signalk l:%;ék l noise

Vv
interference

where

A ) T
Vi = [Yi1s Va2l (3.8)

n; £ (i1, niQ]T

andy;; andn;; denotes the received signal and the additive white noisheof-th user at
the j-th time slot, respectively. It is clear that (B.7) has a mmstructure ad (3]1). Using
the equivalent channel representation for OSTBC [16], egudB.7) can be equivalently

written as

g, = X(Wih))s Z X(Wih))s + A, (3.9)

signal :1

noise

VO
interference

where

o A x 1T
Vi = Wit —Y;

i1, — Y] (3.10)
n; = [”ﬂ, —n;'kQ]T'

As a common approach to decode the received symbols in OSTB@/ltldecoding prob-

lem for detecting the symbols of thié¢h user can be formulated as

2

1
—X(Wh)y, — s,

Q;

mln HyZ (Wthi)Sk||2 = min (3.11)

speA SpEAL

wherea; = h?W,W'h;, and A, is the vector constellation af,. By left-multiplying the
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decoding matriw on both sides of(3]19), we have

. oal _
Sk éax(wthi)Hyi
iX(W,fhi)Hﬁi : (3.12)
Q;

.

G
1
=5, + —X (Wih)H Z X(W/h))s
=1,

(& J/

~ (N
& 5"

Taking into account that the symbols sp are assumed to be statistically independent and

making use of the orthogonality property &{W;'h;), we have

G
S hFw,W/h; ,

1=1,1£k o}

I+ I
hTw,W7h, 2" hfw,wh, 2

E{8& } =12+

G
h?wW,Wih, + > h#wW,W/h; + o?
1=1,l#£k
— R LW, ly. (3.13)

From the diagonal structure ¢f(3]113), we observe that tlests no inter-symbol interference,
thuss, can be decoded using a simple linear symbol-wise decodeording to [3.1PR), the

covariance of the desired signal at thi user is
E{sis/'} = Io, (3.14)

the covariance of the interference at thth user is

G
> hi'w,w/"h;
p{aDg iy _ EL7 Iy, 3.15
and the covariance of the noise at thi user is
AN J(N)H 01-2
E{§'8 """} = 1o (3.16)

h#wW,W¥h;

Based on[(3.14)[ (3.15) and (3116), the SINR of thh user corresponding to symbgl;
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can be written as

hZwW, W h;
SINR; (1) £ AL

(3.17)

a .
1=1,l#k

Similarly, the same expression is obtained $6NR; (sx2). Therefore, for the-th user the

SINR is identical for both symbols in each block which is givey

hZwW,W{h;

SINR, £ (3.18)

= .
S hFWW/Th; 4 o2
1=1,l#k

The total transmit power in thgth time slot in each block is given by

G
Py 2E{(Y_[X(s)[;Wi) (D[ (s, Wih))}

G
gzl k=1
~ (> WIW B ()] X (81, )

k=1

G
= tr(WWy') (3.19)
k=1

where we make use of the statistical independence of themrigied symbols among users
and the orthogonality of the code matrix. Note that the toismit power expression in
(3:19) is independent of the time indgxTherefore, the total transmit power is identical for

all time slots in the OSTBC block and it is given by
G
P A " tr(WW{). (3.20)
k=1

3.3.2 Beamformer Optimization

We consider a QoS based max-min beamforming approach irhvigcminimum SINR of
all users is maximized subject to the constraint of totadgrait power per time slot [45]. We

remark that it is practically important and fair to constréhe total transmit power per time
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slot here because the power constrainfin/(3.4) in the cdimreal problem is also restricting
the power per time slot. Using (3118) ahd (3.20), the beamifog optimization problem can

be presented as

max t
{Wk}kc:lvt
hZwW,W{h;
s.t. _ i >t ViegVkek
S hFwWW/Th; 4 o2
1=1,l#k
D tr(WiW) < P (3.21)
k=1
Following the SDR approach, let
2
X & WWE =Y "wywi, VkeK. (3.22)
j=1
By substitutingX,, and adding the following constraints
Xy >0
(3.23)
rankX;) <2, VkeK
problem [3.21) can be equivalently written as
max t
{Xk}kczl t
hZX.h;
s.t. = >t ViegVkek
1=1,l+k
G
Xk i 0,

rank{Xy} <2, VkeK (3.24)



3.3. Proposed Approach 37

whereX, > 0 constrainsX, to lie in the set of positive semidefinite Hermitian matrices
Substituting the rank-one matrix;, = w;w!’ in the conventional beamforming problem
(3.4) and comparing the resulting problem with (3.24), weesle that both problems are
identical up to the non-convex rank constraints, i.e., #mkfone constraints in the reformu-
lation of (3.4) and the rank-two constraint n (3.24). As sie¢ of rank-two matrices includes
the set of rank-one matrices, we observe that the rank-tamfm@ming solutions of (3.24)
generally yield improved QoS as compared to the rank-onefmaning solutions ofi(314).
It follows from the discussion above that the SDR techniquaiad to both[(3.4) and (3.24)

results in the same optimization problem given by

max t (3.25a)
{Xk}kG:vt
hZX,.h;
s.t. — >t, VicgVkek (3.25b)
1=1,l#k
G
> tr(Xp) < Pras, (3.25c)
k=1
X, =0, Vkek. (3.25d)

Due to the emergence of multiuser interference, the balim®nstraints appear in_(3.25b).
Since they are non-linear inequalities, we perform a omeedsional bisection search over
t as in [45] and[[55] with the aid of currently available conwaptimization tools such as
CVX [43]. The computational complexity of the SDP proceduré@ig:> N+MGN?) in
each bisection search step, which is the same as in the dcana&rSDR approach in [45].
We remark that due to the difference in the rank constrageserally the SDR of(3.24) is
tighter than that of (314).

Denote{X}}¢_, as the optimal solution t& (3.25), the optimal value asgediwith it can
serve as the upper bound to the original problem (3.21) wikioked to evaluate the approx-
imation quality of the proposed approach as shown in thelsiton. Whenrank(X})<2,
Vk, the optimal weight vector solutions to the problém (B.24r) be obtained by computing

the principal components diX;}¢ | straightforwardly. However, if there exists at least one
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X7 with rank(X})>2, rank reduction techniques proposed!in/[26] can be apptiedduce
the rank ofX}. If after the rank reduction procedure, there still exigtieast oneX;, with
rank(X})>2, the modified randomization technique is proposed in théptdr for the rank-
two case to compute the approximate solutions, which faldve general procedure of the
randomization technique proposed in Chapier 2. Note thigrdift from the randomization
procedure in Chaptél 2, where the rank of a single solutiomixstiould be considered to
decide whether a randomization procedure is necessaryrpamat, here multiple ranks of
multiple solution matrice$X;}<_, should be considered and the randomization procedure
can be necessary even when sofjjéhas a rank no greater than two.

In the randomization procedure, let us derwﬁ@ andwﬁg as the candidate weight vec-
tors forwy,; andwy, in the r-th randomization instance, respectively.rdhik(X})<2, w](:l)
andw,(fg) are computed as the principal componentXpf conversely, ifrank(X})>2, we

first perform an eigen-decomposition ¥i as
Xr = U2, Ul (3.26)
then choose

(") & 1/2
w. = UpX " "e.,
i B (3.27)

Wl(cTQ) = U, Ellﬁ/QGkrg

wheree,,; andey,» are the/N x 1 vectors containing the realizations of i.i.d. complex girc
lar Gaussian distributed random variables with zero medruait variance corresponding to
w!”) andw!?), respectively. Then, the global power control procedurer @i groups invol-
ving bisection search and linear programming is perforremtnpute a candidate set of the
weight vector solutions. Different from the power controbgedure in Chaptéd 2 where a
pair of power scaling factors corresponding to two weigldtoes are optimized for purely
guaranteeing the signal power, here multiple pairs of p@waling factors are optimized and
the balance between the signal power and the interfererneerps considered.

Let p,(fl) andp,(g’;) denote the power scaling factors correspondingéf@ andw,(g, respec-
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tively. The power control problem can be stated as

max t

t pl(:)

Vji=1,2.Ykek
(r) o(r) (r) p(r)
k1 Bku + Prs Brai

S.t.
G A ) Ay o
> (pn Bm +p12 ﬁzzz‘) +0;

>t, Vie g Vk € K

G
S ool +pG ) < P,

k=1
pl)>0,Vj=1,2 Vkek (3.28)
where
@ a |lw®]|
(@] = ||W, .
N v (3.29)
Bkﬂ Ml Vi=1,2, Vi € g, Vk € K.

Among all sets of candidate solutions obtained, the setthé@hargest SINR value is selected
as the final solution.

As an alternative to the SDR based approach, we propose aitatigpally more efficient
approach to obtain approximate solutions iteratively bgfggening optimization over seg-
uential convex inner approximations, similar aslinl [52].w&ods this aim, let us consider

problem [[3.211), which can be written in another form as

max t
t,Wk,-
Vji=1,2Vkek
2 2 ¢
st —|wihhi = (wihh| T+ > ([wiih; |+ [wihi| )
I=1,1%k

+to? <0, Vi€ g Vk €K
G
> (Wit | + [ Wiz ll?) < Pra. (3.30)
k=1

In order to solve the non-convex problem[in (3.30), the galneea is to introduce an iter-
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ative procedure in which in th@ + 1)-th iteration,w;; andt are replaced byv,(c’;) + Awy;
andt® + At, Vk € KV € {1,2}, wherew,(f;.) andt®) are the beamforming weight
vector and the SINR level obtained from theh iteration, respectively. By neglecting

G
the non-convex terms(}Aw,ﬁIlhi}2 + |Aw/h; “YandAt 3O (|Awﬁhi\2 + |AwfIh; 2
I=1,1%k

2Re{ AW h;h W + AwZh;hwP)1) in the SINR constraint if{3.30), the problem in the

(p + 1)-th iteration can be approximated as the following convesbfEm

max At
At,Awg,
Vj=1,2Vkek
2 2
st — ‘W,(ﬁ)Hhi — ‘w,(f;)Hhi + )2

2

G
+AE Y (‘w}f)Hhi ) + Ato?

1=1,l4£k

2
+ ‘wg)HhZ—

G
P 3 (‘(w}{” + Awy)7h;
I=1,l£k
Vi € g, Vk € K

G
Z(HW;@ + AWps)
k=1

2 2
+ ‘(wgﬁ + Awp)Thy| ) <0,

2

2
+ W+ Awia) ) < P (3.31)

Problem [[3.3l1) can be classified as an inner convex apprdigimaroblem. Following
from the inner approximation property, this iterative prdare results in a sequence of non-
decreasing minimum SINR values. The proposed iterativeceqopation scheme is initial-
ized with randomly generated weight vectors. With the iaseeof the iteratiop, as soon
as the increment of the obtained SINR between two consecigirations is below a certain

threshold, i.e.,
tPHD) ) < ¢ (3.32)

we terminate the iteration. The complexity of the rank-twodr approximation procedure
is O((M+1)Y2(M+2GN+2)(2GN+1)?), while in the rank-one case as shown[inl[52] the
complexity isO((M + 1)/2(M + GN + 2)(GN + 1)?).
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3.4 Simulation Results

We assume Rayleigh fading channels with i.i.d. channel aoeffis of unit variance. The
noise variance? = 0dB for all = 1, ..., M. We consider the case that= 4, G = 2 and
M = 30 with 15 users in each group. All results are averaged ove8@tte-Carlo runs.

In our simulation example, we compare the proposed ranksemnforming approaches
with the state-of-the-art approach proposed[in [52]. In. Bg, the worst SINR among
all users for different prescribed transmit powers is @digptl. Five curves are depicted in
Fig.[3.2, where the curve labeled ‘SDR upper bound’ standshfe upper bound on the
SINR provided by the SDR solutions, ‘Method 6f [52]' refecsthe inner convex approxi-
mation approach for the rank-one beamforming problem vatidom initialization as pro-
posed in[[52], ‘Method of([52] with SDR’ stands for the rankeobheamforming approach
in which SDR is employed in the initialization step and thadn approximation method
in [52] is applied only if optimal rank-one solutions are ratitained in the initialization
step, ‘Proposed (SDR+Randomization)’ refers to the prop&ei based rank-two beam-
forming approach with 100 randomization instances in each and ‘Proposed (Inner ap-
prox.)’ stands for the proposed rank-two beamforming apginowith iterative inner ap-
proximation. We set the threshold value for iteration tevamion toe = 10~%. As shown
in Fig.[3.2, ‘Proposed (Inner approx.)’ achieves slightiyproved performance as com-
pared to ‘Proposed (SDR+Randomization)’, and both curveseameclose to ‘SDR upper
bound’ and achieve better performance than all the rankappeoaches. This result can
further be observed from Fig.-3.3 in which the histogram efdbtained rank of the solution
{X5}¢_, of problem [3.2b) is displayed versus the total transmitgows shown in Fig.313,
rank-two solutions are obtained in most of the consideralsimit power values. ‘Proposed
(SDR+Randomization)’ can achieve optimal solutions for attk-one and rank-two cases,
and ‘Proposed (Inner approx.)’ performs well due to its ramk& approximation. Fig. 314
compares the convergence rates of ‘Proposed (Inner append ‘Method of [52]' when
P..ax = 10dB. We observe that both rates are almost the same, but ‘Rrdfloser approx.)’

achieves a better SINR value after the first iteration as esetpto ‘Method of([52]'.
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3.5 Summary

In this chapter, rank-two beamforming approaches are geghdo solve the multi-group
multicasting problem. In the SDR based rank-two approatienthe rank of all SDR solu-
tions is smaller or equal to two, optimal solutions can bawtgd. The computational com-
plexity of the proposed SDR based approach is not increasedmpared to the SDR based
rank-one approaches, since SDR formulations are ideritichbth SDR based rank-one and
rank-two approaches. When the largest rank of the SDR soluatiatrices is two, the ran-
domization procedure is avoided in the rank-two approastltiag in a lower overall com-
putational complexity than the SDR based rank-one appesadfurthermore, an alternative
rank-two iterative inner approximation technique is pregad Although the computational
complexity of the rank-two inner approximation technigsslightly higher than that of the
rank-one inner approximation technique, it enjoys lowemptexity than the SDR based
rank-two technique. The downlink signaling overhead ofgr@posed rank-two approaches
is slightly increased as compared to the rank-one apprea@imilar as single-group mul-
ticasting discussed in Chaptér 2, the rank-two approachmsoped in this chapter can be
extended to combine with high dimensional2) OSTBC but with a reduced transmission
rate. Moreover, the use of high dimensional full-rate nedit+ed OSTBC and QOSTBC in
multi-group multicasting is also impractical for which theason will be explained in the

following chapters.
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Chapter 4

General Rank Downlink Beamforming

With Shaping Constraints

4.1 Introduction

As a spectrally efficient multi-antenna technique, muéiugownlink beamforming has been
extensively studied in the past few years|[15/29] 55-59]th\Wie aid of CSI at the trans-
mitter, downlink beamforming can be performed at the bastost of cellular networks or

access point of WLAN networks to serve multiple co-channersisimultaneously by us-
ing spatially selective transmission. It can be consida®d special case for multi-group

multicasting that is investigated in Chaptér 3 when eachgommprises a single user.

4.1.1 Related Work

As a pioneering work in downlink beamforming, the authorfo] considered the problem
of minimizing the total transmit power subject to QoS coaistts in terms of the minimum
SINR requirements at each user. A particular form of upbtiokvnlink duality theory was
established ir [56] and under this framework the downlinkrbrming problem was solved
using a computationally efficient power iteration algamithA similar approach that exploits
uplink-downlink duality was proposed in [68], where the adwk beamforming problem

of maximizing the minimum SINR among all users subject totaltpower constraint was

45
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considered.

A different class of approaches was presented_ ii [29, 55/5€fe the downlink beam-
forming problem was addressed using conic optimizatione atthors in[[29, 57] solved
the beamforming problem by resorting to the concept of SDR poved that from the
rank-relaxed problem, a rank-one soluﬁmn always be obtained if the problem is feasi-
ble. Moreover, the authors in [65] cast the problem into amatationally efficient standard
SOCP for which the corresponding optimality conditions wagdved.

All the multiuser downlink beamforming approaches refeszhin the previous para-
graphs optimize the beamforming weights considering tidRSlequirements of the indi-
vidual users served in the network. In addition to this, $&im@ntary shaping constraints on
the beamforming weight vectors can be embedded in the dokb&amforming problem to
support a variety of requirements for different applicaig60+73]. For example, in hierar-
chical cellular networks operating under the licensed esthaccess (LSA) paradigr [74],
pico- and femtocell networks co-exist in the same frequeoeyd with the surrounding
macrocell [63=65]. Shaping constraints are used at theoiegtitbase stations to limit the
power leakage to the macrocell users [60—-62] and the poakatge to concurrent femtocell
networks [63=65]. Similarly, in the newly emerging contekphysical layer secrecy, shap-
ing constraints are applied to guarantee that the SINRs agdtesdroppers reside below
a given detection threshold such that the confidential médion can only be decoded at
the intended receiver [66—68]. Recently downlink beamfagrias been used for wireless
charging in energy harvesting communication networkshis ¢ontext, shaping constraints
are used to guarantee that the received power at the hawyesides is greater than a pre-
scribed threshold to facilitate efficient wireless chagdé©-+71]. Furthermore, shaping con-
straints are employed in multiuser downlink networks tatlittme interference power leakage
to co-channel users, e.g., in neighboring célls([72, 73].

The above mentioned SDR approach lends itself for appdicat the multi-constraint
downlink beamforming problems with a large number of addidl shaping constraints [29,

57]. However, if the number of additional shaping constsais large, the relaxation is

!By a rank-one solution we mean that the solution matriceshefSDR problem exhibit the rank-one
property.
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not guaranteed to be tight and a SDR solution with gener&l naay be obtained leading
to suboptimal or even infeasible beamforming solutionswds demonstrated in [26,127]
that when the number of additional shaping constraints peupounded by two, a rank-one
solution can always be found by applying a special rank réolualgorithm [75, 76], without
losing the optimality of the solution. In other cases, if Hwdution after rank reduction still
exhibits a rank greater than one, a suboptimal beamfornahgisn can be generated from
the SDR solution by using, e.g., randomization techniq@8s47].

In this chapter, we develop a novel approach to optimallyesdhe downlink beam-
forming problem in the case that the number of additionapsitaconstraints is no greater
than 79. We exploit instantaneous CSI knowledge at the trat@srand combine downlink
beamforming with full-rate high dimensional real-value®TBC to increase the degrees
of freedom in the beamformer design. Several works havegsexgpthe idea of combining
beamforming with STC 41,54, 78-87].

In [78], side information in the form of channel estimatesswesed to design linear
beamformers for OSTBC precoded transmission based on aipaiewor probability (PEP)
criterion. Two-directional Eigen-beamforming based oaruel mean feedback was inves-
tigated in [79] using beamforming along with Alamouti coglifi9], and the symbol error
rate (SER) criterion was employed in the beamformer desigsinAlar idea was applied
in [80] where based on the SER criterion an Eigen-beamfomasrdesigned exploiting the
knowledge of channel correlation available at the trartemiThe authors in [81] considered
the same problem as in_[78], however QOSTBC based beamforweaisgused instead of
OSTBC.

All works of [78-+81] considered the single-user MIMO scaoam the multiuser MIMO
scenario, rank-two beamforming approaches have been ggdpo Chaptel]2 to enhance
conventional single-group multicast beamforming in whichiltiple users are served on the
same frequency resource. A similar approach of the rankbeamforming was developed
for single-group multicasting using a relay network(in![84]. In Chaptef13, the concept
of the rank-two beamforming is extended to solve the mulbbg multicast beamforming

problem.
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By combining Alamouti coding with beamforming, rank-two b&arming approaches
that are proposed in Chapfer 2 and Chapter 3 outperform theestomal rank-one app-
roaches. However, the drawback associated with thesetvamkeamforming approaches is
that an optimal solution can only be obtained if the SDR sofuexhibits a rank less than
or equal to two. Otherwise, an approximate solution is olediin general. As discussed
in Chaptef 2, when the rank of the SDR solution is greater tvan ligh dimensional*$2)
OSTBC can be applied to preserve the optimality of the beamifay solution instead of
Alamouti coding. However, it is at the expense of a reducadsimission rate associated
with these OSTBCs [21].

4.1.2 Contribution

The idea of combining beamforming with OSTBC in this chapbdipofvs the ideas proposed
in Chaptef2 and Chaptert 3, in which rank-two beamformers asigyaed in combination
with the application of Alamouti coding. In contrast to trenk-two beamformer designs
in Chaptef 2 and Chaptel 3, we consider herein the downlink fmearimg problem where
each user is designed to be served by multiple beamformerbined with the use of full-
rate high dimensional real-valued OSTBC. Real-valued OSTB@@@yed in this chapter
due to its full-rate property, thus the general rank apgngaoposed in this chapter achieves
full-rate transmission as in the rank-one approaches g2[Z6and rank-two approaches of
Chaptef® and Chapter 3.

In order to combine downlink beamforming with real-valueSTBC, the effective chan-
nel vector of each user is adjusted to result in a real vectaadplying a phase rotation
procedure to which the optimal beamforming solution is proto be invariant. Due to the
orthogonality of the real-valued OSTBC, symbol-by-symbdkdgon can be performed at
the receivers and the decoding complexity is not increasexmpared to the conventional
transmission that does not employ OSTBC. The use of OSTBC sesuthultiple beam-
formers at each user and therefore multiplies the degreéeedom in the beamformer
design offering improved beamforming performance. Irggngly, the proposed general

rank beamformer design yields the same SDR formulation #seirtonventional rank-one
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beamforming approaches 6f [26]27] and the rank-two beamifay approaches of Chapter
and Chaptérl3, i.e., the beamforming problems after ramkatibn become identical.

In the case that the rank of the SDR solution is greater thanirthe conventional
rank-one downlink beamforming problem, a rank reductiarinitéque is applied to reduce
the rank [26/, 27, 88]. Similarly, in the Alamouti coding beseeamforming approaches
proposed in Chaptét 2 and Chagter 3, rank reduction is applied EDR solution exhibits
a rank greater than two. In our proposed real-valued OSTBEddasamforming approach,
the SDR solution after the rank reduction procedure is pragebe optimal for the original
problem if all ranks are no greater than eight. In the casettl@aSDR solution after rank
reduction has a rank greater than eight, randomizatiomtguhs are applied to compute
an approximate solution [33,177]. Moreover, we analyticaifove that in our approach an
optimal solution is always attainable if the number of aiddial shaping constraints does not
exceed 79, whereas in the conventional rank-one approd2h,ia7] and rank-two approach
in Chaptet 2 and Chapter 3, the maximal numbers of the shapimiraints are restricted to
two and seven, respectively. Simulation results demotesthee advantage of the proposed
general rank beamforming approach.

To sum up, the contributions in this chapter are as follows. atldress the problem of
optimal QoS based downlink beamforming in the presence adissive number of arbitrary
guadratic shaping constraints by combining linear dovkrieamforming with high dimen-
sional real-valued OSTBC exploiting CSI knowledge at thedmaitter. The beamformer
design in this chapter can be considered as a non-triviatdté extension of the Alamouti
coding based rank-two beamforming framework of Chdgter 2Gimaptef B to general rank
beamforming supporting up to eight beamformers per user.akiédytically prove that in
our approach an optimal beamforming solution can alwaysMtairmed if the number of
additional shaping constraints does not exceed

This chapter is based on my original work that has been phagig [89]. The remainder
of this chapter is organized as follows. Secfiod 4.2 intoeduthe signal model and revis-
its the conventional rank-one downlink beamforming prahldn Sectior_4.13, the system

model corresponding to the real-valued OSTBC based geratalreamforming approach
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is developed. Sectidn 4.4 formulates the optimal downliekrbforming problem invol-

ving real-valued OSTBC and provides the SDR solution. Sefi§ addresses the problem
of computing optimal beamforming vectors from the SDR soluand provides a theoretic
analysis regarding the optimality of the proposed downlismforming design. Simulation

results are carried out in Sectibn}4.6. The summary is ma8edtior{ 4.7.

4.2 Conventional Rank-one Beamforming

We consider a wireless communication system where thergehase station or access
point equipped with an array df antennas transmits independent informatioMt@ingle-
antenna receivers. Let denote the information symbol for thieh receiver with zero mean
and unit variance. In conventional (rank-one) beamfornapgroaches of [15, 26, 27,]29,
55+58], the transmitter sends a superposition of sighals”’, for the different receivers
using the respectivé/ x 1 beamforming vectorgw;},. The received signal at theth
single-antenna receiver is then given byl [57]

M

Yi = SiWZHhi + Z smwghiqtni (4.1)
——

desired signal ["=17#

J/

~
interference plus noise

whereh; andn; are theN x 1 channel vector containing the flat fading channel condgtion
and the receiver noise of varianeg, respectively. The signal model in(#.1) is similar to the
multi-group multicasting signal model in_(3.1) in Chagdten8hen each group comprises a
single user,[(311) is identical tb (4.1). The total transpuiver at the base station or access
point equalsﬁ wiw;. By definition, the SINR can be computed as the expected signal
power over tZrTe1 expected interference plus noise power.eThrer, based o (4.1), the SINR
at thei-th receiver in the conventional rank-one beamforming aggin is derived as

[w/'h|?

SINR,,; £ (4.2)

M
> [whihi? +of

m=1,m##i
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where ‘c’ refers to the conventional approach. Note 8IaR.; in (4.2) is identical to the
SINR expression if(312) in Chapfér 3 if each group consistsgifigle user. Considering a
QoS based beamforming design, we definas the minimum SINR requirement of thh
user. Then the extended downlink beamforming problem oimzing the total transmit
power subject to minimum SINR constraints for each user alttitianal context specific

shaping constraints can be formulated as([26, 27]

M
: H
{ v{,n;% Z w; W, (4.3a)
i=1 i=1
M
st > WA w, b, Vi=1... M (4.3b)
m=1
M
> WHALW, b, VI=M+1,.. M+L (4.3c)
m=1

where [4.3b) represents a well-known reformulation of tiéRSconstraints with

h;h m=1, Yim=1,...,.M
- (4.4)

—yhhi m A Yim=1,...,M

and

i ) ’ )

andL additional quadratic shaping constraints are formulai€d.3¢) for appropriately cho-
sen (as specified belowy x N Hermitian matriceA;,,,,Vli = M + 1,..., M + L;Ym =
1,..., M, that are not necessarily positive definite, with corresioag threshold$,, VI =

M +1,...,M + L. Note that the shaping constraints [in_(4.3c) are not forrmftion de-
coding purpose, while the firdt/ constraints in[(4.3b) are for information decoding purpose
Depending on the specific application under consideratienadditional shaping constraints
in (4.3¢) may take different forms (cf. [26,127]). Populaaexple applications which can be
formulated under the framework of probleim (4.3) are desctin Section 4.2]1 and Section
4.2.2.
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4.2.1 Positive Semidefinite Shaping Constraints

In the context of cognitive radio networkg,;,, £ h;h#’, whereh; denotes the channel
vector between the base station and/ttie primary user. In this case, with denoting the
upper power threshold at the primary user and choosing <, thel-th general shaping
constraint[(4.3c) takes the form

M

> Wl AW, <. (4.6)

m=1
Therefore, the interference constraint {4.6) is used toaniae that the power leakage to
the primary users is below certain threshald [60-62]. Indtwetext of femtocell networks,
h; denotes the channel vector between the base station andrleencurrent user, and the
shaping constraini(4.6) is designed to ensure that the pleakage to concurrent users in
coexisting hierarchical networks is below certain thrédfe3--65].

In the context of physical layer secrecy networks, in catia, denotes the channel
vector between the base station and ittle eavesdropper, and the shaping constraint (4.6)
Is employed to enforce that the power leakage to eavesdm@ppbelow certain threshold
[66-68].

Similarly, in the context of energy harvesting networkg,denotes the channel vector
between the base station and tké charging terminal [69=71]. In this casedenotes the
minimum power threshold to be guaranteed at the chargimginat and>; £ > is chosen.

The shaping constrairit (413c) can be rewritten as
M
> WAL W, > (4.7)
m=1

with A}, £ hhf form =1,..., M andl = M +1,..., M + L to ensure efficient wireless

charging.
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4.2.2 Indefinite Shaping Constraints

Indefinite shaping constraints can be used to perform rdlaxding, as proposed in_[90],
to reduce intercell interference in multiuser downlinkwnetks. Leth; denote the channel

vector from the base station of a given serving cell to a u$er different cell for which

the interference shall be limited. Definidy,, = Ay — Ti]:ﬁb; b, = 0, and choosing’ as

|
an appropriate interference threshold paraméeter [72Jstla@ing constrainf (4.B8c) takes the

form
wi AW, > by (4.8)

In this design the tolerable interference power inducedey-th user to then-th user de-
pends on the spatial signatuigof the co-channel user. Besides the applications mentioned
above, indefinite shaping constraints can also be used raigiea a minimum level of path
diversity in CDMA systemd[72, 73].

4.2.3 Semidefinite Relaxation

In this subsection we briefly revisit the SDR approach thatidely used to approximately
solve the beamforming problem of forin (#.3). The power mimation problem[(4.13) is
a quadratically constrained quadratic programming (QCQ@8&Blpm which is NP hard in

general([[33]. Denot&X; = w;w/, problem [4.B) can be rewritten as
M
i Tr(X;
G, 2
M
st Y Te(ApX,) b, Vi=1,.. M+L
m=1
X; =0, rank(X;) =1, Vi=1,..., M. (4.9)
The SDR technigue can be employed to solve the convex r@axaf problem [4.D) by

removing the rank constrainis [29)57]. Since the SDR smiu not of rank one in general,

rank reduction techniques are applied to obtain a solubgoréblem [(4.D) with a reduced
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rank [26/27], see also Section 4J5.1. However, in the caaeahank-one solution does
not exist, an approximate solution can be computed from e Solution using, e.g., the

popular randomization procedures as used in [77] and [33].

4.3 General Rank Beamforming

The central idea of combining optimal downlink beamformingh the concept of real-
valued OSTBC proposed in this work follows the general fraorawof Chaptef 2 and
Chaptef B in which rank-two beamformers are designed by agngpibeamforming with
Alamouti coding and making use of the CSI available at thestratier. As compared to the
rank-two approaches, we employ full-rate real-valued OS1d@@rther increase the degrees
of freedom in the beamformer design which grow linearly wiith size of the code. Extend-
ing the rank-two beamforming approach to high dimension&) (OSTBC has previously
been discussed in Chaplér 2 and Chdpter 3 as impractical doe tate penalty associated
with these codes. By applying real-valued OSTBC at the tramsmmultiple beamformers
can be used to deliver the data stream to each user whileamamng the full-rate transmis-

sion property.

4.3.1 Full-rate Real-valued OSTBC

Let X' (u) be aK x K real-valued OSTBC matrix given by [21]

K
X(u) =) wCy (4.10)
k=1
whereK is the number of symbols per block,= [u,, ..., ux]? is an arbitraryK x 1 real

vector andCy, is a K x K real code coefficient matrix. Per definition the OSTBC matrix

X (u) satisfies the orthogonality property

X ()X (u) = X(w) X" (u) = [ul[3Tx (4.11)
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which will be used in the following subsection. In this cheyptve only consider real-valued
OSTBC matrices withk' = 1,2,4 or 8 which are the only possible sizes to achieve full
rate [21]. We note that, for a complex symbol veatgithe orthogonality property in (4.111)
can only be satisfied ik < 2 [16,17]. Examples for real-valued OSTBC matrices are

RN E (4.12)

—Uz U

Uy Uz us Uy

— U2 Uq —Uy Uus
X([ul,UQ,Ug,U4]T) £ 3 (413)
—Uus Uy Ui —U2

—Ug —U3 U2 Uy

and
Uy (%) Uus Uy Us Ug Uy us
— U9 Ui Ug —Uus Ug —U; —US Uy
—U3 —Uy U1 U9 Uy us —Us —Ug
—Uy us —U2 Uy us —Uuy Ug —Us

T &
X([ug,...,usg]’) = (4.14)

—UuUs; —Ug —Uy —U8 Uy (%) Uus Uy
—Ug Us —us Uy — U9 U1 —Uy us
—ur us Us  —Ug —U3 Uy Uy U2
—ug —Uuy Ug Us —UuU4q4 —U3 U9 (751

4.3.2 General Rank System Model

Denotes; £ [si1,...,si]t as theK x 1 complex symbol vector for théth user with

K < NandK € {1,2,4,8}, i.e., in correspondence with the dimension of the realael

OSTBC matrices if(4.12)-(4.114). In this work, we employ thal+valued OSTBC structure
X (-) given in [4.10) on the complex symbol vectgr Instead of weighting each symbol by
a beamforming vector as ih (4.1), a code ma#tis;) is transmitted for each user applying

K beamformers of lengttV, denoted asv;, ..., w;x. In this case, taking a slightly differ-
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ent perspective, each of thé beams can be regarded as a virtual antenna from which the
OSTBC is transmitted. In our scenario we consider a blocknfadhannel model where the
channels remain constant ovirtime slots. The received signg). at thei-th user in the

k-th time slot is given by

M K

m=1k'=1

wheren;, is the noise of theé-th user in thek-th time slot. In a compact matrix notation, the
received signal vectoy; = [y, . .., vix|” at thei-th user within the transmission period of

K time slots is given by

M
yi = Z X(sm)Wfihi +n;
m=1

M
= X)W+ > X(sn)With; + 1
————

desired signal ~ =Lm#
interferen‘c,e plus noise
(4.16)
where
W, 2 (Wi, ..., Wig], K €{1,2,4,8} (4.17)
is the beamforming matrix, ana;,=[n,1, ..., n;x]”. Note that the equivalent system model

in (4.18) shares a similar form ds (B.7) in Chapfer 3, howetber,coding matrix and the
number of beamforming weight vectors for each user arerdiffie We assume that the noise
vectorn; at thei-th receiver is zero mean spatially and temporally whiteudar complex

Gaussian with covariance matiiXI;. The above system model can be reformulated in the
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following equivalent form[[16]

m=1
M
= X(W/h)s;+ > X(Wlhy)s,, +1y (4.18)
m=1,m#i
where
~ A T
Yi = [?Jﬂ,—yz‘2,-~7—ym] ) (4.19)
M
i 2 ) X(Whhy)s,, (4.20)
m=1,m##1i

~ A T
n;, = [nﬂ,—niz,---,—nm] . (4.21)

Note that [[4.18) has a similar form ds (3.9) in Chapler 3. Ireoitd implement full-rate
transmission and symbol-wise decoding for each user, tde amatrix X (Wh;) has to
exhibit the orthogonality property (4111). This howevegquies that the virtual channel

vectors{ Wih;}M become real-valued, i.e., the condition
WHh; e RY, Vi=1,....M (4.22)

holds. We remark that in gener$¥ 1, is not real-valued fom # i, and thus¥ (W h,)
does not necessarily satisfy the orthogonal propertj ibl{4. In the following, we derive
explicit expressions for the SINR of the symbols receivethatdestinations under the as-
sumption that condition (4.22) is satisfied and that sigrsardetection is applied at the
receivers.

For an orthogonal matrix’ (W#h;), i.e., with Wh, satisfying [4.2R), the transmitted
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symbol vector can be equalized as

1

§ = X (W),
IW{h;]13

1

Si + s
IW{h; |3

XH (W) + iy). (4.23)

Based on[(4.23), the covariance matrix of the received ietterfce contained i is given

by

1 ey
R = WXH(thi)E{lilf}X(thi)

1
B — XH(WHQ,) X (WHh;,

X (W hy) X (WiTh;)] (4.24)

M

and the covariance matrix of the noisesiris given by

1 -~ ~
REN) = WXH(WZth)E{HZHZH}X(WZth)

o2
= —HWf;hz'H%IK (4.25)
In the rank-two beamforming approach in multi-group malsittng in Chaptetr|3, the orthog-
onality property of the Alamouti coding matrix can be strafgrwardly applied to facili-
tate the calculation of the interference power. Howevas, iginot the case for the general
rank beamforming approach, becau$eW ’h;) does not necessarily satisfy the orthogonal
property form # i which results in the complicated structureRf) in (4.24). In order to

compute the interference power based[on (4.24), we intethefollowing lemma.

Lemma 4.1. Assume that) andw are a real and a complex vector both with the dimension
K x 1, respectively. Leb & X (1)) X (w) X (w)X (1)) whereX (-) isa K x K real-valued
OSTBC structure that fulfil§ (4.111). Then

(@] = [Wl3llwl; YE=1,....K (4.26)
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where[®],,. is thek-th diagonal element of the matrik.

Proof 4.1. Let X (w) £ Q, + jQ, whereQ; and(2, are real orthogonal matrices from the
definition of ¥ (w). Then

X(w)XH(w) = (QlﬂlT + 929’5) + j(ﬂzﬂlT — Q1QZT)

= [lwl3Ir + (2927 — 2:19;). (4.27)
Hence
P = [wlX7 ()X () + X7 () (0] — 22X ()
= ¥l2lwliRlx + X" (4)(2:9] — Q) X (3)). (4.28)

Since® is a Hermitian matrix andt’(v)) is a real matrix X' () (Q.,Q7 — Q. Q1) X (v) is

a skew symmetric matrix, i.e., its elements on the main diagare zero. Then the equation

(4.28) holds. O

Substituting the real-valued vectgr= W h, and complex vectap = Wxh; in (£.24)
according to[(4.22), and applying Leminal4.1, the interfeegmower of the-th user in the

k-th time slot can be expressed as

M
1
|
R = WAL > IWih3. (4.29)

m=1,m%#i

With (4.28) and[(4.29), the SINR corresponding to symbpis given by

E{Siksjk}
R + RNV

W ;|2

> Wil +o?

m=1,m%#i

SINR(sy) 2

Note that the SINR expression in_(4130) is independent ofithe indexk. Therefore, the
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SINR for thei-th user is identical for all symbols in the OSTBC block andigiven by

W h |5

SINR; 2 (4.31)

> IWihill5 + 07
m=1,m##i
which exhibits a similar structure as the SINR expressioifi7) in Chaptel]3. For sim-
plicity of presentation, the SINR constraints in the gehexrak approach can be written in a
similar form as in the rank-one beamforming approactioffy.iGe.,
M
> Tr(AmW Wb Vi=1,....M (4.32)
m=1
whereA,;,, is defined in[(4.14).
Since each symbol appears only once in each row of the codexmas; ), cf. (4.12)-

(4.14), the transmit power towards théh user in the:-th time slot can be computed as

Py = E{efX(s) WIW,x"(s;)e;}
= Tr(W,E{X"(s))erel X (s;)}WH)

= Tr(W,WH) (4.33)

whereey, is the k-th column of theN x N identity matrix. Similarly we observe that the
transmit powerP;; is identical in all K time slots. LetP, = P, represent the transmit
power towards the-th user in each time slot. Then the total transmit power chéane slot

amounts to
M M

d P => Tr(W,W/). (4.34)

=1 i=1

With multiple beamformers designed for each user insteaa sihgle one, the additional
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shaping constraints ifi (43c) can be expressed as

H
Wm

]~

kAlmek
1

M= 1]
i

Tr(WHZA,,W,,)

3
Il

Tr(Ap, W, W > by Vi=M+1,..., M+ L. (4.35)

NE

3
1§

4.4 The Power Minimization Problem

In this section, we consider the problem of minimizing th&aktaransmit power per time
slot subject to SINR constraints at each user and additglvgling constraints on the beam-
formers. Taking into account that accordingfo (4.22) tmuai channel vectorSW 7h,} M
must be real-valued in order to satisfy the orthogonaliyperty for simple decoding, the

optimization problem is formulated in the following form

M
min Tr(W,WH (4.36a)
(Wi, ; ( )
M
st Y Tr(ApW, Wb V=1, M+L (4.36b)
m=1
Whih, e RF, Vi=1,...,M. (4.36¢)

We remark that as a special case, the Alamouti code can be@yaadh our proposed scheme
without the need of imposing the constraint (4136¢), sifee Alamouti code satisfies the
orthogonality property of(4.11) for an arbitrary compleectoru while achieving full rate.
In this case the proposed scheme becomes similar to thetwenkehemes proposed in
Chaptef®2 and Chapter 3.
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4.4.1 Phase Rotation Invariance Property

To solve the probleni(4.86), we first consider a relaxed pmbdf (4.36) by removing the
constraints[{4.36c¢)

M
. H
uin, ; Tr(W, W) (4.37a)
M
st > Tr(ApW,WiH) b V=1, M+L (4.37b)

m=1

Let Wr £ [Wi*p . ,W;K} foralli = 1,..., M denote an optimal solution df (4137). Then

we can perform the phase rotation fW:}%, according to
WrEW:e, Vi=1,...,.M (4.38)
where the diagonal matr®; is given by
0, £ diag{ exp(jZ(wi'hy)), ..., exp(jZ(wiih))}. (4.39)

Since{ W} satisfies all the constraints in(4136), including constr@.36¢), it is a fea-
sible solution to the unrelaxed problem (4.36). As the toismit power associated with
{W?}M 'is the same as that associated with the optimal solut\#f}.,, we conclude
that{W/*} is an optimal solution to the original problem{4.36). Inetkwords, relaxing
the real-valued requirements expressed in constrai@6¢}in the beamforming problem
(4.386) results in an equivalent problem. An optimal solutior the original problen({4.36)
can always be computed from the solution of the relaxed prodd.3T) by applying the
phase rotation proposed {n_(4138). Therefore, without tdggenerality, we can solvé (4.137)
for solving [(4.36). We remark that real-valued OSTBC can hgiag in downlink beam-
forming since the virtual channel vectors for all the usarsfoe adjusted to be real vectors by
performing phase rotation. However, real-valued OSTBC otha applied in single-group
multicasting in Chaptéd 2 and multi-group multicasting in ptes(3 following the same way,

because in both applications multiple users are served bynanon beamforming matrix on
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which the phase rotation can only adjust one virtual chameetior to be a real vector.

4.4.2 SDR Approach

Let us define the variable transformation
X; 2WWH vi=1... M (4.40)

The transformation in{4.40) is similar tb (3]122) in Chapfeti® difference lies in the di-

mension of the beamforming matrices. Substituiagn (4.36) and adding the constraints

X; =0
(4.41)

rankKX;) < K, Vi=1,...,.M

to ensure that the transformatidn (4.40) exists, probleBilj4converts to a rank constrained
SDP problem

M

{)r(x}i% 1 2_1: Tr(X,) (4.42a)
M

st Y Tr(ApX,) b, Vi=1,.. M+L (4.42b)
m=1

X; = 0, (4.42¢)

rankX;) < K, Vi=1,...,M. (4.42d)

We remark that probleni (4.42) is identical to probléml(4@ept for the rank constraint.
While in the latter problem the optimization varialXe is restricted to the set of rank-one
matrices, in our proposed formulatidn (4.42) the rank ofrttagrix must not exceefl’. This
shows that the feasible set of our proposed beamformingappris greater than that of the
conventional one.

Since the rank constraints in (4.42d) are non-convex, we@nipe SDR approach [57]

to obtain a relaxed convex optimization problem in whichrduek constraints ir (4.42d) are
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omitted,

{)r(n;% 1 ; Tr(X,) (4.43a)
M

s.t. Tr(Ap X)) > b, Vi=1,...,M+L (4.43b)
m=1

X; =0, Vi=1,...,M. (4.43c)

For later reference, we also provide the Lagrange dual erolif (4.48) which has the

following form [26]

M+L

max Z by
=1

{3l "
M+L
st Zi=1-> nA;=0 Vi=1...M

=1

M0 Wi=1,...,M+L (4.44)
where
> if >;is >
>r £ unrestricte if >, is= . (4.45)
< if >;is <

Note that, according to our previous observation, problém3) is identical to the SDR
of the rank-one beamforming problefn (4.9). Therefore, th@pmutational complexity of
solving the general rank beamforming problem does not riffam that of the rank-one
and rank-two schemes discussed in Chdgter 2 and Chapter 3is This to the observation
that the computational complexity of the proposed genemak mpproach mainly consists
in solving [4.438), which is the same as in the rank-one ank-tan approaches. Problem
(4.43) belongs to the class of separable SDP problems [P&r@i7can be solved efficiently
using solvers such as CVX[43,91]. DendfX:}, as an optimal solution to the problem

(4.43). Then we can apply the rank reduction algorithm psepan [26] and([27] with the

2j.e., the constraint is omitted.
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input {X:}, to reduce the rank of the optimal solution. A detailed dgsizm of the rank

reduction procedure for general rank matrices is provide®eictiorf 4.5]1.

4.5 Beamforming Matrices Generation

In this section, we derive a sufficient condition on the maximnumber of shaping con-
straints under which a solution tb (4136) can always be obthifrom the SDR solution.
In this context, we adapt the rank reduction algorithmof| [#57] with modified stopping
criteria for its application in general rank beamformindpnen we address the issue of deter-
mining the smallest code dimensidn for all downlink users based on the output of the
rank reduction procedure. In the case that a SDR solutien tifé rank reduction procedure
has a rank greater than eight, a randomization proceduregped to obtain a suboptimal
solution to the probleni(4.86).

45.1 Rank Reduction Procedure

The rank reduction procedure for general separable SDProf (4.9) has been proposed
in [26,[27] for the rank-one beamforming problem. It is effee to reduce the rank of the
output solution to one in solving the optimal beamforminglpem when its SDP relaxation
always exists a rank-one solution. However, when the radkaton procedure in [24]
is applied in the general rank beamforming problem, it mayp stnd return a higher-rank
solution even though the rank can be further reduced. By grmga modified stopping
criteria, the rank reduction procedure is applied in ouragph to compute a solution whose
rank cannot be further reduced from any optimal solutiofdof3).

Let {X:}M, denote a solution of the SDR problem (4.43) g} ", {Z}M)) the
corresponding solution of its dual problelm (4.44). The naduction algorithm successively
reduces the rank of the solutidiX;}}, as follows. Introducing the factorizatiok: =

Q.QH where rankX?) = rankQ;) = K;. Starting from the given solution, the algorithm
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solves the following homogeneous system of equations sporeling to[(4.43b)
M
S THQEAWQnAL) =0 VI=1,....M+L (4.46)
m=1

whereA,, € CKmnxEm represents an unknown arbitrary Hermitian matrix. The nemad
real unknowns in[(4.46) equaE rank’(X*), whereas the number of equations[in (4.46) is
M + L. Hence[(4.46) must admlt a nontrivial solution when thedielhg inequality [26, 2]7]

M M
D rank(Xp) =Y K} <M+L (4.47)
is violated. A solution{X;}¥ | that exhibits a reduced rank can then be computed as

1

Xz = Q;(I— Ai)Qf{ Vi=1,...,M (4.48)

(5max

whered,,., is the largest eigenvalue of all the matrices{d;}}, that satisfy [4.26).
is simple to show tha{X* ", computed in[(4.48) also satisfies the Karush-Kuhn-Tucker
(KKT) conditions [26]

M - ~
) Primary feasibility > Tr(A;, X%, ) > b, X% =0

m=1

i) Complementary slackne$s(X*Z*) = 0.

Note that the Lagrangian multipliefg; }2 =, {Z:}}, and the optimal value of the dual
problem are not changed with the rank reduction procedutaus The zero gradient con-
dition and the dual feasibility condition are always saddfi Furthermore we observe that
from the complementary slackness conditions, the Lagamgiultipliers for{X* 1, are
the same as the multipliers f¢&X*}»,. Hence{X:}¥ is optimal for the relaxed prob-
lem (4.43). Note that due to the rank reduction stef_in (4.48)east one of the solution
matrices (i.e., the solutiof(; corresponding to the homogeneous solutidonthat exhibits
the largest eigenvalue) has its rank reduced, while thesrahkhe other solution matrices
do not increase. This implies that the left hand sidd_of (fréduces. The above steps are

repeated by assigningK*}, to be a new input of the algorithm until the inequalffy (2.47)



4.5. Beamforming Matrices Generation 67

is fulfilled. However, in our approach the rank reductionqadure is stopped after the max-
imum number of iterationmaxiter is reached. The modified stopping criteria ensures that
the ranks off X}, cannot be further reduced wheraxiter is set as

M

maxiter = ) " rank(X;) — M (4.49)

=1
which always ensures that in the ultimate case a rank-ongi@olcan be obtained. It rep-
resents the maximum number of iterations that can be caoué¢dbefore the internal exit
criteria of the algorithm must apply. Note that at each tieraa homogeneous system of
linear equations is solved, and one matrix decompositiahcare singular value decompo-
sition need to be carried out. However, compared with thaepation problem[(4.43), the
operation cost of the iterations is negligible. The rankutibn procedure is summarized in
Algorithm[4.].
Input {X*}  an optimal solution to the problem (4143),

{Alm}mzl ..... M;l=1,....M+L»
maxiter maximum number of iterations;
Output {X:}M, such that the rank of any of the matricgX* } M,
cannot be further reduced;
while Number of iterations< maxiter do
Decompos&? = Q,QY Vi=1,...,M;
Find a non-zero solution of the equation (4.46);
if (4.48) does not admit a nontrivial solutitimen
break
else
Let . = maxlgngmﬂ(Sm} whered;; is thel-th eigenvalue ofA;;
SetX; = Q;(I jﬁllﬁMAi)Q{f Vi=1,...,M;

6max

end if

end while

Algorithm 4.1: Rank reduction procedure
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4.5.2 Number of Additional Shaping Constraints

Next, we derive conditions on the number of additional shgmonstraints and the code
dimensionk of the real-valued OSTBC for which optimal beamforming solucan always

be obtained. These conditions are stated by the followinmgria.

Lemma 4.2. Assume that the relaxed problg#h43)and its dual(@.44)are solvabIE and
that the condition

L<(K+1)2-2 (4.50)

is satisfied, then there always exists an optimal soluX¢for problem(4.43)with rank (X¥)
< Kforali=1,..., M.

Proof 4.2. We follow a similar line of argument as in [26] and prove Lenia by contra-
diction. Assume thaf(4.50) is satisfied and there existstaixi¥’ with rank(X3%) > K for
some; such that the matriceSX;}, satisfy [4.4Y). We observe that none of the matrices
{X*}M, are zero matrices, as otherwise at least one of the SINRredntstin [4.32) would

be violated due to the positive semidefinitenes§Xf} ., and the definition of A, }}'},_,

in (4:4). Hence all the matricgX:}, must have a rank greater than or equal to one. Then

M (a) 5 (b)
D rank(Xp) > M -1+ (K+1)° > M+ L (4.51)

i=1

where strict equality holds in(4)” if and only if there areM — 1 rank-one matrices in
{X*}M and the last matrix has rank + 1, and the strict inequality in(b)” follows from
(4.50). The inequality((4.51) however contradicts our egstion that [4.417) is fulfilled.
Hence all the matrice§X;}, must have ranks less than or equalfo We conclude that
the maximum number of additional shaping constraintsr which a rank less than or equal

to K can be obtained is given by

L=(K+1)?-2 (4.52)

3“solvable” means that a bounded optimal value of the optatign problem can be obtained[26].
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Lemma[4.D indicates that we can always find an optimal salutigoroblem [(4.36) by
using the SDR approach and the rank reduction procedureledin Algorithm(4.1 if con-
dition (4.52) is satisfied. Frorh (4.52), we can calculatenttaximum numbers of additional
shaping constraints for different choicesife {1,2,4,8} as listed in Table4]1 such that
an optimal solution to problenl (4.36) can always be obtainkd observe from Table 4.1
that our proposed scheme can accommodate a maximum numBb@raofditional shaping

constraints which corresponds to the choice of the coderSior K’ = 8.

Number of beamformers Number of additiona
per userk’ shaping constraints
1 2
2 7
4 23
8 79

Table 4.1: Number of additional shaping constraints

Since a smaller code size of the real-valued OSTBC matrixteesua shorter decoding
latency at the receiver side, we seek to obtain the smalsevof K for all downlink
users based on the output of the rank reduction procedurégorithm[4.1. If the updated
{X:}M, after the rank reduction procedure satisfigsk(X;) < 8foralli = 1,..., M, then

the smallest numbek is chosen fromi € {1, 2,4, 8} such that
K >rank(X?) Vi=1,...,M. (4.53)

Note that whenank(X?) < K, e.g.,rank(X}) = 3 and K = 4, rank(X}) beamformers
are used to transmi’ symbols inK time slots using théd x K real-valued OSTBC. The

corresponding beamforming matrices are then obtained as
W7 = [Q;, Onx(k—rank(x)] Vi=1,...,M (4.54)

whereX: = QiQf{ with Q; € CNxrank(X}),
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45.3 General Rank Randomization Procedure

In the case thaf{4.50) is violated and if at least one of thezices in{X:},, after rank re-
duction, exhibits a rank greater than eight, then the fabhgwandomization technique which
involves a linear power control problem can be applied toegate a feasible but generally
suboptimal beamforming solution for probleimn (4.36). Ndtattin practice this randomiza-
tion procedure may not be relevant as the number of consraralready very large for
which optimal rank-eight solution matrices are obtainedhe Tandomization procedure is
introduced in this chapter for completeness.

Similar as the randomization procedure proposed in Chaprd2Chaptef]3, let us

decompose the matricéX: 1}, into
Xy =UxUf vi=1,... M. (4.55)
The corresponding beamforming matridéd,}/, are then randomly generated as
W, 2 [Wiy, Wio, ..., Wis) = USIPA;, Vi=1,... M (4.56)

where A; is the N x 8 matrix whose elements are drawn from an i.i.d. complex eircu
lar Gaussian distribution with zero mean and unit variaridete that the instances of the
beamforming matrice§W,}£, generated in[(4.56) are generally not feasible for problem
(4.31), because the randomization procedure is invokegdwainén the number of constraints
is very large and it can be very difficult for randomly genedasamples to satisfy all of
the constraints. In order to compute a feasible solutiom wgatial characteristics corre-
sponding to{W,},, a power control problem is solved. Letpi; be the power scaling
factors corresponding to the beamformers forall: = 1,..., M andj = 1,...,8. De-

fine p;; = Tr(v‘vijv‘v{j) and ¢;;; = Tr(AlixTvijv‘vg), then the power control problem can be
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formulated as

.....

G=1,...8 i=1 j=1
M 8
st > Y G Bib, V=1, M+L (4.57)

i=1 j=1

M 8
P E E pL] ng

which is a linear programming problem. The randomizatioocpdure is summarized in
Algorithm[4.2, whereP; £ diag{,/pi1, . . ., /Pis} is the power scaling matrix corresponding

to thei-th beamforming matrix.

Input {X;}}, with ranks greater than 8 for some

N:iang NUmMber of iterations,

Pop optimal value of the power control problem:;
Output {W,P;}M, beamforming matrices of the problem(4.43);
SetK =8, Popt = +Inf;
for £k = 1to Nyangdo

ObtainW, according to[(4.56);

Solve the power control problem (4157);

if The optimal value ofl(4.57) is less thad®y, then
Set Pyt to be equal to the optimal value and
store the scaled beamforming matridé¥; P;} 4, ;

else
Discard the matrice§W, }/,;

end if

end for

Algorithm 4.2: Randomization procedure

With the rank reduction procedure in AlgoritHm 1.1 and thed@mization procedure
in Algorithm[4.2, a solution to probleni_(4.86) can be compufallowing the procedure
summarized in Algorithri 4]3.

4.6 Simulations

Four simulation examples are provided to demonstrate th®npeance of our proposed

downlink beamforming scheme with a large number of add#i@haping constraints of



72 Chapter 4. General Rank Downlink Beamforming With Shapings@aimts

Input {X:}*  an optimal solution to the problem(4143);
Output {W?}M, beamforming matrices of the problem(4.36),
K number of beamformers per user;
if rankX;) > 1 for somei then
Apply Algorithm[4.] to obtain the rank-reduced matrigéé; } 2 ;
end if
if rankX?) <8Vi=1,...,M then
ChoosekK to be the smallest number out ff, 2, 4, 8}
suchthatrankX?) < K Vi=1,..., M,
Decomposg X*} to obtain{ W;}¥, using [4.54);
else
Apply Algorithm[4.2 to obtain suboptimal beamforming me&s{W:} ;
end if
Rotate matrice$§ W7}, if necessary according tb(4122).

Algorithm 4.3: Summary

different types. The base station is equipped with a unifon@ar array (ULA), and the
transmit antennas are spaced half wavelength apart. Tee powers of the downlink users
in all examples are assumed todge= —10dB for alli = 1,..., M. We also declare that
rankXr,) = ¢ if the (¢ + 1)-th largest eigenvalue is smaller tha1% of the sum of all

eigenvalues.

4.6.1 Examplel

In the first example, we consider the design of downlink b@amérs with external wireless
charging terminals. The number of antennas at the baserstati2 (N = 12). Considering

a LoS transmission scenario, three downlink ugéds= 3) connected to the base station
are located at directiorts = —5°, 6, = 10° and#d; = 25° relative to the array broadside of

the serving base station. There apecharging terminals, which are centered around

Oy 14 = [ — 80°, —75°, —70°, —65°, —60°, —55°,
— 45°,—35°, —25°, —8°, —2°] (4.58)
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and

25 = [12°,18°,35°, 45°, 50°, 55°, 60°, 65°, 70°, 75°, 80°] (4.59)

.....

relative to the serving base station under considerationafFdownlink users and charging

terminals, the spatial signatures are modeled as
. . . . T
h(8m> = |1, egﬂ'Sln(Gm)7 o ’6J7T(N—1) sin(fm, ) Vm = 1,... ’25 (460)

i.e., the path loss of all downlink users and charging teatsirs identical[[26]. To make our
simulation results more meaningful, we randomly vary theatmns of the downlink users
and the charging terminals in different Monte-Carlo rures, the angles of departure at the

base station are simulated as
0, =0, +A0, Ym=1,...,25 (4.61)

where the random variationsd,,, are drawn from a uniformly distributed within the inter-
val [—0.25°,0.25°]. We use the additional shaping constraints[in (4.43b) tairengrede-
fined charging power levels at thieh charging terminal in each time slot whefg,, =
h(6)hf(6,) forallm = 1,..., M andl = 4,...,25. We set the minimum power threshold
b, to be5dB for each charging terminal ardel = >. The SINR targets; at the individual
downlink users are varied betweedB and10dB. The simulation results are averaged over
300 Monte-Carlo runs. In each run, the number of randomizatistances is set t800
for all approaches if necessary. Specifically, for the rank-beamforming approach, the
randomization procedure needs to be performed if the raak lebst one solution matrix of
the relaxed problend (4.43) after rank reduction exceedsemethe rank-two beamforming
approach, the randomization procedure is carried out ifdhé& is larger than two. For the
general rank beamforming approach, the randomizatiorepitre should be used if the rank
is larger than eight.

The ranks of the solution matrices of the relaxed proble@3¢after the rank reduc-

tion procedure are plotted in Fig_#.1. According to the etlirank property provided in
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Figure 4.1: The ranks of the matricXy (left bar), X3 (middle bar), X} (right bar) after the
rank reduction procedure.

Table[4.2, the code dimension is selectedkas= 4. It can be analytically proven from
a power scaling argument that problem (4.43), in the caseowkp charging constraints,
is always feasible for all approaches. In Hig.]4.2, we digpiee total transmit power per
time slot at the base station versus the SINR for differept@gches. As shown in Fig. 4.2,
the proposed general rank beamforming approach outpesftitencompeting approaches in
terms of transmit power. In the low SINR region, the gap betwe rank-one and rank-two
approaches and the proposed approach is large, becausmasisirig.[4.1, most of the so-
lution matrices are of high rankx(2) and thus the suboptimal randomization approximation
is performed in the rank-one and rank-two approaches. Iitje SINR region, the gaps
between different approaches decrease because as shoigri4dli-the percentage of rank-
one solution matrices increases which results in an ineceasmber of optimal solutions

for all approaches.
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Figure 4.2: Total transmit power per time slot at the bastosta

4.6.2 Example 2

In the second example, we consider the downlink beamformegigd according to problem
(4.43) for beam pattern (BP) with smooth and flat sidelobe®tluce the interference to
co-channel users. We assume that in our simulation sceth&rioase station consists f
antennag N = 18). In this simulation the locations of three downlink uséi$ = 3) are
the same as in the previous example, g.= —5°, §, = 10° andf; = 25°. The SINR
thresholds of downlink users are setito= 10dB. Moreover, we assume that nineteen co-
channel users connected to a neighboring base stationeseryrin the scenario, which are

located at

fir....10 = [~89.375°, —80°, —70.625°, —61.25°, —51.875°,
— 42.5°,—33.125°, —23.75°, —14.375°,2°,3°, 17°, 18°,

34.375°,43.75°, 53.125°, 62.5°, T1.875°, 81.25°]. (4.62)
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The channel propagation model is the same as definéd i (4T&@)interference power at

the direction; relative to the base station in each time slot can be written a

M
Flg) = Tr(AgsaymXm) (4.63)
m=1
whereA 3y, = h(y;)h(u;) forallm =1,...,3andj = 1,...,19. In our beamformer

design, the interference power is upper boundet; by = —10dB and>,,; =<forall j =
1,...,19. In addition to these constraints, we guarantee that tlegference power at the
directiony; attains a local minimum value by adding interference déxigaconstraints, i.e.,

the interference in the vicinity of the constraint direasaemains approximately constant if

df (u; d? f(p;
—eag—f%) <e¢ and f(/jj) >0
dp; dp;
Vi=1,...,19 (4.64)
where the threshold is set¢p = 1077,
d _ M
];(,u]) - Z Tr(A(j+3)me>7 Vj=20,...,38 (4.65)
’ui m=1
and
Cf() :
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are satisfied, forabth =1, ..., M,

( - (s
TUIDH (15) + () PV =20,...,38

- H _
TUDR (1) + h(uy) P Vj=39,...,57
A 3)m — ! J (467)
G+ d2hH(,u3) d2h(,u3) I
h(p;) =52 + b )+
Y dhH (-
o T ) Vj =58,...,76

\" duz  dpy 7

€, Vj=20,...,38

bjts = —eq,, Vj=239,...,57 (4.68)
0, Vj=58,...,76

, Vj=20,...,38

Dis=9> Vj=39,...,57 (4.69)

> Vj=58,...,76

\

with 5 £ j mod 19, i.e., the remainder of divided by 19. The received sum power at

directiond relative to the base station, referred to as the sum BP, isadkéia

> (o)W, |13 (4.70)

whereW? is the rank reduced solution given [n_(4.54).

The BPs are presented in Fig.14.3, and the rank propertiesecfdlution matrices are
provided in Tabl@4]2. Note that there is a total numbéitaidditional shaping constraints in
this simulation. According to Lemnia 4.2, we can find an optiseution to the optimization
problem [4.4B) with the rank less than or equaBtby using the rank reduction procedure
discussed in Algorithri 411. Based on the results in Tablewle2select the code dimension
K =4.
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Figure 4.3: User BPs and sum BP with smoothed and suppresstobsd.

X1 X5 | X3
Original rank in[4.4B)| 14 | 15 | 15
Reduced rank 2 13| 4

Table 4.2: Rank property before and after applying rank reda@lgorithm.

As shown in Fig[[4.3, the proposed approach is capable ohgapith a large number of
additional shaping constraints. Furthermore, as listetalile[4.2, the ranks of the solution
matrices have been significantly reduced which demonstinateffectiveness of the rank

reduction procedure.

4.6.3 Example 3

The same scenario as in Examples considered to perform a comparison between our
proposed approach with the conventional rank-one and aolkapproaches. All location
parameters remain unchanged. Furthermore, we assumd tvadlas of departures are also
subject to variations in different Monte-Carlo runs, which defined in the same way as in

Example 1. The required SINRgs at the downlink users are uniformly varied betwéeiB
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Figure 4.4: The feasibility percentage of all approaches.

and5dB. The results are averaged over 300 independent Monte-@ar$oand the number
of randomization instances in each run is sei @0 for all approaches if necessary. The
feasibility percentage of all approaches is displayed qm[&i4. From Figl_4l4, we observe
that the proposed approach is always feasible for diffe@@NR thresholds. In contrast to
this, the feasibility of the rank-one and rank-two apprasctiecreases with increasing SINR
thresholds. This demonstrates that our proposed appr@ech Wider feasibility range com-
pared to existing approaches. The ranks of the solutioniceatiof the relaxed problem
(4.43) after the rank reduction procedure are plotted inEfy. As shown in Fid. 414, when
~; < 3dB, all three approaches are feasible. This is due to thetfattrt this case, as shown
in Fig.[4.3, rank-one solutions are obtained for all appheac In other words, optimal solu-
tions are obtained for all approaches and thus the perfarenaotained from all approaches
is identical. Therefore, whet; < 3dB, the code dimension for our proposed method is
chosen ag< = 1. In contrast to this when; > 3dB we observe from Fid. 4.5 that the rank
of the optimal solutions takes different values in the rabhgeveen one and five. Thus in
contrast to the rank-one and rank-two beamforming appemidta rank larger than two is

obtained, our proposed approach retains the optimalitygutg and yields feasible solutions
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Figure 4.5: The ranks of the matricXy (left bar), X3 (middle bar), X} (right bar) after the
rank reduction procedure.
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while the competing approaches yield suboptimal solutmneven become infeasible for
~; > 3dB.

4.6.4 Example 4

The aim of the fourth example is to demonstrate the intenfs#goower suppression at each
co-channel user to a fraction of its maximum value. In thigregle the concept of relaxed
nulling is used to formulate the additional (indefinite) gimg constraints for interference
power limitation [72]. The base station under considerattoequipped with a ULA of 15
antennas that are spaced half wavelength gpéart 15). Three downlink users served by
the base station are locatedbat= —15°, 6, = 5° andfs; = 25° relative to the base station.
We assume that twenty two co-channel users served by neighbmase stations are present
in our scenario which are located at the same position ds.58)Y4nd [(4.59). We set the
SINR thresholds to the same value as in ExandpleSimilarly, the spatial signatures are

modeled according t¢_(4.60). We limit the interference poteehe coexisting users by the
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following constraints

Tr(h(6;)h(0;)"X;) < Bl[h(8;)|5Tr(X;)
Vi=1,...,3, Vj=4,...,25 (4.71)

wheres < 1 is an interference constraint parameter. The above camstaan be reformu-
lated into the form ofi(4.43b) where, for ail, m =1, ..., 3,

5||h(0j)||31 - h(Qj)h(Qj)H, m=m

A 22(m—1)+j)m = (4.72)
07 ﬁ’L 7& m

Y (4.73)

Do =>, Vn=1,... 66:¥j=4,... 2. (4.74)

We note that the matrid,, is either zero or indefinite for all=4,...,69,m = 1,...,3
and there is a total number 66 additional shaping constraints in this simulation. In the
simulation,$ is chosen to b@.5%. In this example, the code dimensishin the proposed
approach is chosen &s = 4 because the rank of optimal solutions takes different \wine
the range between two and four. As shown in Eigl 4.6, thefertance power at the locations

of the coexisting users is limited to a reasonable level.

4.7 Summary

In this chapter, we propose a general rank beamforming apprtor the multiuser down-
link beamforming problem with additional shaping consttai The general rank approach
increases the degrees of freedom in the beamformer desigsity high dimensional full-
rate real-valued OSTBC. In our proposed approach, an optiotatien can be obtained
when the ranks of all SDR solution matrices are less than oaletg eight after the rank
reduction procedure. Moreover, in our scheme an optimatiswl for the original problem
can be found when the number of additional shaping conssrariess than or equal ©.

The range of applications for our proposed beamformingreehis hence much wider than
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Figure 4.6: User BPs and sum BP of downlink beamforming prolslebject to interference
power constraints.

that of the conventional rank-one and rank-two approachkisough our proposed general
rank beamforming approach is associated with a slight as@én the signaling overhead as
compared to the rank-one and rank-two beamforming appesac¢h general the computa-
tional complexity of the general rank approach is lower ttiaat of the rank-one and rank-
two beamforming approaches, because SDR formulationsdargical for all approaches
whereas the randomization procedure is avoided in the geratk approach if the rank of

all SDR solutions is no greater than eight.



Chapter 5

Long-term General Rank Downlink

Beamforming With Shaping Constraints

5.1 Introduction

The rank-one beamforming problem of minimizing the totahsmit power subject to SINR
constraints and additional shaping constraints has beestigated in[[26,27,72,73]. As a
massive number of constraints is incorporated, the degifdesedom in the rank-one beam-
former design can be rather deficient which may cause then@attion problem either to
be infeasible or be difficult to solve optimally. To increake degrees of freedom in the
beamformer design, a general rank beamforming approadiomgped in Chaptéd 4 which
combines beamforming with full-rate high dimensional realued OSTBC and it outper-
forms the conventional rank-one approaches and rank-tywomaphes proposed in Chapter
and Chapter]3. The general rank beamforming approach in &g designed based
on the assumption that instantaneous CSI is available atahsnitter. However, instanta-
neous CSI can be difficult to acquire in practical cases. In Bpflems, instantaneous CSI
needs to be fed back from the users to the base station forfesiency band resulting in
a prohibitive signaling overhead especially in fast fadingnarios [29, 58]. Since statistical
CSI describing the long-term channel characteristics, eagariance based CSI, changes at

a significantly lower rate as compared to the instantaneousd@§ infrequent feedback

83
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from users is required. Therefore, the use of statisticali€§énerally more practical.

In this chapter, we propose a non-trivial extension of theegal rank beamforming app-
roach proposed in Chap{ér 4 to the case when covariance baseda@8ilable at the trans-
mitter. We consider the problem of maximizing the minimurNRIamong all users while
satisfying the total transmit power constraint and adddicshaping constraints. The key
problem associated with the general rank beamforming @ghran Chaptell4, when it is
applied in the case of covariance based CSlI, is that due tdo#enee of instantaneous CSI
at the transmitter, the orthogonality of the code matrixha equivalent channel can not
be guaranteed and thus inter-symbol interference is pregeich results in performance
degradation in terms of significantly increased SER. To aidtkis issue, a new general
rank beamforming approach is developed in this chapterlt@ gsbe downlink beamform-
ing problem by combining downlink beamforming with fullteaQOSTBC. Instead of the
real-valued OSTBC employed in Chapér 4, QOSTBC is used in trapter because the
inter-symbol interference in QOSTBC induced by the orth@dionloss of the coding ma-
trix can be made much smaller than that in the real-valuedBZISTA new phase rotation
procedure on beamformers associated with QOSTBC is destgrestsure that the average
inter-symbol interference is eliminated and correspogigia simple symbol-wise decoder
is developed for QOSTBC. In our proposed QOSTBC based geneiabeamforming app-
roach, the original beamforming problem is transformed tmavex optimization problem
using SDR which can be solved efficiently. The SDR solutiderahe rank reduction pro-
cedure is optimal for the original problem if all SDR solutimatrices do not exhibit a rank
larger than eight, which can be guaranteed if the number ditiadal shaping constraint
does not excee®, cf. ChaptefHX.

This chapter is based on my original work that has been stdxin [92]. The re-
mainder of this chapter is organized as follows. SediiohiBt@duces the signal model
and revisits the conventional rank-one downlink beamfagproblem. In Section 5.3, the
system model corresponding to the QOSTBC based general emmkforming approach is
developed. Sectidn 8.4 formulates and solves the optimahlilck beamforming problem.

Simulation results are displayed in Section 5.5 and a sumimanade in Section 5.6.
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5.2 Conventional Rank-one Beamforming

Let us consider a wireless communication system where a $tasen or access point
equipped with an antenna array/®@felements simultaneously communicates independent in-
formation symbols tal/ single-antenna receivers. We assume that the channesratemn,

and covariance based CSI is available at the transmitter.infbenation symbol intended
for the i-th receiver is denoted as with zero mean and unit variance. Then, the signals
{s;}M, are steered to different receivers in a spatially separatgdusing the respective

N x 1 beamforming vector$w;, }2,. The received signal at theth receiver is then given

by [29]

M
y; = siwi hy(t) + Z smWih(t) +n; (5.1)
——

desired signal "= 1#

interference plus noise
whereh,(¢) andn; are theN x 1 time-varying channel vector and complex circularly white
Gaussian noise with varianeé of thei-th receiver, respectively. Note that the signal model
in (5.3) which is identical to the signal model in_(#.1) in Ctexfd is provided here for the
reading convenience. By definition, the SINR can be computebdeaexpected signal power
over the expected interference plus noise power. Therelfaged on[(5]1), the long-term
average SINR at théth receiver in the conventional rank-one beamforming aggin is

derived as

SINR.; = (5.2)

M
S wHRw,, + o?

m=1,m%#i
where ‘c’ refers to the conventional approach ad= E{h;(¢)h”(¢)} [15]. Note that if
R; = h;(t)hF (1), the SINR expression ifi(3.2) is identical to thatlin [4.2Timaptef#. The
M
total transmit power at the base station eqialsv” w,. Then, the problem of finding the

i=1
weight vectors that maximize the minimum average SINR ofiaéirs subject to the total
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transmit power constraiit,,., and additional shaping constraints can be formulated as

max min SINR.; (5.3a)
{wi M, i=1,...M
M
st > w/'w; < P (5.3b)
i=1
M
> WAL W, b, V=1, L (5.3c)
m=1

which can be equivalently written as

max t (5.4a)
{Wi}i\ipt
st. SINR.; >t, Vi=1,...,M (5.4b)
M
walwz § Pmax (540)
i=1
M
> WhAW, b, V=1, L (5.4d)
m=1

where L additional shaping constraints are formulated[in (5.4d)ajppropriately chosen
N x N Hermitian and possibly indefinite matricés,, with corresponding thresholds.
The additional shaping constraints in_(3.4d) can be coawtdufor different applications as
described in Sectidn4.2.1 and Secfion 4.2.2 in Chapter 4.

As compared to the power minimization problem considere@hiaptef 4, the max-min
problem is considered in this chapter because the SER cauopas carried out in the sim-
ulation and it is fair to compare the SER under the same tcaaktnit power budget for
different approaches. Note that the max-min probleni in) (Bdy be infeasible due to the
additional shaping constraints, however, the max-min irgutiup multicast beamforming
problem of [(3.4) in Chaptéd 3 and the max-min downlink beamfag problem without ad-
ditional shaping constraints are always feasible. Sinaitathe power minimization problem
of (4.3) in Chapter4, probleri (8.4) is a non-convex QCQP pruolaled can be approximated
by a SDP problem using the SDR technique [33, 91].
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5.3 General Rank Beamforming

The central idea of combining downlink beamforming with QKB in this chapter follows
the general framework of Chapféf2, 3 amd 4 in which beamfsaer designed by combin-
ing beamforming with OSTBC. When applying the general rank deaning using real-
valued OSTBC in the downlink beamforming problem with addtiil shaping constraints
as proposed in ChaptEl 4, the effective channel vectors lmale adjusted to real-valued
vectors by specific phase rotations on beamformers to ettsatréhe corresponding coding
matrix becomes orthogonal such that symbol-by-symbol diegocan be performed. The
phase rotation procedure in the real-valued OSTBC is basa@tstantaneous CSI available
at the transmitter, thus it cannot be applied in the problensitered in this chapter since
only covariance based CSI is assumed to be available at thentitier. Meanwhile, the
SINR expression for the real-valued OSTBC case can be difficubtain. In this chapter,
we apply QOSTBC and a new phase rotation procedure is desigrdichinate the average

inter-symbol interference such that symbol-by-symbobdi#ng can be used at the receivers.

5.3.1 Full-rate QOSTBC

Full-rate orthogonal codes with complex symbol constigltet in its code matrix are impos-
sible to be obtained for systems with more than two transntgranas. To design full-rate
codes, QOSTBC is proposed in which the strict requiremenilbbfthogonality of the code

matrix is slightly relaxed [16,17]. Correspondingly, theaple symbol-by-symbol decoding
property is lost. However, pairs of symbols can optimallylbeoded independently fdrx 4

and8 x 8 in QOSTBC [25]. Examples of théx 4 and8 x 8 QOSTBC matrix are as follows

S1 S92 S3 Sq

* * * *
a | 7S2 St TSi 83

X([51,82,53,84]T) (55)

—S53 5S4 S1 —82
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and ) ;
S1 So S3 S4 Sy Sg S7 S8
—s5 81 s; —S3 S —S; —sSg3 5%
—S3 —84 S1 S9 S7 S8 —S5 —Sg
—sy S5 —ss 87 Sy —Sy  s§  —S:k
™ A 4 3 2 1 8 7 6 5
X([Sh . 788] ) = (56)
—S85 —Sg —S7 —Sg S1 S9 S3 S4
—S; S5 —Sg Sy —Sy; 8] —s; S5
—S7 S8 Sy —Sg —S3 Sq S1 —S9
—S3 —S7 S5 S:  —S; —S3 S5 8]
5.3.2 General Rank System Model
Denotes; = [s;,...,six]’ as theK x 1 complex symbol vector for théth user with

K < N andK € {4,8} inaccordance with the dimension of the QOSTBC matricese&ubst

of weighting each symbol by a single beamforming vector aiff), a QOSTBC matrix

X (s;) is transmitted for each user with the help &f beamformers of lengttv, denoted
asw;;,...,W;g. Inthis case, each of thE beams can be regarded as a virtual antenna
from which the QOSTBC matrix is transmitted. In our scenareaensider a block fading
channel model where the channels remain constant Bveéme slots. The received signal

v, at thei-th user in thek-th time slot is given by

M K
Z Z Sm kk’ka/h ( ) + Nk (57)

wheren;;, is the noise of the-th user in thek-th time slot. The received signal vector
yié[yﬂ, ...,yix|T at thei-th user within the transmission period éf time slots can be

written in a matrix form as

M:

yi = X (8, )WHh,(t) + n,
: M
= XE)W/h()+ > X(s)Wihi(t) +n, 5.8)
~———— '
desired signal znzl,m;éz

P
interference plus noise
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where
W, 2 (Wi, ..., Wik (5.9)
is the beamforming matrix, and the noise vector
n; = M1y - ,niK}T. (5.10)
The above system model can be reformulated in the followiivalent form [16]
Vi = X(WTh,(t))s; + i; + @i, (5.11)

whereX (W¥h,(t)) denotes the quasi-orthogonal equivalent channel matdx an

~ A T

Yi = [%17 Y2y ey _yiK:| ) (5.12)

) M

2 Y X(WhAki(t)) s, (5.13)
m=1,m7#i

~ A T

n; = [nm —N2, _nz’Ki| . (5.14)

H (WZH h;(t

Employing thet x 4 QOSTBC matrix in[(5.6) and muItipIyinéW on both sides of
(&.11), we have

2 A (WI0)F,
= Gisi+w—hi”%)(H(thi)(i+ﬁi) (5.15)
where _ -
1 0 —g 0
GiéXH(Wf’hi)X(Wﬁhi): 0 1 0 g | (5.16)

Wy ()13
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g2 2Im{wih;(t)h;(t)"w;s — whh;(t)h (t)w; 4}]'
W ha(6)]13 ’

(5.17)

andj = v/—1. We observe in(5.16) that and—g, represent inter-symbol interference terms
for §,. Due to the quasi-orthogonal property of the equivalennokamatrix as in[(5.16),
pairwise ML detection is the optimum detection for inforimnatsymbols transmitted with
QOSTBC. However, it is associated with a decoding complexitygase as compared to
symbol-wise decoding [16]. To enhance the characterisfitise equivalent MIMO channel

in (5.11) and reduce the decoding complexity by enablingonsymbol-by-symbol de-
tection, we design the beamforming matria®¥s such that the quasi-orthogonal equivalent
channel matrix is further orthogonalized. The orthogam@ion of [5.16) requires knowl-
edge of instantaneous CSlI, i.k,(t¢), which is not known at the transmitter. Therefore, here

we consider the average inter-symbol interference powanetbas

5.18

g £ E{g;} =

In order to achieve the best decoding performance, the geenéer-symbol interference in

§; should be adjusted to null, i.e.,
g:|* = 0. (5.19)

For a given beamforméW; £ [W?p . ,WfK] , a sufficient but not necessary condition for

satisfying [5.1D) is

Im{w'R;ws} =0 (5.20)

Im{w i R;wj;} = 0.
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To satisfy [5.2D), phase rotation can be performed on beanefidW ; in various ways, e.g.,

)
wii = Wi exp(j£(Wi R,wiy))

wih = whexp(jZ( Wi Rw?
5 = wiexp(j£(wi 1) (5.21)

Ix A *
Wiz = W3

Ix A ok
L Wia = Wiy

We remark that QOSTBC cannot be applied in single-group oagdting in Chaptér]2 and
multi-group multicasting in Chaptgr 3 in a similar way as imadink beamforming, because
in both applications multiple users are served by a commamib@ming matrix on which
the phase rotation can only eliminate the inter-symbokiatence of one user.

Based on[(5.15), the covariance matrix of the received nadtiinterference contained

in §; is given by

(1>

0] 1 H H TIH H
& WWX (W, h; (1)) E{L:i; X (W hy (1))

1 - H Hy, Hy
_ m[ > X(WThi(1) X (Wiihy(t)) x

m=1,m##i

X (Wnhi(4) X (W (1))]. (5.22)

Applying Lemmd 4.1l in Chaptét 4, the average multiuser irterice power of theth user
in the k-th time slot can be expressed as

M
> Wi (1)]3 > Tr(WIR/W,,)

Oy, & pyrolm _ melmA - 5.23
[Ci i { W, (1|2 } Tr(W/R;W,) 523

Based on[(5.15), the covariance matrix of the nois& is given by

lI>

) 1 HWHh anl Hy,

2
g;

= T, (5.24)
IW Thi(t)]]5
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The average noise power of tixh user in the:-th time slot can be expressed as

2 2
7 % . (5.25)

(N) =
[C: ] kk E{Hth OIE 2} = Tr(WER,W,)

Then, the average SINR corresponding to symypoln the proposed general rank beam-

forming approach is given by

E{Siksfk}
16 Efsaw sty } + [CV] + [CMV]

Tr(WER, W,
= HWIRW,) , (5.26)

M
> Tr(WHER/W,,)+o

m=1,m##i

lI>

SINR(s:1,)

wherek’ is the index number of the entry or —g; in the k-th row of G; in (5.18). Note
that the designed average orthogonality property reguftiom (5.19) is used in deriving
SINR(s;) which is different from the SINR derivation ifn_(4)30) in Chep#. Since the
expression of SINR;;,) in (5.28) is independent of the time indéx SINR;, the average
SINR for thei-th user, is identical for all symbols in the QOSTBC block whis given by

SINR; £ (5.27)

M
> Tr(WHER,W,,)+0o

m=1,m##i

The total transmit power in each time slot equ@jsTr(W ‘WH) which can be computed
in a similar way as in Chaptéf 4. With multlple beamformers@mj for each user, the
additional shaping constraints [n_(5l4d) can be expressed a

M

> Tr(Ap W, W) >, Vi=1,... L (5.28)

m=1
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5.4 Beamformer Optimization

The optimization problem of maximizing the minimum aver&JBIR in (5.26) of all users

subject to the power constraint and additional shapingtcainss can be formulated as

max min SINR; (5.29a)
(WMt i=1,...,M
M
st D Te(WW!T) < P (5.29b)
i=1
M
> Te(Ap W, Wi b, Vi=1,...,L (5.29¢)
m=1

which can be equivalently written as

max t (5.30a)
{Wi}zj‘vilvt
T HR.'W.
st. - (W R:W) >t Vi=1,....M  (5.30b)
> Tr(WHR,W,,) + o?
m=1,m%#i
M
D> Tr(WW/) < Prax (5.30c)
=1
M
> Tr(ApW, W) b, Vi=1,... L (5.30d)
m=1

To solve problen((5.30), let us employ the SDR approach airtolthat employed in Chapter

[ and define the variable transformation as follows
X; EWWH vi=1,... M (5.31)
By substitutingX; and adding the following constraints

X, = 0
(5.32)

rankKX;) < K, Vi=1,...,.M
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to guarantee that the transformation (5.31) exists, pro{l&.30) converts to a rank con-

strained problem

max t (5.33a)
{Xi}?ilvt
Tr(X, R, ,
st. - r(XR:) >t Vi=1,...,M (5.33b)
S Tr(XRy) + o2

m=1,m##1
M
D Tr(Xi) < Prya (5.33c¢)
i=1
M
> Tr(ApXp) b, Vi=1,...L (5.33d)
m=1
X, =0, Vi=1,....,M (5.33¢€)
rankX;) < K, Vi=1,...,M. (5.33f)

Following the SDR approach, the rank constraints[of (5.38& removed, and a relaxed

optimization problem is obtained as

max t (5.34a)
{Xi}?ilvt
Tr(X;R;
st. — r(XR:) >t Vi=1,... M (5.34b)
S Tr(X,Ri) + o?
m=1m##i
M
D Tr(X;) < Pra (5.34c)
i=1
M
> Te(ApXy) Bib, VI=1,....L (5.34d)
m=1
=0, Vi=1,..., M. (5.34e)

As compared to the rank-constrained problent of (4.43) in @&&bwhere the total transmit
power is the objective function, in problem (5.34) the tdtahsmit power is included in
the constraint. Moreover, the SINR constraintdin (4.48)lenear constraints, however, the
constraints in[(5.34b) are bi-linear constraints. Thewfae perform a one-dimensional bi-
section search oveito solve the probleni{5.84) efficiently as in Chajpter 3. Deddtg} M,
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as an optimal solution to problem (5134). Then we apply timk r@duction algorithm pro-
posed in Chaptdrl 4 with the inp§X:}, to reduce the rank of the optimal solution. If
the rank-reduced solution séX;}, obtained after the rank reduction procedure satis-
fies 4<1r§r%2>§/[ rank(X?)< 8, we chooseK'=8; if max, rank(X?)<4, we choosek'=4. If
max rank(X?)= 2, the proposed approach is equivalent to the rank-two apprpeoposed
in Chaptef2 and Chapter 3.1@%4 rank(X7)=1, the proposed approach is equivalent to the
rank-one approach. The corresponding beamforming mateae calculated by eigenvalue
decomposition o X}, followed by the proposed phase rotation procedure as deifined
(G.21). In the case the}ggﬁ rank(X})>8, we chooseX'=8 and the following randomiza-
tion procedure can be used to obtain a suboptimal solutigmdiolem [5.3D). Similar as in
Chapter’#, the randomization procedure may not be relevamtaictice since the number
of constraints is already very large for which optimal ran@ht solution matrices can be
obtained.

Similar as the randomization procedure in Chabpter 4, let ssd@compose the matrices
{X:IM asXy = U;X,UM. Then, the corresponding beamforming matri¢®€;} <, for

one randomization instance are calculated according to

W, 2 [Wi, Wia, ..., Wis) = U;S/2A; Vi=1,..., M (5.35)

where A; is the randomly generatedd x 8 matrix whose elements are drawn from an
I.i.d. complex circular Gaussian distribution with zeroaneand unit variance. Similar as
in Chaptef, the beamforming matricB®/;} ., in (5.38) are generally infeasible for prob-
lem (5.30) since it is very difficult for the randomly gen@ginstances to fulfill a massive
number of constraints at the same time. In order to obtairasitiée solution with spatial
characteristics corresponding {8V}, a power control problem needs to be solved. De-

note, /p;; as the power control scaling factors corresponding to tlaentbermersw;; for all
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i=1,...,Mandj=1,...,8. Further define

pij = Tr(Wy W)

Vqij = TI'(RqWZJWH) (536)

ij

\ Cuj = Tr(AliV_VijWg)
then the power allocation problem can be formulated as

max t (5.37a)

DijViij
1

s.t. ! >t Vi=1,...,M (5.37b)

i >
2
> D PmjVimj +0;
m=1,m#i j=1

8

M 8
Z Zpijpij < Puax (5.37¢)
i=1 j=1
M 8
S piGi b, Vi=1,... L. (5.37d)

i=1 j=1

Different from the power control problem df (4]57) in Chag#rthe total transmit power
is included in the constraints of problem (5.37) and the glgiower control procedure
involving bisection search and linear programming is penfed. Then, among all sets of
the candidate beamforming matrices after the power scéalregone with the largest SINR
value is chosen as the final solution.

Similar as the general rank beamforming approach in Chapteadh user is served
with up to eight beamformers in the proposed general ranknb@aning approach, and a
maximum number o079 additional shaping constraints can be accommodated farhadm

optimal solution can be obtained.
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5.5 Simulations

In the simulation, we consider the downlink beamformer gieshat limits the interference
to co-channel users which is similar to Example 2 in Se¢tié@4and Example 3 in Section
[4.6.3 of Chaptell4. The difference is that here the long-teswaigance based CSl is used,
and the optimization problems are always feasible for adin®rming approaches in the
simulation.

The base station is equipped with a ULA &§F15 antennas spaced half a wavelength
apart. There are three downlink users locate@, at-7°, /,=10° andf;=27° relative to the
array broadside. The downlink users are assumed to be sdiedlby a large number of
local scatterers corresponding to the same angular spfegdar all users, as seen from the

base station. The channel covariance matr{@®g?_, are calculated a5 [57,93]

(7(k — 1)og cos b;)?

[Ri]r = exp(jm(k — 1) sin 6;) exp(— 5

) Vi=1,...,3.  (5.38)

Moreover, there are 19 co-channel users connected to abwigh base station which are

located at

jir..10 = | — 89.375°, —80°, —70.625°, —61.25°, —51.875°,
— 42.5°,-33.125°, —30°, —23.75°, —15°,2°, 18°,

36°,43.75°,49°,53.125°,62.5°, 71.875°, 81.25°]. (5.39)

3
The interference power at the directippin each time slotf (1) = mz::1 Tr(hmthm) is

upper bounded by, = —3dB, andh,, is the channel vector corresponding to the direction
;. In addition to these constraints, the interference deviezonstraints are also taken into
account, i.e.—e, < %‘L‘ll) <e, anddi{T(:;” >~ 0foralll = 1,...,19 where the threshold
is set toe, = 1075, and%’jll) anddijl—ff;’) are computed in the same way as in Example 2 in
Sectiol 4.6 2 of Chaptét 4. With these derivative constaihie interference power at the
direction; is ensured to obtain a local minimum value and the interf@zan the vicinity

of the constraint directions remains approximately cartsta
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We assumer?=—10dB for all i = 1,...,3 andP,,.,=0dB. The results are averaged
over 300 independent Monte-Carlo runs in which all angleseyadtures are subject to
variations defined in the same way as in Example 1 in Setti@d 4f Chapte[ 4. In each
run, 200 instantaneous channel realizations are gendoatedch downlink user obeying the
distribution corresponding tB,;, and 100 symbols are transmitted within each instantaneous
channel realization. The number of randomization sampiesach run is set to 300 for all
approaches if necessary and QPSK modulation is used.

In this example, we compare the proposed approach with tiséirexones. The code
dimensionK in the proposed approach is choserias 4 since2 < max rank(X?) < 4.

In Fig.[5.3, the worst SINR for different spread angles ipliiged. As shown in Fid. 5.1,
the proposed approach achieves much higher SINR than thla¢ ednk-one and rank-two
approaches which is zero for all spread angles, i.e., tHagmois infeasible for rank-one and

rank-two approaches in practice. In Hig.]5.2, the worst-@&R for different spread angles

Worst SINR

—©6— Proposed approach
——&— Rank-one approach
——— Rank-two approach

OT B3 B3 B3 B3

0 1 2 3 4 5
oy (degree)

Figure 5.1: Worst SINR versus varying spread angles

is displayed. In the legend of Fig. 5.2, ‘GR’ refers to the gahenk approach; ‘gqs’ and ‘rl’
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refer to the use of QOSTBC and real-valued OSTBC, respectiRGR’ refers to the phase
rotation whenR,; is approximated by its principal compondtff’) and the phases of beam-
formers are rotated to fulfillm{W#h!"’} = 0 foralli = 1,...,3 as in Chaptel4; ‘PR,
‘RR’ and ‘AR’ refer to the proposed phase rotation [n (5.21),d@m phase rotation, and
the phase rotation of using instantaneous CSI which is ah ¢dse, respectively; ‘'SW’ and
‘ML’ refer to symbol-wise and ML decoder, respectively. Asosvn in Fig.[5.2, QOSTBC
based beamforming approaches achieve much better perfoentiaan real-valued OSTBC
based beamforming approaches. ‘GR (gs PR ML)’ achievessiglytly worse performance
than ‘GR (gs AR SW)’ which serves as the unachievable lowentpand is better than all

other approaches. ‘GR (gs PR SW)’ achieves better perforendwan all other symbol-wise

decoders.
0.8 : . : :
I -t -t r-1 r:t L.
0.7k —— GR (gs PCR SW) — -
—&— GR (gs PCR ML) -
0.6L| —— GR(@s PR SW) 1
—6— GR (gs PR ML)
. —+— GR (gs RR SW) _
u] 0.5F o GR(gs RR ML) o
5 —— GR (gs AR SW) -
@ 0.4} —— GR (1l PCR SW)
# —6— GR ( PCR ML)
S 03f| —+GR(IRRSW) /
—6— GR (1 RR ML)
—+8— Rank-one
021 A Rank-two
0.1
0

og (degree)

Figure 5.2: Worst-user SER versus varying spread angles
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5.6 Summary

In this chapter, we propose a general rank beamforming apprior the multiuser downlink
beamforming problem with additional shaping constraimg@ting covariance based CSI
at the transmitter. The proposed general rank beamfornppgoach increases the degrees
of freedom in the beamformer design by using QOSTBC. Besidepdhwise decoding
for QOSTBC, a phase rotation procedure on beamformers is pedptm enable simpli-
fied symbol-wise decoding. The proposed general rank beamrfg approach significantly
outperforms the conventional rank-one and rank-two amtres and real-valued OSTBC
based general rank approach. Similar as the general ramkagbpin Chaptelr]4, despite
the signaling overhead is slightly increased, the commutat complexity of the general
rank approach in this chapter is lower than that of the ram&k-&nd rank-two approaches in

general.



Chapter 6

Conclusions and Outlook

Transmit beamforming is widely recognized as a promisicynejue to realize energy- and
spectrum-efficient wireless communications. In certaansmit beamforming scenarios, the
degrees of freedom in the beamformer design can be insulffiaied severe performance
degradation is caused due to the limited number of beamfsrimehe conventional rank-
one transmit beamforming approach. In this dissertatiandevelop higher-rank transmit
beamforming approaches to address this problem by coml@amtorming with different
STBCs and four practical transmit beamforming problems aresiigated.

The rank-two transmit beamforming approach in combinath the Alamouti code is
firstly developed for single-group multicasting in ChajplemBe proposed approach doubles
the degrees of freedom in the beamformer design and offestamtially better performance
than the rank-one methods. When the number of users is ldrgemprovement is more
significant.

The rank-two transmit beamforming approach is then appbesblve the multi-group
multicasting problem in Chaptéi 3. Besides the SDR based tmakechnique, an alter-
native rank-two iterative inner approximation technigsi@ioposed as well. The proposed
rank-two beamforming approaches can achieve better pesfuze than the conventional
rank-one beamforming approaches.

In single-group multicasting and multi-group multicagtifesides the Alamouti code,

high dimensional OSTBCs can be used to further increase theergf freedom in the

101
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beamformer design. However, it is associated with the ratalpy disadvantage. The use of
high dimensional real-valued OSTBC in both applicationsadse impractical because mul-
tiple users are served by a common beamforming matrix theigffiective channel vector
of only one user can be adjusted to be real to facilitate syawise decoding. The similar
problem occurs in the use of QOSTBC as well. Therefore, thenbmaner design with sig-
nificantly increased degrees of freedom while maintainiegfull-rate and simple decoding
property is still an open problem for single-group multioag and multi-group multicasting.

Besides the rank-two beamforming approaches, a generaltramgmit beamforming
approach is devised in Chapfér 4 for the multiuser downlindniferming problem with
additional shaping constraints. The general rank beanmifgrrapproach can multiply the
degrees of freedom in the beamformer design by up to eighastimith the use of high
dimensional full-rate real-valued OSTBC. Our proposed gdmank beamforming frame-
work exhibits an underlying optimization problem struetuhat is similar to that of the
conventional rank-one and rank-two beamforming approachidge extension of the pro-
posed general rank approach to the case of imperfect iastamts CSl is an important open
research problem. Robust beamforming approaches need &vblped which can benefit
greatly from the huge increase in the degrees of freedomeaffigy the proposed approach if
the orthogonality losses of the equivalent channel matrikedecoder due to the imperfect
instantaneous CSI at the transmitter can be overcome.

Another general rank transmit beamforming approach isqeeg in Chaptdr]5 for the
multiuser downlink beamforming problem with additionahping constraints based on cova-
riance based CSI at the transmitter. By using QOSTBC, the geraiabeamforming app-
roach in Chaptérl5 significantly increases the degrees aldraen the beamformer design.
The robust design based on imperfect covariance based C®lecan interesting research

problem.
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