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It doesn’t matter how beautiful your theory is,

it doesn’t matter how smart you are.

If it doesn’t agree with experiment,
it’s wrong.

Richard Feynman

Viel Gerede bringt es nicht,
nur das Messen bringt’s ans Licht!

Achim Richter





Zusammenfassung

Die vorliegende Arbeit gliedert sich in zwei Teile. Der erste Teil behandelt die Untersuchung

des 0+1 → 0+2 Übergangs in 150Nd in einem Elektronenstreuexperiment und der zweite Teil

beschäftigt sich mit einem Protonenstreuexperiment am 154Sm, wo Dipolanregungen studiert

wurden.

Im ersten Teil wird ein Pionierexperiment der Elektronenstreuung vorgestellt. Bei einer Ein-

schussenergie von 75 MeV wurden am hochauflösenden 169◦ Spektrometer des S-DALINAC,

Anregungsspektren bei unterschiedlichen Winkeln aufgenommen. Ziel dieser Untersuchung war

die Bestimmung der ρ2(E0;0+1 → 0+2 ) Übergangsstärke des schweren deformierten Kerns 150Nd.

Der experimentell ermittelte Formfaktor dieses Übergangs wurde mit einem theoretischen Form-

faktor verglichen, der aus einem effektiven Dichteoperator auf mikroskopischem Level mit Hilfe

der Generator-Coordinate-Methode konstruiert wurde. Die kollektiven Wellenfunktionen, die

dazu benötigt wurden, wurden aus dem Confined β-soft Rotor Modell entnommen. In dieser

modellabhängigen Analyse wurde zum ersten mal die E0-Übergangsstärke des 0+1 → 0+2 Über-

gangs in 150Nd bestimmt.

Des weiteren wurde der Verlauf der E0 Übergangsstärke als Funktion der Potentialsteifigkeit

auf dem Weg vom X(5) Phasenübergangspunkt zum Limit des starren Rotors untersucht. Hi-

erbei wurde gezeigt, dass die E0 Stärke am Phasenübergangspunkt sehr hoch ist und mit

steigender Potenzialsteifigkeit immer mehr abnimmt und schließlich im Grenzfall des starren

Rotors verschwindet. In einer abschließenden theoretischen Betrachtung wurden die Wellen-

funktionen des makroskopisch kollektiven Confined β-soft Rotor Modells mit denen aus einem

mikroskopischen relativistischen Meanfield Modell verglichen und eine starke Übereinstimmung

gefunden.

Der zweite Teil der Arbeit behandelt ein Protonenstreuexperiment mit polarisierten Proto-

nen am ebenfalls schweren deformierten Kern 154Sm, welches am RCNP in Osaka (Japan)

durchgeführt wurde. Mittels der Methode der Polarisationstransferobservablen konnte eine

Trennung des Spin-Flip Anteils und des Nicht-Spinflip Anteils vom gesamten Wirkungsquer-

schnitt vorgenommen werden. Im Falle der elektrischen Dipolstärke konnte zum ersten Mal die

Pygmy Dipol Resonanz im schweren deformierten Kern 154Sm identifiziert werden. Eine Dop-

pelstruktur wurde beobachtet. Als mögliche Interpretation wird eine Deformationsaufspaltung

analog zur Dipol Riesenresonanz gegeben. Im Falle der magnetischen Stärke wurde eine brei-

te Verteilung im Anregungsenergiebereich zwischen 6 und 12 MeV gefunden. Die Verteilung

und auch die extrahierte Summenstärke sind in sehr guter Übereinstimmung mit vorherigen

Experimenten.
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Abstract

The present work consists of two independent parts. The first part deals with the investigation

of the 0+1 → 0+2 transition in 150Nd with inelastic electron scattering and in the second part a

proton scattering experiment for the investigation of dipole excitations is presented.

In the first part of this thesis a pioneer experiment in inelastic electron scattering is intro-

duced. At an electron energy of 75 MeV, excitation energy spectra have been measured at the

high resolution 169◦ spectrometer at the S-DALINAC. The aim of this investigation was the de-

termination of the ρ2(E0; 0+1 → 0+2 ) transition strength in the heavy deformed nucleus 150Nd.

The experimental form factor of this particular transition has been compared to a theoretical

form factor that has been constructed by an effective density operator on a microscopic level

with the help of the generator coordinate method. The required collective wave functions have

been calculated in the Confined β soft rotor model. In this model-dependent analysis the E0

transition strength has been determined for the first time. Furthermore the evolution of the E0

transition strength as a function of the potential stiffness has been investigated from the X(5)

phase shape transitional point to the Rigid Rotor limit. It has been shown, that the E0 strength

is relatively high at the shape-phase transitional point and starts to decrease with increasing

stiffness and vanishes completely at the Rigid Rotor limit. Additionally the wave functions of

the macroscopic collective Confined β-soft rotor model have been compared to those from a

microscopic mean field Hamiltonian. Good agreement has been found.

The second part of this thesis covers a polarized-proton scattering experiment on the heavy

deformed nucleus 154Sm, that has been performed at the RCNP in Osaka, Japan. Utilizing the

method of polarization transfer observables, a separation of spinflip and non-spinflip parts of

the cross section has been done. Here, for the first time, the Pygmy Dipole Resonance (PDR)

has been identified in the heavy deformed nucleus 154Sm that appears as a double-hump struc-

ture in the E1 response. A possible interpretation of this double-hump structure in terms of

a deformation splitting analogously to the Giant Dipole Resonance (GDR) has been given. In

case of the spinflip cross section, a broad distribution in the excitation energy range between 6

and 12 MeV has been observed. The distribution and the extracted sum strength are in good

accordance with previous experiments.
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Preface - Off-Yrast excitations in scattering experiments with charged particles

The atomic nucleus is a very tiny object! What people usually do when they want to study very

little objects is putting them in front of a microscope, switching the light on, looking into the

eyepiece and start their investigations. The limiting factor in the resolving power is only the

wavelength of the probe, in that case, the wavelength of visible light. The size of an atomic

nucleus is in the order of 1-10 fm (1 fm = 10−15 m) whereas the wavelength of the visible light

is only in the 380-780 nm range. Here, the discovery of Lois de Broglie (1892-1987) improved

the situation, since he found out that also particles can be associated with a wavelength and one

can decrease the wavelength of particle waves by increasing their momentum. This concept is

now known as ’wave-particle duality’ and de Broglie won the Nobel Price for Physics in 1929 for

this groundbreaking contributions to understanding nature. Now when studying the behavior

of atomic nuclei, the easiest thing is to shoot at it with an appropriate particle beam and detect

reaction products.

An excitation energy spectrum already can tell a lot about the nature of the corresponding

nucleus. Various excitation modes at different excitation energy ranges can be observed. Fig-

ure 0.1 shows in the upper graph a schematical picture of the typical response of a nucleus to

a scattering experiment with charged particles. The excitation energy ranges taken at a finite

scattering angle can be divided basically into five regions. At 0 excitation energy elastic scat-

tering takes place. At low excitation energies (typically between 0 and 10 MeV) discrete peaks

appear, originating in inelastic excitations from the ground state. These excitations are mostly

due to rotational motion or surface vibrations. In the energy range above, giant resonances can

be observed, where many nucleons participate in coherent motions. At even higher energies,

a broad peak corresponds to the quasi-elastic scattering of the projectile off an individual nu-

cleon in the nucleus. In the case of the Delta resonance the energy is already so high, that the

substructure of the nucleon itself can be resolved and this peak results from the excitation of a

nucleon.

’Switching the light on’ and having a closer look into the structure of an atomic nucleus with a

charged particle beam with an energy of several 10 to 100 MeV (corresponding to a wavelength

in the fm-range) can provide already a quick overview about some features of the nucleus. As a

very simple but significant observable, the R4/2 ratio (ratio of the energies of the 4+1 and the 2+1
states) can tell if the nucleus is a rotational nucleus where the energy of the first excited states

follow the E ∝ J(J + 1) law, or a vibrational nucleus having an equally spaced spectrum with

En = n ·ħhω.

Getting already a lot of information by looking at just one simple spectrum, the great power

of scattering experiments with charged particles comes into play when varying the momentum

1



Figure 0.1.: Characteristic response of an atomic nucleus as a function of the excitation energy
Ex and the momentum transfer q. The lower curve is for photon absorption and the
upper one for charged particle scattering.

which is transferred to the nucleus. By varying the momentum transfer by either varying the

scattering angle or the energy of the incoming particles, excitations can be identified by their

angular momentum and even charge distributions of the ground state and excited states can be

obtained.

In the framework of this PhD thesis two different types of charged-particle scattering exper-

iments will be discussed. In the first part of this thesis, a transition from the ground state into

a discrete state at very low excitation energies has been excited with electron scattering. In

the second part, the spinflip M1 resonance and the Giant Dipole Resonance plays a major role.

Here, a polarized proton beam has been used as a probe to examine the nucleus.

The obtained scientific results demonstrate the potential of charged-particle scattering exper-

iments for the investigation of off-Yrast low-spin excitations even for nuclei with comparatively

high level density, such as deformed nuclei in the mass range of Rare Earth elements.
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Part I.
Electric monopole strength of
the 0+1 → 0+2 transition in
150Nd
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1 Introduction

With increasing particle number, heavy nuclei can undergo rapid quantum phase transitions

with respect to their deformation. These shape phase transitions have been studied experimen-

tally and theoretically already in the 1960s and 1970s. Excellent reviews of the studies can be

found in textbooks, e. g., [Boh75] and [Cas00]. In the early 2000s Iachello proposed analytical

solutions of the geometrical Bohr Hamiltonian near the critical points of various nuclear shape

phase transitions [Iac00, Iac01, Iac03] and the topic gained a new worldwide attention. Due to

their predictive power and simplicity at the same time, the solutions of solving the Schrödinger

equation with different forms of infinite square well potentials have attracted a great deal of

interest and initiated extensive research. The solutions are named E(5) and X (5) refering to

their underlying dynamical symmetries. Figure 1.1 shows the typical evolution of the potential

in the quadrupole deformation coordinate β with increasing number of valence neutrons. The

graph in the middle also includes the typical square well potential that is used in the X(5) model.

Figure 1.1.: Evolution of the potential as a function of the deformation variable β in the shape
phase transitional area.

Besides the characteristic excitation energy ratios R4/2 = E(4+1 )/E(2
+
1 ) = 2.20 [for E(5)] and

R4/2 = 2.90 [for X(5)] or the evolution of the E2 transition strengths as a function of spin along

the ground state band, the properties of the quadrupole-collective, excited 0+ states including

its E2 decays are considered as the identifying signatures of these models. Several experimental

studies [Cla03, Cla04, Cas01, McC05] have dealt with these signatures.
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Inspired by the success of the X(5) model that was based on the phenomenon of intrinsic ex-

citations and centrifugal stretching in a soft potential, the X(5) model has been generalized in

terms of the confined β-soft rotor model (CBS rotor model) [Pie04, Bon06]. Similar to the X(5)

model, the CBS rotor model considers a square-well potential, however, with the inner potential

boundary shifted away from β = 0. Alike X(5) the CBS rotor model is analytically solvable in

terms of Bessel functions. It has been demonstrated to have a remarkable capability for quan-

titatively describing the evolution of excitation energies of rotational bands in deformed nuclei

[Dus05, Dus06].

Recently, the ansatz in the CBS rotor model of an outer potential wall that stays almost con-

stant with a varying number of valence neutrons and an inner wall that shifts to higher defor-

mations has been microscopically justified for the given example of the isotopes 150,152Nd near

the shape phase transitional point [Kru11]. In both compared models, the position of the outer

potential wall seems to be almost independent of a transition from a spherical to an axially sym-

metric shape of the nucleus while the change in structure as a function of nucleon number is

dominated by the change of the potential at small deformation. Figure 1.2 shows the correspon-

dance between the CBS rotor model potential and a potential originating from a microscopic

collective Hamiltonian based on the relativistic mean field model [Nik09, Li09].

 0
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Figure 1.2.: CBS square well potentials (dashed lines) compared to relativistic mean field poten-
tials (solid lines) for 150Nd (black) and 152Nd (red), respectively. The picture is taken
from [Kru11].

A prominent decay mode, in particular for 0+ states are E0 transitions. The best general

reference for E0 transition strengths ρ2(E0; Ji → j f ) here is [Woo99]. Although the structure
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of excited 0+ states in the deformed even-even nuclei has been investigated extensively, their

nature is still discussed controversely. Usually, the first excited 0+ state is interpreted as the β

vibrational excitation of the ground state (0+
β

) and the rotational structure that is built on top of

this state is called β band. This is due to the fact that the above mentioned solutions to the Bohr

Hamiltonian show that the collective excitation modes may arise from shape oscillations parallel

to the symmetry axis of the nucleus, so basically an oscillation in the β degree of freedom. The

definition of the β band in terms of the collective wave functions requires the separation of

the wave function Ψ(β ,γ,Ω) = Ψ(β)R(γ,Ω). The excitation occurs in the β dependent part

Ψ(β), resulting in a node in β while the ground state wave function doesn’t have a node. The

typical signatures of β vibrations are strong E0 transitions to the ground state and large reduced

transition probabilities B(E2; 0+
β
→ 2+1 ).

Brentano et al. [Bre04] pointed out that in the interacting boson model the E0 transition

strengths to the ground state increase at the shape phase transitional point and continue to

have large values up to the SU(3) or the O(6) dynamical symmetries. Figure 1.3 shows the IBA

prediction of the ρ2(E0;0+2 → 0+1 values for nuclei in the A=100 and 150 transition regions.

Similarly, within the framework of the relativistic mean field, the ρ2(E0;0+2 → 0+1 ) strength

Figure 1.3.: Empirical ρ2(E0;0+2 → 0+1 ) values for nuclei in the A=100 and 150 transition regions.
The solid curve is the IBA prediction that shows a sudden increase of the ρ2(E0) at
the shape phase transitional point and stays at large values towards the rotor limit.
The picture is taken from [Bre04].

has been investigated theoretically for the Nd-isotopes [Li09]. Figure 1.4 shows the calculated

ρ2(E0; 0+2 → 0+1 ) values for the Nd-chain, where a sudden increase has been observed at the

shape phase transitional point near the neutron number N=90 (corresponding to the nucleus
150Nd with a very high ρ2(E0;0+2 → 0+1 ) of 110·10−3). indicating that as in the case of the IBA,

the E0 strength stays at a high level when approaching the rotor limit.

Measuring E0 transition strengths means a challenge for experimental precision. Because of

the selection rules for electromagnetic decay, the transition from 0+ states to other 0+ states are

forbidden for γ rays. In terms of decay spectroscopy, E0 transition strengths can be accessed

7



Figure 1.4.: Calculated monopole transition strength ρ2(E0; 0+2 → 0+1 ) as a function of neutron
number N in the Nd isotopes within the framework of the relativistic mean field.
Picture is taken from [Li09].

via spectroscopy of conversion electrons. Experiments with Coulomb excitation, following

spectroscopy of conversion electrons in the rare earth region have only been performed for
154Sm and 166Er [Sma14, Wim09]. The large uncertainties in the measured transition strengths

ρ2(E0; Ji → j f ) demonstrate the difficulty of such experiments. It is clear that for further

discussion more data on E0 transition strengths especially in the N=90 rare earth region is

needed.

It has been pointed out [Shi09] that not only the E0 transition strengths provide important

information about the properties for low-lying collective nuclear states [Ras60, Hey83], but

non-diagonal matrix elements of the E0 operator are sensitive to the distribution of the collec-

tive wave functions along the axial deformation of the nucleus. Thus, E0 transition densities

contain even more detailed information on the collective wave functions than the transition

strengths and that they give a higher sensitivity to the dependence of the radial density distri-

butions on deformation.

E0 transition strengths, transition densities and their respective electromagnetic form factors

can be studied very well with electron scattering. Since inelastic electron scattering has been

demonstrated to be a powerful tool to investigate form factors of E0 transitions in light and

medium mass nuclei [Che10], the main purpose of this work to apply the method to a heavy

deformed nucleus. 150Nd is a nucleus close to the shape phase transitional point around N≈90

in the rare earth region. With increasing number of valence neutrons, a sudden shape phase

transition occurs, starting from the N=82 shell closure (142−148Nd) where the latter still shows

vibrational character with a R4/2 ratio of 2.5. 152Nd is already a well deformed rotational nucleus
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with a R4/2 ratio of 3.27, and with further increase of the neutron number, the rigid rotor limit

(R4/2 ratio of 3.33) is approached towards midshell.

In the end 1980s an electron study has been performed at the old NIKHEF-K facility, deal-

ing with different even-even isotopes in the Nd-chain [San91a, San91b]. Spectra have been

obtained for 142,146,150Nd with the high-resolution electron scattering facility of NIKHEF-K and

covered a momentum transfer range from 0.5 up to 2.8 fm−1. In this study, excitations to the β

band and in particular the 0+2 state has not been analyzed.

In this work, an inelastic electron scattering experiment has been performed at low momen-

tum transfer at the high resolution 169◦ spectrometer at the S-DALINAC, in order to extract the

E0 transition strength ρ2(E0; 01 → 02) in 150Nd and the radial dependence of the E0 matrix

element by measuring the form factor of this transition. Part I is structured the following way.

In chapter 2 the theoretical background for the geometrical collective model (CBS rotor model)

will be explained. In chapter 3 the electron scattering formalism is summarized and theoretical

model predictions for the transition densities are given. The experiment is described in chapter

4 and after the analysis steps which are explained in chapter 5, chapter 6 deals with the experi-

mental results and their discussion in comparison with theory. In chapter 7 the similarity of the

macroscopic CBS rotor model and a microscopic collective meanfield Hamiltonian will be in-

vestigated in terms of wave functions, energies, transition strengths and centrifugal stretching.

Part I closes with some concluding remarks and an outlook on further studies in chapter 8.
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2 Theoretical background

In this chapter the theoretical models which are used to describe and interprete the nuclear

structure for the electron scattering experiments are explained. In a more general way the

geometrical model with the so called Bohr Hamiltonian will be introduced and a model to solve

the Bohr Hamiltonian analytically will be presented.

2.1 Collective coordinates

Nuclei consist in general of a large number of protons and neutrons which underlie the nuclear

interaction. In order to describe nuclei in the sense of a geometrical macroscopic model, one

has to go away from the picture of many single nucleons with the coordinates x i and go to a

collective description of nuclei. One usually uses a set of normal coordinates αλµ which can be

obtained by a series expansion of the nuclear surface in terms of spherical harmonics Yλµ(θ ,φ).
The vector of the center of the nucleus (origin of the coordinate system) to the surface can be

described as:

R(θ ,φ) = R0



1+α00Y00+
∑

λµ

αλµYλµ
�

θ ,φ
�



 . (2.1)

R0 is the mean radius of a spherical nucleus with the same volume and can be approximated by

R0 = 1.2 ·A1/3 fm. The term α00Y00 is needed for the conservation of volume which is necessary

because of the incompressibility of nuclear matter. The lowest order (λ = 0) simply describes

the compression of the nucleus and the next order (λ = 1) a shift of the whole nucleus with

respect to the origin. So here the five quadrupole components with λ = 2 built up a full set

of coordinates that describes surface vibrations of lowest order. If one parameterizes this set

of coordinates in a clever way such that the mass centroid axes of the nucleus coincide with

the coordinate axes, the components a21 and a12 vanish and furthermore the other components

equate to:

α20 = β cosγ (2.2)

α22 = α2−2 =
1
p

2
β sinγ. (2.3)

β and γ are the quadrupole deformation parameters and together with the three Euler angles,

they built up to a complete set of coordinates. β describes the axial deformation and γ is

a measure for the triaxiality of the nucleus. The Euler angles θ1,θ2,θ3 describe the spatial
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orientation of the nucleus. Figure 2.1 shows a spherical nucleus with β = 0. A prolate deformed

nucleus with β = 0.3 which is a typical value for stable rare earth nuclei can be seen in 2.2 and

a triaxial deformed nucleus with β = 0.3 and γ=π/3 is shown in figure 2.3.

Figure 2.1.: Shape of a
spherical nu-
cleus with β=0
and γ=0.

Figure 2.2.: Shape of an ax-
ial prolate de-
formed nucleus
with β=0.3 and
γ=0.

Figure 2.3.: Shape of a triax-
ial deformed nu-
cleus with β=0.3
and γ=π/3.
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2.2 The collective Bohr Hamiltonian

The collective Hamiltonian in a very general form [Boh52]

Ĥ = T̂vib+ T̂rot+ Vcoll (2.4)

describes the collective motion of a nucleus with a vibrational kinetic energy

T̂vib = − ħh2

2
p

wr

n

1
β4

h

∂

∂ β

p

r
w
β4Bγγ

∂

∂ β
− ∂

∂ β

p

r
w
β3Bβγ

∂

∂ γ

i

+ 1
β sin3γ

h

− ∂

∂ γ

p

r
w

sin 3γBβγ
∂

∂ β
+ 1
β

∂

∂ γ

p

r
w

sin 3γBββ
∂

∂ γ

io

(2.5)

and a rotational kinetic energy

T̂rot =
1

2

3
∑

k=1

Ĵ2
k

Ik
. (2.6)

Here, Vcoll is the collective potential. Ĵk denotes the components of the angular momentum in

the body-fixed frame of a nucleus, and the mass parameters Bββ , Bβγ, Bγγ [Jol09], as well as

the moments of inertia Ik, depend on the quadrupole deformation variables β and γ:

Ik = 4Bkβ
2 sin2(γ− 2kπ/3) . (2.7)

Two additional quantities that appear in the expression for the vibrational energy: r = B1B2B3,

and w = BββBγγ− B2
βγ, determine the volume element in the collective space.

2.2.1 E0 transitions in quadrupole collective models

The E0 transition strength is defined by

1

τ(E0)
= ρ2

if(ΩK +ΩLi
+ ...+ΩI P) (2.8)

where

ρ2
if(E0) =

|〈Ψfinal|m(E0)|Ψinitial〉|
2

(eR2)2
(2.9)
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with the E0 transition operator

m(E0) =

∫

ρ(~r) r2 d 3r (2.10)

obtained in the long wave-length approximation [Boh75]. Tabulations of the ’electronic’ factors

Ωi in equation (2.8) are given by Bell et al. [Bel70] or can be calculated with an online web

interface [bri]. The quantity ρ2
if is a dimensionless quantity and is usually given in units of

10−3. In the homogeneous-charge density approximation

ρ(~r) = ρ0 =
Ze

4π
3

R3
(2.11)

one obtains

m(E0) =
3

5
ZeR2

�

1+
5

4π
α2

20+
10

7π

Ç

5

16π
α3

20+ ..

�

(2.12)

from the integration of equation (2.10) within the nuclear interior limited by equation (2.1).

To lowest order in α2 the E0 operator is in general obtained as [Woo99]

T̂ (E0) =
3

5
ZeR2

�

1+
5

4π
Σµ|α̂2µ|2

�

. (2.13)

The constant term in equation (2.12) cannot induce transitions between orthogonal states.

Therefore, to lowest order in the deformation parameter, nuclear E0 transitions originate for

axially symmetric quadrupole deformation from the part

T̂ (E0)t r =
3

4π
ZeR2 β̂2, (2.14)

where
∑

µ |α̂2µ|2 = |α̂2,0|2 = β̂2 for axial symmetry with γ = 0. Data on E0 transitions have

been reviewed by Wood et al. [Woo99] and in [Kib05]. The E0 transition operator is similar

in structure to the β-dependent part of the E2 transition operator in the axially symmetric case

with γ= 0

T̂ (E2)∆K=0 =
3

4π
ZeR2β̂ . (2.15)
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2.2.2 Derivation of ρ2(E0) transition strength as a function of potential stiffness

A derivation of ρ2(E0) transition strength as a function of potential stiffness has been worked

out with the help of Professor Jolos [Jola] from Dubna, Russia, during the research on reference

[Bon09]. In this section the most important formula are presented while the whole derivation

can be found in appendix A. An expression of the ρ2(E0) transition strength only depending on

experimental nuclear structure observables can be found to be:

ρ2
�

E0; 0+2 → 0+1
�

= 2

�

E(2+1 )− E(0+1 )

E(0+2 )− E(0+1 )

�

�

B(E2; 0+1 → 2+1 )
�2

�

3Z
4π

�2
(e2R4)2

. (2.16)

Using the relation between B(E2;0+1 → 2+1 ) and
¬

0+1
�

�β2
�

�0+1
¶

:

B(E2; 0+1 → 2+1 ) =
�

3Z

4π
eR2
�2
¬

0+1
�

�β2
�

�0+1
¶

(2.17)

one obtains from equation 2.16:

ρ2
�

E0;0+2 → 0+1
�

= 2

�

E(2+1 )− E(0+1 )

E(0+2 )− E(0+1 )

�

�

3Z

4π

�2
¬

0+1
�

�β2
�

�0+1
¶2

. (2.18)

The most important observation from equation 2.18 is that when the stiffness of the potential

in β increases, the ratio
�

E(2+1 )−E(0+1 )

E(0+2 )−E(0+1 )

�

decreases. As a result ρ2
�

E0;0+2 → 0+1
�

should also

decrease.

2.3 The confined β -soft rotor model

In this chapter the confined β-soft rotor model (CBS rotor model) [Pie04] will be described

and a solution to the Schrödinger Equation by using a simple square well potential in the

deformation variable β will be presented. The CBS rotor model represents an approximate

analytical solution to the collective Hamiltonian in equation (2.4) proposed by Bohr and Mot-
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telson [Boh52] Inserting (2.5) into equation (2.4) and and assuming that Bk = Bγγ = Bββ = B

and Bβγ = 0, the Hamiltonian simplifies to

H =−
ħh2

2B

�

1

β4

∂

∂ β
β4 ∂

∂ β
+

1

β2 sin3γ

∂

∂ γ
sin3γ

∂

∂ γ

−
1

4β2

∑

k

Ĵ2
k

sin2(γ− 2
3
πk)



+ V (β ,γ). (2.19)

Assuming a separable potential V (β ,γ) = u(β) + v (γ) the wave functions approximately sepa-

rate into

Ψ(φ,θ ,ψ,β ,γ) = ξL(β)ηK(γ)Φ
I
MK(Ω). (2.20)

The angular part corresponds to linear combinations of the Wigner functions [Wig71]

ΦI
MK(Ω) =

r

2I + 1

16π2(1+δK0)

�

DI∗
MK(Ω)+ (−1)I DI∗

M−K(Ω)
�

(2.21)

and ηK denotes the appropriate wave function in γ. For sufficiently axially symmetric prolate

nuclei one might consider a steep harmonic oscillator in γ [Iac01]. ξL(β) describes the part

of the wave function depending on the deformation variable β . The approximate separation of

variables [Iac01] leads to a differential equation for ξL(β)

−
ħh2

2B

�

1

β4

∂

∂ β
β4 ∂

∂ β
−

1

3β2 L(L+ 1) + u(β)
�

ξL(β) = E ξL(β). (2.22)

It can be considered as the ’radial’ equation in the space of quadrupole deformation parameters.

It contains the angular momentum dependence through the centrifugal term. The CBS rotor

model assumes for prolate axially symmetric nuclei an infinite square well potential u(β), with

boundaries at βM > βm ≥ 0 (see figure 2.5). For this potential the differential equation (2.22)

is analytically solvable. The ratio

rβ =
βm

βM
(2.23)

parameterizes the width of this potential, that is the stiffness of the nucleus in the β degree of

freedom. Figure 2.5 shows the CBS potential for a value of rβ = 0.3. For rβ = 0 the X(5) limit

is obtained where a large range of β values are possible, leading to large fluctuations in β (see

figure 2.4). The Rigid Rotor Limit without fluctuations in β corresponds to rβ → 1.
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Figure 2.4.: X(5) potential as a function of
the deformation parameter β .
In blue, the ground state wave
function is shown and in red
the wave function of the 0+

state of the β band.

Figure 2.5.: CBS potential as a function of
the deformation parameter β .
In blue, the ground state wave
function is shown and in red
the wave function of the 0+

state of the β band.

The quantization condition of the CBS rotor model is

Q
rβ
ν(L)(z) = Jν(L)(z)Yν(L)(rβz)− Jν(L)(rβz)Yν(L)(z) = 0 (2.24)

with Jν and Yν being Bessel functions of first and second kind of irrational order ν =
p

�

L(L+ 1)− K2
�

/3+ 9/4. For a given structural parameter rβ and any spin value L the

sth zero of equation (2.24) is denoted by z
rβ
L,s. The full solution of equation(2.22) with the

aforementioned choice of the CBS square-well potential is then given as

ξL,s(β) = cL,sβ
−3

2



Jν

�

z
rβ
L,s

β

βM

�

+
Jν
�

rβz
rβ
L,s

�

Yν
�

rβz
rβ
L,s

� Yν

�

z
rβ
L,s

β

βM

�



 . (2.25)

The normalization constant cL,s of the wave function (2.25) is given by the normalization con-

dition

1=

βM
∫

βm

β4[ξL,s(β)]
2dβ . (2.26)
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The eigenvalues of equation (2.22) are obtained as

EL,s =
ħh2

2Bβ2
M

�

z
rβ
L,s

�2
. (2.27)

For convenience, the reduced deformation parameter b = β

βM
∈ [rβ , 1] is used where appropri-

ate.

The CBS rotor model well describes the evolution of low-energy 0+ bands [Pie04], ground

bands of strongly deformed nuclei [Dus05], and the dependence of relative moments of inertia

as a function of spin in deformed transitional nuclei [Dus06]. It has also been successfully used

for studying relative as well as absolute E0 transitions in the region of the X(5) nuclei up to the

rigid rotor limit [Bon09].

2.3.1 E0 transition strengths in the CBS model

Electromagnetic transition strengths can be calculated from the wave functions given above. For

E0 transitions one obtains with Eqs. (2.9,2.14)

ρ2
if(E0) =

�

3Z

4π

�2

|〈ψf|β̂
2|ψi〉|

2 (2.28)

=
�

3

4π

�2

Z2β4
M |〈ξf|b̂

2|ξi〉|
2 (2.29)

between states that only differ in the β-dependent part of the wave function, i.e., 〈Df|Di〉 =
〈ηf|ηi〉 = 1. As a function of the choice of the potential, i.e., as a function of the nuclear

deformation (βM) and the nuclear stiffness against centrifugal stretching (rβ), the E0 transition

strengths can be expressed as

ρ2
if(E0) =

�

3

4π

�2

Z2β4
M









1
∫

rβ

ξ∗f (b)b
2ξi(b)b

4db









2

(2.30)

= qE0
�

βM
�

h

m2,rβ (Ji → J f )
i2

, (2.31)
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with the matrix element

mk,rβ (Ji → J f ) =

1
∫

rβ

ξi(b)b
kξ f (b)b

4db (2.32)

of kth order in the reduced deformation variable b that only depends on the nuclear stiffness

parameter rβ . The magnitude of the nuclear deformation
�

βM
�

appears in the scaling constant

qE0
�

βM
�

. The corresponding expression for B(E2) transition strengths of ∆K = 0 transitions

follows as

B(E2; Ji → J f ) = qE2
�

βM
�

�

C
J f 0
Ji020

�2h

m1,rβ
(Ji → J f )

i2
, (2.33)

with the scaling constant

qE2
�

βM
�

=
�

3

4π

�2

β2
M Z2e2R4. (2.34)

C
J f 0
Ji020 denotes a Clebsch-Gordan coefficient. Deviations from the homogeneous-charge density

approximation might be taken into account to lowest order by an effective charge Ze→ qEλZe,

with qEλ ≈ 1 for electric transitions with multipolarity λ.

2.4 Microscopic relativistic mean-field approach

In this chapter a microscopic collective Hamiltonian based on the relativistic mean field model

[Nik09, Li09] is introduced. In section 7 comparisons between the CBS rotor model and this

microscopic mean field approach will be discussed. The kinetic energy part of the Hamiltonian

is in the general form as already seen in equations (2.4) - (2.6). The seven functions, i.e.

the three moments of inertia Ik, the three mass parameters Bββ , Bβγ, Bγγ, and the collective

potential Vcoll, are determined by the choice of a particular microscopic nuclear energy-density

functional or effective interaction. In the particle-hole channel the relativistic functional PC-F1

(point-coupling Lagrangian) [Bür02b] has been used, as in the studies of shape transitions in

the Nd-chain [Li09]. Also a density-independent δ force in the particle-particle channel treated

by the BCS approximation was used. The moments of inertia are calculated microscopically

from the Inglis-Belyaev formula:

Ik =
∑

i, j

�

uiv j − v iu j

�2

Ei + E j
〈i|Ĵk| j〉|2 k = 1, 2,3, (2.35)
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where the summation runs over the proton and neutron quasi-particle states, and k denotes the

axis of rotation. The quasi-particle energies Ei, occupation probabilities v i, and single-nucleon

wave functions ψi are determined by solutions of the constrained RMF+BCS equations. The

mass parameters associated with the two quadrupole collective coordinates q0 = 〈Q̂20〉 and

q2 = 〈Q̂22〉 are also calculated in the cranking approximation

Bµν(q0, q2) =
ħh2

2

h

M−1
(1)M(3)M

−1
(1)

i

µν
, (2.36)

with

M(n),µν(q0, q2) =
∑

i, j

〈i| Q̂2µ

�

� j
�


j
�

� Q̂2ν |i〉
(Ei + E j)n

�

uiv j + v iu j

�2
. (2.37)

In contrast to the CBS Model, the potential Vcoll in the collective Hamiltonian Equation (2.4) is

obtained by subtracting the zero-point energy corrections from the total energy that corresponds

to the solution of constrained RMF+BCS equations, at each point on the triaxial deformation

plane.

The Hamiltonian (2.4) describes quadrupole vibrations, rotations, and the coupling of these

collective modes. The corresponding eigenvalue problem is solved using an expansion of eigen-

functions in terms of a complete set of basis functions that depend on the deformation variables

β and γ, and the Euler angles φ, θ and ψ. The diagonalization of the Hamiltonian yields the

excitation energies and collective wave functions

ΨI M
α (β ,γ,Ω) =

∑

K∈∆I

ψI
αK(β ,γ)ΦI

MK(Ω), (2.38)

that are used to calculate observables. The angular part corresponds to linear combinations of

the Wigner functions [see equation (2.21)] and the summation in equation (2.38) is over the

allowed set of K values:

∆I =

(

0, 2, . . . , I for I mod 2= 0

2, 4, . . . , I − 1 for I mod 2= 1 .
(2.39)

For a given collective state in equation (2.38), the probability density distribution in the β − γ-

plane is defined by

ρIα(β ,γ) =
∑

K∈∆I

|ψI
αK(β ,γ)|2β3| sin 3γ| . (2.40)
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The normalization reads
∞
∫

0

βdβ

2π
∫

0

dγ ρIα(β ,γ) = 1 . (2.41)

If we integrate the wave function (2.38) along γ, we obtain the projection

ρ′Iα(β) =
∑

K∈∆I

2π
∫

0

|ψI
αK(β ,γ)|2β4| sin3γ|dγ . (2.42)

of the density distribution as a function of β for the desired comparison with the results from

the CBS model. Its normalization reads:

∞
∫

0

ρ′Iα(β)dβ = 1 . (2.43)
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3 Inelastic electron scattering at low momentum transfer

In this chapter basics of the description of inelastic electron scattering at low momentum transfer

will be given. It is based on [Übe71], although the notation of [Bur08, Neu97b] has been used.

3.1 Electron scattering formalism

Incoming electrons with the energy E0 scatter off atomic nuclei. The ground state and excited

states with discrete excitation energies will be directly visible in an energy-loss spectrum, when

the scattered electrons with the energy E f are bent at an angle of θ in a dipole magnet and

selected by their momenta in the focal plane of the spectrometer. In these scattering processes

energy is conserved

E0 = E f + Ex + ER. (3.1)

Ex is the excitation energy of the excited state and ER the recoil energy of the nucleus. The latter

is negligible and equation 3.1 simplifies to

Ex = E0− E f . (3.2)

Momentum conservation requires

~q = ~pi − ~p f , (3.3)

where pi and p f are the electron momenta before and after the scattering process. The absolute

value of the momentum transfer ~q can be written as

q =
1

ħhc

p

2E0(E0− Ex)(1− cosθ) + E2
x . (3.4)

Due to the attraction of the Coulomb force during the scattering process, especially for heavier

nuclei, the effective energy of the electron is higher than its energy in the center of mass system.

This leads to an increase in the momentum transfer.

qe f f = q

�

1+
3

2

Ze2

ħhcE0Req

�

(3.5)
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Here, ħhc = 197 MeV fm , e2 = 1, 44MeV fm and Req is the radius of a homogeneously charged

sphere.

The electron interacts with the charge and current density of the nucleus by exchange of a

virtual photon. In the first order perturbation theory only the exchange of one photon is used.

Then the differential cross section
�

dσ
dΩ

�

θ
at the angle θ can be written as

�

dσ

dΩ

�

θ

=
1

4π2(ħhc)2
Ei E f

�p f

pi

��2J f + 1

2Ji + 1

�

frec

�

�〈Ψ f

�

�Ĥint

�

�Ψi〉
�

�

2
. (3.6)

Here, Ji and J f the total angular momenta before and after the scattering process. Ĥint is the

Hamiltonian of the interaction and frec the recoil factor

frec =

�

1+
2Eisin2(θ/2)

Mc2

�−1

(3.7)

The matrix element M(λ(q) = 〈Ψ f

�

�Ĥint

�

�Ψi〉 contains the wave function of the initial and final

state and all informations about the interaction. In order to measure this matrix element, one

defines the squared form factor

�

�F(E0, q)
�

�

2
=

�

dσ
dΩ

�

ex p
�

dσ
dΩ

�

Mot t

(3.8)

as the ratio of the experimental differential cross section and the Mott cross section defined as

�

dσ

dΩ

�

Mot t
=

�

Ze2

2E0

�2
cos2 θ/2

sin4 θ/2
, (3.9)

The squared form factor
�

�F(E0, q)
�

�

2
is a function of the momentum transfer q. Extracting the

q-dependence of the form factor, one can obtain informations about the charge and current

distributions in the nucleus.

Under electromagnetic interaction, the total angular momentum and the parity of a system

are conserved. For a given angular momentum J and parity π the selection rules for the multi-

polarity λ and the transition from the initial state
�

�ψi
�

to the final state
�

�ψ f

¶

are for the angular

momentum:
�

�Ji − J f

�

�≤ λ≤ Ji + J f . (3.10)
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and for the parity:

πiπ f = (−1)λ for electric transitions and (3.11)

πiπ f = (−1)λ+1 for magnetic transitions. (3.12)

In the case of light nuclei, the wave function of the incoming and the scattered electrons can

be approximated with plane waves (Plane Wave Born Approximation, PWBA). In heavy nuclei,

where the Coulomb potential plays a major role as in the case of 150Nd, the influence of the

coulomb field is so big for the incoming electrons that they become accelerated when approach-

ing the nucleus and slowed down after the scattering process. This results in a distortion of the

outgoing electron wave. In this case we explicitly need a nuclear model for calculating Mλ(q).
Solving numerically the Dirac equation one can extract the form factors. In order to deduce the

transition strengths on has to scale the experimental data to the theory.

3.2 Model predictions for the 0+1 → 0+2 E0 transition in 150Nd

3.2.1 Effective operator for the E0 transition density

In a recent work [Shi09] a semi-microscopic method has been applied for the calculation of

properties of shape-phase transitional nuclei. Firstly, the effective density operator has been

constructed at a microscopical level. In a second step the collective wave functions obtained in

the CBS rotor model (see section 2.3) have been used to calculate the matrix elements of the

effective operator by integration over the collective variables.

The single particle density operator ρ̂(~r) can be expressed in terms of the particle creation and

annihilation operators corresponding to the Nilsson single-particle basis with the deformation

parameters β and γ. According to [Shi09] it is written as

ρ̂(~r) =
∑

s,s′
ϕ∗s (~r,β)ϕs′(~r,β)a†

s (β)as′(β) (3.13)

with the single-particle wave functions

ϕ(~r,β) =
∑

n,l, j

a(s)nl j(β)Rnl j(r)
�

Yl(θ ,φ)χ1/2

�

jΩs
, (3.14)
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where a(s)nl j(β) are the Nilsson expansion coefficients, Rnl j(r) is a radial wave function corre-

sponding to the Schrödinger equation with the spherically symmetric Woods-Saxon potential.

Then, the average of ρ̂(~r) over the quasi-particle vacuum corresponding to the equilibrium

deformation β is given as

¬

β
�

�ρ̂(~r)
�

�β
¶

=
∑

s

�

�ϕs(~r,β)
�

�

2
v 2

s (β), (3.15)

where v 2
s (β) denotes the single-particle occupation probability. In order to calculate the E0

transition density for the 0+1 → 0+2 transition it is necessary to integrate equation (3.15) over

the Euler angles, resulting in

¬

β
�

�ρ̂(r)
�

�β
¶

=

∫

dΩ
¬

β
�

�ρ̂(~r)
�

�β
¶

(3.16)
∑

n,n′,l, j

a(s)nl j(β)a
(s)
n′ l j
(β)Rnl j(r)Rn′ l j(r)v

2
s (β). (3.17)

The full expression for the effective E0 transition density operator ρeff(r,β) has been obtained

by using the Generator Coordinate Method (GCM) which is well described in [Rin80]. The

result is

ρeff(r,β) =
¬

β
�

�ρ̂(r)
�

�β
¶

+ F(r) +
�

1

2Z
F(r)− G(r)

�

∂ 2

∂ β2 (3.18)

where the radial functions F(r) and G(r) are lengthy expressions containing the spherically

symmetric part of the nuclear single-particle potential Vsp(r), the single-particle energies εs, the

single quasi-particle energies Es, the energy gap ∆ and the matrix elements
¬

s
�

� f Y20

�

� t
¶

that are

all functions of the deformation parameter β .

3.2.2 Neutron and proton transition densities

Using the collective wave functions obtained in the CBS rotor model, the neutron and proton

transition densities for the 0+1 → 0+2 transition in 150Nd could have been calculated according

to equation (3.18) and are depicted in figure 3.1. It has been found to be useful to plot a the

ordinate of a transition density multiplied by r2 in order to enhance the effects on the nuclear

surface. Since electron scattering is only sensitive to the charge distribution and not on the

matter distribution, only the proton transition density distribution has been used.
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Figure 3.1.: Calculated proton and neutron transition densities for the 0+1 → 0+2 transition in
150Nd from [Shi09]. In the case of electron scattering, only the proton transition
densities are used.

3.2.3 Predicted DWBA form factors for the electron scattering experiment

The proton transition densities have been taken as an input for a DWBA calculation [Pon,

Tua68]. The DWBA calculation has been performed for two electron energies. Figure 3.2(a)

shows in red the electron scattering form factor for the 0+1 → 0+2 transition in 150Nd for an

electron energy of 35 MeV and in blue for an energy of 75 MeV as a function of the momentum

transfer. It is obvious that for higher electron energies a much larger range of momentum trans-

fer is accessible. Cross sections of the first maximum, the first minimum and even the second

maximum could be obtained using a 75 MeV electron beam. That’s why this energy was chosen

for the experiment. Figure 3.2(b) shows the same form factors as figure 3.2(b) but here, they

are plotted as a function of the scattering angle θ . In figure 3.2(c) the cross section of the elastic

scattering process (black curve) is compared to the inelastic form factor of the 0+2 state. Here,

the immense difference in cross section turns out, since there are at some points almost 5 orders

of magnitudes between the respective cross section. Finally in figure 3.2(d) the wave functions

obtained in the CBS calculations are displayed. One of the main purposes of this experiment is

trying to proof that the node in the β band actually exists. The feature of the β band, showing a

node in the deformation coordinate β should manifest in the particular form of the form factor

(obviously also in the transition density). The minimum in the form factor might be a possible

signature for the node in the wave function of the β band.

The predicted value for the ρ2(E0; 0+1 → 0+2 ) transition strength in 150Nd is 55 ·10−3 which

is a typical value in the region of the X(5) shape phase transitional point. It has already been

estimated [Kru08] that with an electron scattering experiment at the S-DALINAC in Darmstadt it
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(a) Form factor of 0+2 state as a function of
the momentum transfer q.

(b) Form factor of 0+2 state as a function of
the scattering angle.

(c) Form factor of the 0+2 state compared
to the elastic form factor for Ee = 75 MeV.

(d) CBS wave functions for the ground
state and for the band head of the β band.

Figure 3.2.: Correlation between the minimum in the form factor of the 0+2 state and the node
in the wave function of the β band.

should be possible to extract the ρ2(E0;0+1 → 0+2 ) transition strength in 150Nd. At typical beam

energies of 75 MeV, electron currents of 1 µA and measurements at 4 to 5 different scattering

angles (momentum transfers), the beam time should not exceed 2 weeks.
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4 Inelastic electron scattering experiments at the S-DALINAC

4.1 S-DALINAC and experimental facilities

Since 1991 the recirculating superconducting electron linear accelerator S-DALINAC [Ric96] at

the Institut für Kernphysik [IKP14] at the TU Darmstadt is in operation. The accelerator and

all the experimental facilities were built in the framework of many dissertations and diploma

theses and are still modified and improved by bachelor, master and PhD students. Figure 4.1

gives an overview of the S-DALINAC and its experiments. The S-DALINAC once was the first

superconducting continuous-wave electron linear accelerator in Europe. Electrons can be either

accelerated by a thermionic electron gun À or by a new source Á that is emitting spin polarized

electrons [End11, Fri11]. The superconducting injector Â with its 3 GHz-cavities allows already

experiments with Bremsstrahlung of up to 10 MeV at the Darmstadt High intensity Photon Setup

(DHIPS) Ã [Son11]. The electrons can also be bent by 180 degree and pass the main accelerator

Ä up to 3 times Å to get a final beam energy of 130 MeV and electron currents of up to 20 µA.

Different experimental facilities (see figure 4.1) provide a huge variety of experiments in the

field of nuclear structure physics. Experiments with tagged photons can be performed at the

photon tagger NEPTUN Æ [Sav10]. One of the working horses for the electron scattering ex-

periments at low momentum transfer is the so-called QCLAM spectrometer È [Die95, Neu97a]

where coincidence experiments can be performed [NC97, Str00, Die01, NC02]. This spectrome-

ter is also equipped with a special 180◦ beam line Ç where experiments in transverse kinematics

can be preferred [NC99, Rei02, Rye06]. The spectrometer which has been used in this work is

the 169◦ spectrometer É [Grä78, Wal78, Sch78, Foh78]. It has a much smaller solid angle but

due to its dispersion matching beam line, excellent energy resolution can be achieved.
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Figure 4.2.: Photo of the high energy resolution 169◦ spectrometer. À Scattering chamber with
the target, Á Dipole magnet and Â focal plane with detector system.

4.2 High resolution electron scattering

When the accelerated and recirculated electron beam leaves the accelerator hall and enters the

experimental hall it is guided to the high-resolution electron scattering facility which consists

of a beam transport line and a 169◦ magnetic spectrometer. The schematic layout of the beam

transport system is shown in figure 4.3. The main dispersive elements are two 70◦ bending

magnets E4BM01 and E4BM02 which are placed symmetrically around an energy-defining slit

system. This system has two purposes. On the one hand a slit system can be used to cut off

unwanted parts of the beam in vertical direction. On the other hand in horizontal direction, a

water-cooled copper block with 5 equally spaced slits with a width of 1 mm and a distance of

2 mm is used for tuning the beam to the so-called energy-loss mode. During the beam optimiza-

tion process when the copper block is inside the beam line, the electron beam is dispersively

broadened in horizontal direction and the electrons pass through the separate slits with differ-

ent energies. The image of the 5 holes can then be observed in the focal plane detector system.

The best energy resolution is achieved when the 5 spots are mapped to only one spot on the

focal plane.

Since there was not enough space in the experimental hall, the spectrometer has been installed

vertically. In order to rotate the the dispersion plane from the beam line to the dispersive plane
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Figure 4.3.: Beam line to the high resolution electron scattering facility with the 169◦

spectrometer.

of the spectrometer (90◦) five quadrupoles (labeled as E4QR01-05) are installed. The beam is

then guided into the scattering chamber where measurements at angles between 33◦ and 165◦

are possible in discrete steps of 12◦. A very high percentage of the electrons pass the target

which is situated at the center of the scattering chamber and are dumped in a Faraday cup,

where the collected beam charge is measured. To reduce the beam divergence behind the target

due to multiple scattering, a doublet of two large quadrupoles is installed directly behind the

target chamber. Electrons scattered in the solid angle∆Ω are bent through a dipole magnet and

their momentum is analyzed in the focal plane of the 169◦ spectrometer. The so-called ’magic

angle’ of π
p

8/3 = 169.7◦ was chosen to improve the improve the electron-optical properties

of the spectrometer [Wal78]. The focal plane is tilted to 35◦ relative to the electron orbit to

minimize aberration errors. Figure 4.2 shows a photo of the spectrometer. The technical details

of the 169◦ spectrometer can be found in table 4.1.

4.3 Focal plane detector system

The focal plane detector system [Len05, Len06] consists of 4 silicon strip detector units, each 6.9

cm long and consisting of 96 silicon strips (channels). The whole focal plane covers a range of

24 cm and the distance between two modules corresponds to a gap of 10.5 strips. The obtained

spectra are therefore 415.5 channels wide. Each silicon strip has a thickness of 500 µm and

a pitch of 650 µm. The guard ring around the 96 strips and the printed circuit board carrier

result in an inactive zone of 7 mm, corresponding to the 10.5 strips, between two adjacent
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Energy acceptance: 20 - 120 MeV
Deflection angle: 169.7◦ ± 0.1◦

Radius of central trajectory: 1.0 m
Tilt of focal plane: 35◦ ± 2◦

Dispersion: 3.76 cm/%
Momentum acceptance: ∆p

p
=±2%

Solid angle acceptance: Ωmax ≈ 6 msr
Maximum relative energy resolution: 3 · 10−4 (FWHM)
Range of scattering angles: 33◦− 165◦ (12 Steps)
Field strength: 0.6 - 4.0 kG

Table 4.1.: Some technical details of the high resolution 169◦ spectrometer.

detectors. Measurements are repeated with slightly different magnetic field settings in order

to avoid holes in the spectrum. Figure 4.4 shows a photo of the focal plane detector system.

In order to reduce background radiation, a massive radiation shielding has been constructed

around it [Bur02a]. As a trigger detector to suppress the background, a 40 cm long plastic

Figure 4.4.: Focal plane detector system of the 169◦ spectrometer. À Iron yoke of the dipole
magnet, Á vacuum connections of bias signals to the preamplifiers, Â vacuum
connections of the preamplifier analog signals, Ã detector unit, Ä supply voltage
connections and control signals of the preamplifiers, Å detector case, Æ readout
electronics and high voltage connections. Picture is taken from [Len06].

scintillator with a thickness of 5 mm is used.
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4.4 Modes of operation

The 169◦ spectrometer can be used in two different operational modes. The ’conventional mode’

or dispersive mode and the ’energy loss mode’ or dispersion matching mode. As an explanation,

we start from the common relation between the momentum p of the electron (in GeV), the

bending radius R (in m) and the magnetic field B (in T)

B · R= 0.3356p, (4.1)

and the resulting dispersion of the spectrometer dipole. Dispersion means that electrons with

higher momenta have a larger bending radius. One obtains the offset ∆x in the focal plane for

electrons with the momentum difference ∆p from the ideal momentum p0 and the dispersion

Dsp

∆x = Dsp
∆p

p0
. (4.2)

4.4.1 Dispersive mode

To measure in the dispersive mode (see left part of figure 4.5), the target is focus point. Due

to the different orbit lengths in the magnetic field, electrons with the same momentum p but

different entrance angles in the focal plane are projected to the same point. The spectrometer

focuses in a radial direction. This means that the effective energy resolution depends strongly

on the momentum resolution of the beam. Typical energy resolutions of ∆E/E ≈ 0.5 − 1 ·10−3

can be reached. The dependence of the electron energy resolution of the beam properties can

become a main problem if the accelerator settings are not running stable.

4.4.2 Energy-loss mode

Besides the dispersive mode there exists another mode of operation. In the so-called energy loss

mode [Wal78] the dispersion of the extraction beam line to the spectrometer is matched to the

dispersion of the spectrometer (see right part of figure 4.5) Applying this mode of operation the

energy resolution is independent of the beam resolution because all scattered electrons with the

same energy loss in the target are focused on the same point in the focal plane. In order to gain

a higher count rate, relatively thick targets with an areal density of up to 20 mg/cm2 can be

used. The energy resolution is mainly determined by the different energy loss of the electrons

in the target. In the energy loss mode typical energy resolutions of ∆E/E ≤ 3 · 10−4 can be

achieved.
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Figure 4.5.: Dispersion matching technique. Left: dispersive mode. The position and the angle of
scattered particles at the focal plane depend on the initial energy spread∆E, which
thereby limits the resolution. Right: lateral dispersion matching. It allows to improve
the resolution by spatially spreading the beam spot at the target position according
to the dispersion of the beam, matching it to that of the spectrometer. This figure
has been taken from [Bur08].

4.5 150Nd(e,e’) experiment

The experiment was carried out in late 2013 at the Darmstadt superconducting electron accel-

erator S-DALINAC. As an electron source, the conventional thermionic electron gun has been

used. The electron beam had an energy of 73.9 MeV and typical electron beam currents of 0.8

to 1.5 µA were measured. The energy resolution was between 22 and 30 keV (FWHM)). In

this experiment a highly enriched self supporting metallic foil of 150Nd which was made in Oak

Ridge National Lab, has been used. The metallic foil had a dimension of 2 cm by 3 cm and was

attached to a typical Lintott target frame made of aluminum. The areal density is 10 mg/cm2

with an isotopic enrichment of 96.11%. Table 4.2 gives an overview of the isotopic composition

of the target.

Being one of the more reactive lanthanide rare-earth metals, neodymium quickly oxidizes in

air. So, special precaution was necessary for the handling of the target. The scattering chamber

was filled with argon for mounting/dismounting the target. Despite all the above mentioned

safety precautions the elastic line of Oxygen could be observed clearly in every spectrum. Also

a very small contamination of argon, which stems from the venting process and carbon that is

probably originating from the pump oil, have been observed in the spectra. Figure 4.6 shows
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150Nd 96.11 %
142Nd 0.77 %± 0.01 %
143Nd 0.39 %± 0.01 %
144Nd 0.89 %± 0.01 %
145Nd 0.34 %± 0.01 %
146Nd 0.89 %± 0.01 %
148Nd 0.66 %± 0.01 %

Table 4.2.: Isotopic enrichment of the 150Nd target which has been used in this experiment.

a typical spectrum of 150Nd taken at a scattering angle of 93 degree. The most prominent line

at the left hand side is the so-called elastic line, where electrons are scattered elastically. It is

common to calibrate the spectra in such way that the elastic line has an excitation energy of

0 MeV. Several inelastic transitions as well as elastic lines coming from the contaminations are

indicated.

The most accurate way to determine the electron energy is to calculate the difference of the
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Figure 4.6.: Spectrum of the 150Nd(e,e’) reaction at 73.8 MeV, taken at a scattering angle of 93◦.
The contamination line, originating in elastic scattering off 16O, is shown in red.

recoil energy of two peaks from different isotopes. This has been done here with the elastic line

of argon and neodymium.
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5 Data analysis of the electron scattering data

5.1 Line shapes

For the analysis of the discrete states the line area content Aex p
in is determined by adjusting a

model function for the line form to the measured spectrum [Hof02].

y = y0 ·











exp
�

− ln2 · (x − x0)2/∆x2
1

�

x < x0

exp
�

− ln2 · (x − x0)2/∆x2
2

�

x0 < x ≤ x0+η∆x2

A/(B+ x − x0)γ x > x0+η∆x2

(5.1)

with
x0 maximum energy,
y0 count rate atx0,
∆x1,2 half width at half maximum for Ex < x0 and Ex > x0, respectively
η starting point of the radiative tail in units of ∆x2,
γ exponent of the hyperbolic function of the radiative tail.

The parameters A and B result from the condition of the continuous differentiable joining of

the individual functions to the junctures x0 and x0+η∆x2.

The fit of the model functions to the spectral lines has been performed with the program

HDTV [Bra, Bas12]. The parameters σ1,2, η and γ are fixed for a given spectra, and have been

determined by the fit to the dominant elastic line. Then the line positions x0 and line heights y0

of the other peaks are fitted simultaneously. The area content Aex p
in is calculated as an integral

of the function used in the parameterization

Aex p
in =

x0+k∆x1
∫

−∞

y(x)d x , (5.2)

where k is the integral cutoff parameter (by default k = 5).

5.2 Energy calibration of the excitation spectra

For a comprehensive overview over the off-Yrast low-spin excitations it is necessary to measure

the electron scattering spectra up to several MeV. Because of the small momentum acceptance
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of the spectrometer (only 4%) one needs to perform the measurement at several settings of

the spectrometer magnetic field. Then, it is necessary to make also a calibration measure-

ments for each spectrometer magnetic field setting using other nuclei with known prominent

transitions. The calibration could be performed using a direct correspondence between the

scattered electron energy E′ and a channel number N . One has to take into account also the

electron energy loss in the target. As a result of an ionization of the electrons in the targets

of an effective thickness teff before and after scattering they lose on the average an energy of

∆E [MeV ] = 1
2
× 1.4× teff [g/cm2]. teff is the effective target thickness. For measurements

at the scattering angles θ ≤ 141◦ the target is set in transmission geometry (perpendicular

to the scattering angle bisector). In this case the electrons have an effective path length

teff = t/cos(θ/2), where t and θ are the target thickness and the scattering angle, respec-

tively. Measurements at angles θ > 141◦ are only possible in the reflection geometry. Here,

there effective path length of the electrons in the target is teff = t/sin(θ/2).

E′(Ei, Ex ,∆E, M ,θ) =
(Ei −∆E)− Ex(1+

Ex
2Mc2 )

1+ 2(Ei−∆E)
Mc2 sin2 θ

2

−∆E = f (N). (5.3)

If the spectrometer magnetic field is homogeneous, the function f (N) is linear. Thus, one gets

a quadratic equation for Ex . Solving that, one obtains an excitation energy as a function of a

channel number. This calibration is valid only for a given spectrometer magnetic field setting.

The same procedure has to be repeated for other settings.

5.3 Experimental cross sections

The calculation of the experimental cross sections requires the subtraction of the background

and a determination of the area Aex p
in of the observed lines. The absolute value of the cross

sections can be calculated from

dσ

dΩ
= Aex p

in ·
1

∆Ω
·

e

I t
·

M

ρd xNA
, (5.4)

where ∆Ω is the spectrometer solid angle in (sr), I t the accumulated charge in (C), M the mass

number in (g/mol), ρd x the areal density of the target in (g/cm2) and NA the Avogadro number

in (1/mol).

The differential cross section dσ/dΩ for the excitation of a nuclear state can also be extracted

from the measured spectra relative to the elastic cross section
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(dσ/dΩ)in
(dσ/dΩ)el

=
Aex p

in

Aex p
el

, (5.5)

Since the electron scattering process is purely electromagnetic and the elastic scattering cross

section can be calculated in the framework of Quantum Electrodynamics, one usually deter-

mines the inelastic cross section
�

dσ
dΩ

�

in
relative to the elastic cross section

�

dσ
dΩ

�

el
, respectively

in terms of the form factors

|F(θ)|2in
|F(θ)|2el

=
Ain

Ael
, (5.6)

where Ael and Ain are the peak areas corrected for the radiative processes, discussed in the next

chapter. The elastic form factor |F(θ)|2el were calculated with two different phase shift codes

PHASHI [Bäh, Yen54] and DREPHA [Dre, Dre74]. These codes use ground state charge density

distributions for 150Nd which are approximated by three-parameter Fermi distributions. The

parameters were taken from reference [Vri87].

5.3.1 Radiative corrections

Bremsstrahlung leads to a radiative tail in the line shape of electron scattering data. To correct

for that the area under the peak is integrated up to a cutoff limit Ecutoff = x0 +∆E. Electrons

with an energy loss larger than ∆E = 5∆x1 are missed. Therefore, the calculated peak area

Aex p
in is corrected by multiplying with correction factors for the radiation effects

Ain = Crad · A
ex p
in . (5.7)

The total correction Crad includes the Schwinger (δS), bremsstrahlung (δB) and ionization

(δI) correction

Crad = eδB+δS+δI . (5.8)

The Schwinger correction is given by

δS =
2α

π

¨�

1

2
ln
�

E0

η2∆E

�

+
1

2
ln

�

E′

η∆E

�

−
13

12

�

×
�

2 ln
�

ER

m0c2

�

− 1
�

+
17

16

«

, (5.9)
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where ER, E′ and η= 1+ 2 E0
Mc2 sin2 θ

2
are the recoil energy, the energy of the scattered electrons

and the recoil parameter, respectively.

The bremsstrahlung correction is expressed as

δB =
te f f

X0 ln 2

�

1

2
ln
�

E0

η2∆E

�

+
1

2
ln

�

E′

η∆E

��

, (5.10)

where X0 is the radiation length

X0 =
716.4 M

Z(Z + 1) ln(287 Z−
1
2 )

� g

cm2

�

(5.11)

A detailed description of these factors can be found in [Mo69].

5.3.2 Dead time correction

During times where the data acquisition is busy, no other events can be processed. To calculate

the measurement time and the dead time one uses the expressions

Tmeas[s] =
clkdvd

40× 106 · OnTimeArmed= 10−7 · OnTimeArmed (5.12)

Tdead [%] =
OnTimeArmed− LifeTimeArmed

OnTimeArmed
· 100 (5.13)

clkdvd is a constant, depending on the maximum chosen data rate of the detector system.

The quantities OnTimeArmed and LifeTimeArmed are quantities indicating the time the data

acquisition has been active. Thus, the fitted area under the peak should be corrected on the

following dead time correction factor Cd t

Cd t = (1− Tdead)
−1 =

OnTimeArmed

LifeTimeArmed
. (5.14)

For calculating the final experimental cross section one has to use this expression for the

corrected peak area

Acor
in = Crad · Cd t · A

ex p
in . (5.15)
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5.4 Estimation of uncertainties

When calculating the experimental cross sections and form factors from the peak areas, sys-

tematical and statistical uncertainties were taken into account which contributed to the total

uncertainties. In the following, the systematical uncertainties are listed:

• Uncertainty in the determination of the accumulated charge in the Faraday cup (≈ 5%).

This value has been obtained by comparing the beam current measured in different Faraday

cups throughout the beam line.

• Uncertainty in the determination of the solid angle (≈ 2%). The solid angle is determined

by horizontal and vertical slits at the entrance of the dipole magnet. The uncertainty

corresponds to the uncertainty in setting the correct vertical and horizontal position of the

slits by hand.

• Dead-time correction (< 1%). The dead-time can be measured very precisely, since the

elastic scattering process has a huge cross section which is by orders of magnitude larger

than in inelastic scattering.

• Target inhomogeneity (≈ 3%).

The largest part of the uncertainties in the form factors originate in the determination of

background in the counting statistics. For the elastic scattering and the strong 2+ and 3− states,

the statistical uncertainties were negligible. But in very weak transition like the 0+2 excitation,

uncertainties up to 40% arrised.

5.5 Experimental Data

Figure 5.1 shows all the measured spectra at scattering angles from 69◦ to 141◦. The prominent

peaks at 0 MeV (elastic scattering), 0.130 MeV (2+1 state), 0.932 MeV (3−1 state) and the two 3−

excitations at 1.482 MeV and 1.578 MeV, respectively, have been used for the excitation energy

calibration. Due to technical problems, the measurements at 141◦ could only be performed for

one single magnetic field setting, that’s why there are still holes from the three blind areas in

the focal plane detector system.
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Figure 5.1.: Spectra of the 150Nd(e,e’) reaction with an electron energy of 73.8 MeV at the scat-
tering angles of 69◦, 93◦, 117◦, 129◦ and 141◦.
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6 Discussion of the electron scattering data

6.1 Elastic scattering

The experimental elastic form factor for 150Nd are compared in figure 6.1 to the phase shift

analysis codes DREPHA and PHASHI. The two codes agree well with the measured values for

the scattering angles 69◦ to 129◦. Due to technical problems, the collected charge in the spectra

could not be determined correctly in the 141◦ data set. Therefore the data setting has not been

used in the analysis. The results of the two codes also coincides very well. Since DREPHA can

Figure 6.1.: Experimental elastic form factor of the 150Nd(e,e’) reaction at E0=73.8 MeV as a
function of the scattering angle compared to the results of the phase shift analysis
codes DREPHA and PHASHI.

be used in a more intuitive way, it has been used for further analysis.

6.2 Electric monopole strength of the 0+1 → 0+2 transition in 150Nd

Since the 0+1 → 0+2 transition in 150Nd is very weak, it was not easy to observe the corresponding

peak in the excitation energy spectra. At an scattering angle of 117◦ it was not possible to

distinguish the peak from the contamination of 12C in the target, that showed up at this angle

due to kinematical reasons. For the remaining three settings, the fit of the peak area was

extremely sensitive to the choice of start parameters for the fit procedure. Another problem was
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the fact that the 0+2 state in 150Nd is situated at a very low excitation energy, where the elastic

line is extremely dominant and the slope of the elastic line shape is very high. Therefore the line

shape was fitted and in figure 6.2 the excitation spectrum without the contribution of the elastic

line is shown. The elastic line has been subtracted which made the fitting procedure easier.

Figure 6.3 finally shows the obtained form factor of the 0+1 → 0+2 transition in 150Nd. Using a

Figure 6.2.: Excitation energy spectrum at an scattering angle of 69◦ where the contribution of
the elastic line is subtracted.

χ-square fit, the experimental form factor data points have been scaled to the theoretical curve

shown in figure 3.2(a) or figure 3.2(b). This leads to a E0 transition strength of

ρ2(E0;0+1 → 0+2 ) = 38± 25 · 10−3. (6.1)

The experimental data points in figure 6.3 seem to follow the first minimum and the second

maximum of the theoretical curve. This minimum of the form factor might be a signature of the

node in the wave function of the β band. For further proofs of this claim the minimum should

be examined in further detail.

6.3 Evolution of absolute E0 strengths

In [Bon09] the absolute E0 transition rates have been predicted by the CBS model for the whole

transitional path from X(5) to the rigid rotor limit.

With the help of figure 6.4 which is taken from [Bon09] it has been figured out that with

increasing rβ (that means increasing potential stiffness) the E0 transition strength goes down.

Here, the E0 transition strengths for different angular momenta depending on rβ are shown. All

transition strengths are normalized to the 0+2 → 0+1 transition for X(5). For rβ approaching unity,
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Figure 6.3.: Form factor of the 0+2 excitation in the 150Nd(e,e’) reaction at 73.8 MeV. The solid
line represents the scaled form factor from [Shi09]

Figure 6.4.: Absolute E0 transition rates predicted in the CBS model. This picture has been taken
from [Bon09].

all E0 transition strengths drop to zero. In the case 0+ states, the strengths even monotonically

decrease with increasing rβ .

Now that another ρ2(E0) value has been measured for this particular region, it would be in-

teresting to investigate this claim by a comparison with experimental results. Also the derivation

of equation 2.18 in the theoretical introduction supports the need of experimental verification.
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6.3.1 Stiffness dependence of the ρ2(E0) transition strengths

Since the CBS parameter rβ is a direct measure for the potential stiffness and the experimental

observable R4/2 is monotonically correlated with rβ [Pie04], it would be interesting to inves-

tigate the stiffness dependence of the experimentally known ρ2(E0) values on the transitional

path between X(5) and the rigid rotor limit. The ρ2(E0) values in figure 6.5 are taken from

[Kib05] and listed in appendix B. The new value for 150Nd, determined in this work, is also

included. Most likely the β band of 166Er is erroneously assigned. At the critical point (rβ=0

and R4/2=2.9) the E0 strength shows a maximum and then decreases again with increasing

potential stiffness.

Figure 6.5.: Various ρ2(E0) values in the shape-phase transitional region as a function of the CBS
parameter rβ indicating the potential stiffness. The CBS curve has been scaled to the
absolute value of 152Sm, where the ρ2(E0) values is known precisely.

To understand the decrease of the ρ2(E0) values as a function of the potential stiffness, figure

6.6 may be taken into consideration. This figure has been taken from [Bon09]. Here, the

E0 matrix element from equation (2.32) has been investigated in more detail. All functions

of the relative deformation parameter b which contribute to the E0 transition matrix element

(0+1 → 0+2 ) are plotted for rβ = 0 (top) and rβ = 0.5 (bottom). The matrix element represents

the overlap integral of the initial and final wave functions, which are weighted by the square

of the relative variable, b2. Due to the orthogonality of the wave functions, the overlaps of the

initial and final wave functions are equal in absolute size and opposite in sign to the left and

to the right of the node of the wave function in the β band. As a consequence, the partial E0

matrix elements on either side of that node have opposite signs while the respective overlap

integrals are weighted by b2.

46



The absolute value of the partial E0 matrix element on the corresponding side of that node is

indicated by the length of the arrow in figure 6.6. Finally, the difference between these absolute

values gives the total matrix elements. Furthermore, the positions of the arrows indicate the root

mean square of b weighted by the wave function’s overlap on either side of the node. While in

the upper graph in figure 6.6 the ρ2(E0) values shows a rather high value, the lower graph with

a higher potential stiffness obviously indicates a decrease in ρ2(E0).

Figure 6.6.: Behavior of ρ2(E0) transition strengths for the 0+2 → 0+1 transition for different
values of rβ . Upper graph: rβ = 0, lower graph: rβ = 0.5 (high potential stiffness).
Picture taken from [Bon09].
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7 Comparison of the CBS rotor model with a macroscopic collective mean field

Hamiltonian for 150,152Nd

In this rather theoretical chapter the results of a comparison between the analytical wave func-

tions of the CBS rotor model (see section 2.3) and a collective Hamiltonian based on the rel-

ativistic mean field model (see section 2.4), will be presented. The work has already been

published [Kru11].

7.1 Description of K=0 bands and their centrifugal stretching

Figure 7.1 shows the low lying excitation spectrum of the nucleus 150Nd [Bag76] in compar-

ison to the two models. For the CBS rotor model we have fitted the structural parameter rβ
to the 4+1 /2

+
1 -energy ratio R4/2. For 150Nd we used rβ = 0.078 and for 152Nd rβ = 0.35.

The energy-scale parameter ħh2

2Bβ2
M

[see equation (2.27)] has been fitted to the excitation en-

ergies of the 2+1 states and takes the values of 37.9 keV for 150Nd and 30.7 keV for 152Nd.

The effective E2 charges of the first order (∆k = 0)-part of the transition operator T (E2) =
3

4π
ZeR2βM

�

β/βM
�

D2
µ0 [Pie04] have been scaled to the experimental B(E2;2+1 → 0+1 ) values.

For the calculations we used βM = 0.451 for 150Nd and βM = 0.471 for 152Nd.

For the RMF model we have multiplied the Inglis-Belyaev moments of inertia in equation (2.35)

with a common factor (1 + α) determined in such a way that the calculated energy of the

2+1 state coincides with the experimental value. This is because the well-known fact that the

Inglis-Belyaev formula predicts effective moments of inertia that are considerably smaller than

empirical values. For 150Nd we used α = 0.40 and for 152Nd α = 0.57. The transition strengths

are calculated in the full configuration space using bare charges [Nik09, Li09].

The s=1 ground state band is very well reproduced by the two models. In the microscopic RMF

approach the energies differ only by a few percent compared to the experimental energies. In

the CBS rotor model the deviation is even less than 0.3 % [Dus05]. In the s=2 band, which is

the collective β-band for this nucleus, the rotational structure is very well reproduced in the two

models and the deviations in energy primarily result from a mismatch of the rotational moment

of inertia by up to 25 %. The B(E2) intra- and inter-band transition strengths show a satisfactory

agreement in both models. Note, that both, energies and B(E2) values for the excited k=0 band

in the CBS rotor model, represent model predictions without any further parameter adjustment.

Figure 7.2 shows the same spectra for the nucleus 152Nd [Hel92]. In this case, only few data

is available. Here, the two models show again a nice agreement in the excitation energies and

B(E2) values for the ground state band, as well as for the β-band. One underlying mechanism at

work in the CBS rotor model is the centrifugal stretching of the nucleus which can be classically
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understood as an increase in the moment of inertia (MoI) as a function of the rotational angular
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momentum. In the upper graph in figure 7.3 the evolution of the MoI with spin, here plotted as

the relative dynamical moment of inertia (see also [Dus05])

θ(J)
θ(2)

=
�

J(J + 1)
6

�

E(J = 2)
E(J)

(7.1)

is compared to the CBS and microscopic RMF predictions. Both models well agree with the

data on the ground state bands of 150,152Nd.

The stretching for the two models has been calculated for the ground state rotational bands in

the nuclei 150,152Nd. Defining a dimensionless stretching parameter

S(J) =




β
�

Ji
−



β
�

0+1



β
�

0+1

, (7.2)

one can quantitatively see in the lower graph of figure 7.3, that the two models show a very

good agreement on the predicted centrifugal stretching. In this figure the centrifugal stretching

goes more or less linearly with the spin, and an increasing potential stiffness means a decrease

in centrifugal stretching.

It is remarkable how well the experimental MoI graph in the upper part of the figure correlates

with the theoretically calculated stretching parameters in the lower part. The slope for the

centrifugal stretching in 150Nd is for both models approximately 0.025/ħh. The much stiffer

potential in β for 152Nd creates only a slope of approximately 0.01/ħh. Looking at the evolution

as a function of valence nucleons, the centrifugal stretching decreases approximately by a factor

of 2.5, going from the X(5) nucleus 150Nd to the well deformed rotor 152Nd.

The agreement of both models in figure 7.3 appears to be worse for 150Nd than for 152Nd.

However, the disagreement between the models simply scales with the size of the effect. In
150Nd the dynamical MoI for the 10+1 state is 49 % larger than the one for the 2+1 state. The

RMF model predicts an increase of 40 %, only, i.e., underestimates this increase by about one

fifth of its size. In 152Nd the dynamical MoI for the 10+1 state is 11 % larger than the one for the

2+1 state. Here, the RMF model predicts an increase of 14 %, i.e., again, at slight variance to the

data.

7.2 Comparison of the collective wave functions

Figure 7.4 shows wave functions of the ground state bands in 150Nd and 152Nd as a function of β .

The vertical bold lines in the first and third subfigure represent the potential boundaries of the

square-well CBS potential. The vertical lines inside the wave functions represent the centroid

of each wave function. Comparing these nuclides, one can easily see the similar amount of
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Figure 7.3.: Upper graph: Experimental Moments of Inertia and theoretical predictions for the
ground state band in the nuclei 150,152Nd.lower graph: Comparison of the centrifu-
gal stretching parameter S(J) in 150,152Nd for the two models as a function of spin.
Picture is taken from [Kru11].

centrifugal stretching in the two models. The fact, that the potential stiffens with increasing

neutron number can also be seen by comparing the upper and the lower two subfigures. The

wave functions of the rotational nucleus 152Nd are more compressed and shifted towards a

larger average deformation.

Figure 7.4 and 7.5 indicate that just a very small fraction of the wave functions computed

microscopically in the relativistic mean field model turns out to lie outside of the CBS square

well potential walls. In fact, the wave functions of the two models are very similar. They almost

exactly show the same amplitude as well as the same centroid for the ground state band in
150Nd and 152Nd, respectively.
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Figure 7.4.: Wave functions of the ground state band in 150,152Nd for the CBS rotor model and
the relativistic mean field model. The black borders show the potential walls in case
of the CBS potential. Picture is taken from [Kru11].

Figure 7.5 shows the wave functions of the β-band heads. They have one node in the deforma-

tion coordinate β . One can clearly see the large overlap of the wave functions between the two

models. The centroids of the two peaks in the wave functions of the β-band head almost exactly
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coincide in the case of 152Nd. However, the shapes of the wave functions in the β-band differ

slightly for both models. Here, the CBS rotor model shows two peaks in the β-band that have

almost the same amplitude whereas the microscopic RMF model produces a smaller peak for

the waist of the wave function at larger deformation than for the waist at smaller deformation.

For the case of 150Nd the difference between the prediction of the models for the 0+2 wave

function is slightly larger than for the more rotational nucleus 152Nd. The top of figure 7.5

shows, that the amplitudes of the two waists of the wave functions are very similar, and the

centroids of the second waist are close, but here, the first maxima of the wave functions occur

at different deformations. For this example the RMF potential is more repulsive for small defor-

mations than the CBS potential, see figure 1.2, and hence, the RMF wave function is reduced

for lower β in comparison to the CBS rotor model.
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8 Conclusion and Outlook

Electron scattering experiments at the S-DALINAC in Darmstadt have been performed in order

to extract the electric monopole transition strength ρ2(E0; 0+1 → 0+2 ) for the transitional nucleus
150Nd. The experimental form factor of this transition has been scaled to a macroscopic model

prediction so that in a model-dependent analysis the value of ρ2(E0;0+1 → 0+2 ) = 38±25 ·10−3

was obtained. The experimentally obtained form factor follows the theoretical predictions, e.g.

the first minimum of the form factor which might be a signature for the node in the wave

function of the β band, has been seen. This needs further evaluation in terms of a very precise

determination of the form factor. Therefore a much better energy resolution and more data

points in the particular momentum transfer range is required.

Since the experimental uncertainties are still rather high, due to the very low cross section of

this particular state, it is planned to continue this experiment at lower momentum transfer by

using electron energies of 35 MeV to 40 MeV. Reducing the electron energy by a factor of two,

enhances the absolute energy resolution of the spectrometer by the same amount.

Once, this experimental method is established, it will be used to measure the ρ2(E0; 0+1 →
0+2 ) for other nuclei in the vicinity of the shape phase transitional point. A good candidate

to start with, would be 152Sm because of the already known ρ2(E0;0+1 → 0+2 ). Also 154Sm is

an interesting option, where the ρ2(E0;0+1 → 0+2 ) could not yet be determined and 154,156Gd,

where the value is known with very large uncertainties.

Since the relativistic mean field model gives predictions about the evolution of the

ρ2(E0; 0+1 → 0+2 ) values, it would be very interesting to have also predictions for transition

densities from this model. First considerations in terms of utilizing the generator coordinate

method have been done already [Vre] and results will be available in the near future.

Furthermore, a comparison between the analytical wave functions of the CBS rotor model and

a microscopic Hamiltonian based on the relativistic mean field model has been performed for

the low lying states in the ground-state band and β-band of the nuclei. A remarkable similarity

of the two models in energies, intra- and inter-band B(E2)-values and centrifugal stretching

has been observed. In particular, the ansatz in the CBS model of an outer potential wall that

stays almost constant with a varying number of valence neutrons and an inner wall that shifts

to higher deformations has been microscopically justified for the given example of the isotopes
150,152Nd near the shape phase transitional point. In both compared models, the position of

the outer potential wall seems to be almost independent of a transition from a spherical to an

axially symmetric shape of the nucleus while the change in structure as a function of nucleon

number is dominated by the change of the potential at small deformation.
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Very recently a derivation for the transition density for the 2+1 state (Ex = 130.21 keV) which

is a member of the ground state rotational band, became available [Jolb]. It would be very

interesting to compare the theoretical form factor with the experimentally obtained form factor

from this experiment.
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Part II.
Low-energy dipole strength
in 154Sm
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9 Introduction

Many-body fermionic quantum systems like the atomic nucleus provide a huge variety of col-

lective and non-collective phenomena. A good way to test the electric and magnetic response

of such quantum systems is to excite them with electromagnetic or hadronic probes and inves-

tigate their behavior. In nuclei, these collective excitations can be classified by the transfer of

angular momentum (∆L), spin (∆S) and isospin (∆T) [Har01]. While monopole (∆L = 0),

dipole (∆L = 1) and quadrupole (∆L = 2) modes show a compact structure as a function of

excitation energy, resonances with higher ∆L are distributed over much larger excitation en-

ergy regions [Har01, Spe81]. Concerning the isospin degree of freedom, the resonances can be

classified in either isoscalar (∆T = 0) modes, where neutrons and protons move in phase, or

isovector (∆T = 1) modes, where neutrons and protons oscillate out of phase. Similar to the

oscillation in the isospin space, oscillation in spin space may occur when nucleons with spin up

and spin down are excited either in phase (∆S = 0) or out of phase (∆S = 1). The latter class

of excitations is referred to as spinflip excitation.

9.1 Electric Resonances

The investigation of the electric dipole response in nuclei has been started many years ago with

the discovery of the so-called giant dipole resonance (GDR) in 1947 by Baldwin and Klaiber

[Bal47]. Since then extensive studies in different areas of the nuclear chart have been per-

formed with many probes. Today an almost clear picture of the electric dipole response has

been established. Electric dipole excitations can be divided into three groups which can be seen

in figure 9.1. The upper panel shows the case of spherical nuclei, whereas in the lower panel the

case of deformed nuclei is shown: The low-lying two-phonon state, the pygmy dipole-resonance

(PDR) and the giant dipole resonance (GDR).

At low excitations (below 5 MeV) in spherical nuclei, a strong isolated electric dipole excitation

occurs, which is interpreted as a member of a quintuplett of states (Jπ = 1−, ..., 5−). It originates

in the coupling of
�

2+⊗ 3−
�

1− [And01]. The term phonon describes in this context low-energy

collective surface vibrations of the nucleus. For deformed nuclei, this isolated excitation even-

tually shows fragmentation [Zil91]. Above the neutron separation threshold Sn, the isovector

giant dipole resonance (IVGDR or GDR) is situated, exhausting the major part of the electric

dipole strength [Har01]. It appears as a broad structure typically in the excitation energy range

between 10 and 20 MeV. In the hydrodynamical model, the GDR is explained as a collective
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oscillation of all protons against all neutrons in the nucleus. The centroid energy of the GDR

can be estimated with the relation:

Ex = 31.2 MeV · A−1/3+ 20.6 MeV · A−1/6. (9.1)

In deformed nuclei, a splitting of the GDR which is caused by the different frequencies of oscil-

lation along the long and short axes, has been observed in experiments [Ber75] (see also lower

panel in figure 9.1). Also in the low-energy region of the
�

2+⊗ 3−
�

1− two-phonon states, a

splitting in K = 0 and K = 1 parts have been observed for deformed nuclei [Don66]. At ener-

Figure 9.1.: Schematic picture of the electric dipole excitations for typical sperical nuclei (upper
panel) and typical deformed nuclei (lower panel).

gies between the two-phonon state and the GDR, the so called pygmy dipole resonances (PDR)

is situated. An extensive review article about experiments to the PDR in spherical nuclei can be

found in [Sav13]. A common interpretation of the PDR is that it arises from the oscillation of

an isospin-saturated N ≈ Z core against the excess neutrons. While in spherical nuclei a huge

amount of experiments concerning the nature and systematics of the PDR have been performed

it is not yet fully understood. For deformed nuclei, the situation is even worse, because almost

no experimental data has been taken. In [Tor14] first hints of a double-hump structure of the
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PDR in the heavy deformed nucleus 238Np have been reported. Here, a 237Np(p,d)238Np has

been performed and with the so-called Oslo Method [Sch00, Lar11], the γ strength function

(GSF), which is directly related to the deduced dipole strength distribution, has been obtained.

No interpretation for the double-hump structure has been given so far. Likewise, very recently

a double structure in the PDR has been observed in 195,196Pt [Gia14], where they demonstrate,

that these resonances exhaust a significant part of the total GSF.

In the last decade, the relevance of knowing the properties of the GDR became more impor-

tant, since the PDR is assumed to be correlated with the neutron thickness [Pie10, Rei10]. Thus,

the density dependence of the symmetry energy in the equation of states (EoS) for neutron-rich

matter can be constrained, which is necessary for the description of neutron stars [Tam11]. It

has also been reported that the PDR may have an impact on neutron capture rates in the r-

process nucleosynthesis [Gor98].

9.2 Magnetic Resonances

In heavy nuclei at excitation energies of about 1ħhω the so called spin-M1 resonance appears. In

years of intense studies it has been found out that the centroid energy of this resonance scales

approximately with 40·A−1/3 [Fre89, Fre90]. Figure 9.2 shows that the strength is distributed in

a double hump structure with an isoscalar part at lower excitation energies and an isovector part

at higher excitation energies [Hey10]. Difficulties occur due to the presence of quenching and

the lack of data in the heavy deformed mass region. The experimental data for the systematics

shown in figure 9.2 have been taken in the early 1990s in a proton scattering experiment with

polarized protons at a bombarding energy of 223 MeV at forward angles up to 2.8◦ performed at

the TRIUMF facility in Canada. Figure 9.3 demonstrates the difficulties of the analysis [Wör94].

One assumption made was that the entire E1 strength entering the analysis is described by the

giant dipole resonance, i.e., the possible existence of a pygmy dipole resonance was neglected.

The other problem was that the resonance structures are built on top of a huge background that

originates from quasi-free scattering due to the fact that the experiment has been performed at

non-zero scattering angles. A decomposition of the spectrum into contributions of the isovec-

tor giant dipole resonance (IVGDR, horizontally hatched), spin-M1 resonance (black, low Ex)

and the isovector giant quadrupole resonance (IVGQR, black, high Ex) and a background from

quasifree scattering (lower smooth line) is shown.

The interpretation of the double-hump structure of the spin-M1 resonance is contradictory.

While some calculations suggest an explanation based on a separation of the proton and neutron

1p-1h states, others explain it as a separation into isoscalar and isovector strength [Zaw90,

Cos92, Sar96, Hil98].
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Figure 9.2.: Systematics of the spin-M1 resonance in heavy deformed nuclei measured at TRIUMF
[Hey10] .

Figure 9.3.: Double-differential cross section of the 154Sm(~p, ~p′) reaction measured at θ = 2.8◦

at TRIUMF [Hey10, Wör94] . A decomposition of the spectrum into contributions of
the IVGDR (horizontally hatched) spin-M1 resonance (black, low Ex ) and the IVGQR
(black, high Ex ) and a background from quasi-free scattering (lower smooth line) is
shown. From Ref. [Hey10].

62



9.3 Separation of E1 and M1: New experimental approaches

Recently the method of polarized proton scattering at exactly 0◦ has become available and this

provides a new tool to investigate this intriguing physics with a clearer view. At the Research

Center for Nuclear Research (RCNP) in Osaka one is able to perform polarized proton scattering

at 0◦ at an intermediate proton energy of 300 MeV. This is optimal for spin-isospin excitations

as the central term of the nucleon-nucleon cross section shows a minimum. Combined with a

very good energy resolution of 25 keV it is possible to do two independent experiments. At first

a separation of E1 and M1 contributions to the cross section can be done by comparing the

experimentally extracted angular distributions. In addition a spinflip/non-spinflip separation of

the cross section can be performed with the method of polarization transfer observables. As a

reference case of a heavy nucleus these types of analyses have been performed for the nucleus
208Pb and they show good agreement [Pol11, Tam11, Pol12]. Also in a more recent study in the

nucleus 96Mo [Mar13] the two methods have shown excellent agreement.

9.4 Outline

Within this work a high resolution polarized proton scattering experiment on the heavy de-

formed nucleus 154Sm has been performed at the RCNP in Osaka, Japan. The purpose was the

investigation of the pygmy dipole resonance and the spin-M1 resonance at very forward angles

including 0◦. Part II of this thesis is structured in the following way. In section 10 the theoreti-

cal background for the polarized proton scattering experiment is introduced. The experimental

proton scattering facility of the RCNP and the experimental setup is shown in section 11. The

many steps of the data analysis procedure are explained in section 12, while the results are

discussed in section 12.3. Part II closes also with a summary and an outlook for the future.
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10 Theoretical background for polarized proton scattering at 0◦

In this chapter the theoretical aspects concerning the scattering of (polarized) protons off a

nucleus will be discussed. First of all the projectile-target interaction will be explained in details.

Furthermore the distortion that the projectile wave functions experience by passing the charged

distribution of the nucleus will be explained and since for the strong interaction up to now no

complete picture has been established, information on effective nucleon-nucleon interactions

will be given.

10.1 Inelastic proton scattering

During the scattering process, where the singly charged protons interact with the nucleus, the

electromagnetic Coulomb force causes various kinds of electromagnetic transitions. At extreme

forward angles the dominant transitions are electric and magnetic dipole excitations. Besides

that the target and the projectiles also interact via the nuclear force that may trigger spinflip

transitions.

If energy of the projectile is well below the Coulomb barrier

UCoulomb =
1

4πε0

Z1Z2e2

r
(10.1)

only Coulomb interaction occurs. Here, ε0 is the dielectric constant, Z1 and Z2 are the atomic

numbers of the target and the projectile, respectively, and r denotes the interaction radius. If

the projectile energy is higher than the Coulomb barrier, both types of interaction take place in

a coherent way.

10.2 Lippmann-Schwinger equation

When solving the quantum mechanical problem of inelastic proton scattering at a nucleus, the

first thing to start with is the time-independent Schrödinger equation (the formalism is mainly

taken from the references [Pol11, Amo00, Sat83, Lip50]):

(H0+ V )ψ= Eψ (10.2)
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where the Hamiltonian H0 can be separated into

H0 = HN + K0. (10.3)

HN is the nuclear Hamiltonian, K0 = p2/2mp the kinetic energy of the proton and V the potential

used as proton-nucleus interaction. Solving equation 10.2 leads to the well-known Lippmann-

Schwinger equation [Lip50]:

ψ± = φ±+
1

E −H0± iε
Vψ±, (10.4)

where the ± stands for the incoming (+) and outgoing waves (-). φ± denote the ground state

eigenfunction of the unperturbed state (in the limit V → 0) and ψ± the eigenfunctions of the

Lippmann-Schwinger equation. The transition operator for calculating the transition probability

between perturbed and unperturbed states can be constructed:

T = V + V
1

E −H0± iε
T. (10.5)

Now the differential cross section can be written as:

dσ

dω

�

~ki, ~k f

�

=









µ

2πħh2

2

�

�

�

~k f

�

�

�

�

�

�

~ki

�

�

�









T f i

�

~ki, ~k f

�

. (10.6)

Here, the incoming and outgoing proton wave functions in the laboratory frame are expressed

by ~ki and ~k f and µ denotes the reduced mass. It is important to mention, that equation 10.6

only holds for even-even nuclei which have a Jπ = 0+ ground state.

10.3 Distorted waves

In the Distorted Wave Born Approximation (DWBA), the Lippmann-Schwinger equation (10.4)

can be rewritten by expanding the transition matrix T f i

�

~ki, ~k f

�

in a basis of distorted wave

functions χ±:

χ± = φ±+
1

E −H0± iε
V0χ

±, (10.7)
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with V0 = V0(~r − ~rN ) describing the interaction between the projectile and the target in the

incoming channel. The computer code DWBA07 [Ray07] which has been used in this work to

calculate the DWBA transition amplitudes, uses the descriptions given above.

10.4 Optical potential

From the potential given in equation 10.7 a so-called local potential, or often referred to as

optical potential, U0(~r) can be constructed by a convolution of V0 with the ground state density

ρ0( ~rN ) of the nucleus

U0(~r) =

∫

ρ0( ~rN )V0(~r − ~rN )d
3rN . (10.8)

In an alternative approach one uses elastic scattering data to construct phenomenological optical

potentials. Optical model potentials are usually made up of a central and a spin-orbit term with

both real and imaginary part. A commonly used parametrization in the non-relativistic case is

U(~r) = VCoulomb(r) + V0 f (x0) + iW0 f (x0)− 2(Vso+ iWso)
1

r

d

dr
f (xso)~L · ~σ, (10.9)

with

f (x i) =
1

1+ exi
and x i =

�

r − riA
1/3
�

ai
, (i = 0, so). (10.10)

Here VCoulomb(r) is the Coulomb potential and Vj (Wj) the real (imaginary) depths for the central

and the spin-orbit term, respectively. The Woods-Saxon functions f (x j) with radius x j and

surface diffuseness a j are used to build the radial dependence.

10.5 Effective nucleon-nucleus interaction

Nucleon-nucleus scattering has been a widely used tool to investigate nuclear structure in the

intermediate energy region between 100 MeV and 800 MeV [Tam99, Tam07, Tam09, Tam11].

In this energy region the contribution of multistep excitation to the complete cross section is

suppressed as well as distortion effects. The distorted wave impulse approximation (DWIA)

provides a good description of the inelastic scattering process. The distortion of incoming and

outgoing waves is described with the use of optical potentials.

For protons with S = 1
2

and T = 1
2

four possible excitation modes are possible

• isoscalar non-spinflip (∆T = 0, ∆S = 0),

• isoscalar spinflip (∆T = 0, ∆S = 1),

67



• isovector non-spinflip (∆T = 1, ∆S = 0),

• isovector spinflip (∆T = 1, ∆S = 1).

Nucleon-nucleon interactions can be constructed in many different ways. The famous Bonn and

Paris interactions [Are00] use consistent meson-exchange contributions, whereas Epelbaum et

al. [Epe13] use the chiral effective field theory by expanding the nucleon-nucleon potential by

means of many-body forces. In the early 1980s, Love and Franey [Lov81, Fra85] developed a

projectile-nucleus interaction for the above mentioned intermediate beam energies:

V (~r,~p) = V C(r) + V LS(r) ~L · ~S+ V T (r) S12. (10.11)

Here, V C denotes the central part, V LS, the spin-orbit component and V T the tensor part. Table

10.1 shows the different components that are used in equation 10.11. Since the momentum

Table 10.1.: Variables used in Equation (10.11).
~r relative distance vector ~r = ~r1− ~r2
~L relative angular momentum
~S relative spin ~S = ~σ1+ ~σ2
~L · ~S spin-orbit operator
S12 tensor operator S12 = 3(~σ1 · r̂)(~σ2 · r̂)− ~σ1 · ~σ2, r̂ = ~r/|~r|
~σi Pauli spin operator

transfer in the proton scattering process investigated in this work is smaller than 1 fm−1 the

fraction of the spin-orbit contribution and the tensor contribution are negligible in comparison

to the central part. Consequently, the effective interaction consists only of terms with different

spin-isospin transfer properties:

V (~r,~p) = V C
0 (r) + V C

σ (r) ~σ1 · ~σ2+ V C
τ (r) ~τ1 · ~τ2+ V C

στ(r) ~σ1 · ~σ2 ~τ1 · ~τ2. (10.12)

Here, the spin operator ~σ1 · ~σ2 causes spinflip transitions, and the isospin operator ~τ1 · ~τ2 is

responsible for isospin flips. The spin-isospin operator ~σ1 · ~σ2 ~τ1 · ~τ2 has the effect that spin and

isospin flip simultaneously. Figure 10.1 shows the central parts of equation 10.12 as a function

of the energy of the projectile. One can clearly see, that V C
0 dominates for all projectile energies

and that the contribution of the spin part V C
σ is the smallest. However, V C

σ shows a maximum

at projectile energies of roughly 200 MeV, while the spin- and isospin-independent term V C
0 and

the isospin-dependent term V C
τ have their minima in the energy range between 200 - 300 MeV.

That means the ratios Vστ/V
C

0 and V C
στ/V

C
τ are enhanced which provides excellent conditions to

observe isovector spinflip excitations, e.g. spinflip-M1 excitations.
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Figure 10.1.: Energy dependence of the central parts of the nucleon-nucleon scattering in the
q ≈ 0 limit [Lov81].

10.6 Coulomb excitation

10.6.1 Classical Coulomb excitations

For large impact parameters b > rCoulomb, where rCoulomb = rp + rt is the sum of the pro-

jectile and target radii, mainly Coulomb excitation is observed, since the nuclear excitation

cross sections are marginal. In this case the Coulomb repulsion prevents projectile and target

from approaching each other too closely. Consequently the excitation cross sections are directly

proportional to the transition matrix elements revealing basic nuclear structure information.

Furthermore, Coulomb excitation is well understood [Ber85], so that it is possible to extract

the corresponding electromagnetic transition strengths B(πλ) independently of nuclear mod-

els. There are two common descriptions of this process: the excitation of a target nucleus in the

electromagnetic field of a charged projectile, or vice versa, and the exchange of virtual photons

between the interacting particles.
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10.6.2 Semiclassical coulomb excitations

In the semiclassical Coulomb scattering approach a point-like charged projectile with the mass m

and momentum ~p comes from infinity and moves along the target nucleus. A schematical view

can be seen in figure 10.2. Here, the impact parameter b gives the closest distance between

projectile and the target. The momentum transfer q = |~k−~k′| can be expressed as a function of

Figure 10.2.: Classical picture of a projectile trajectory in the coulomb scattering process. The im-
pact parameter is denoted with b. The projectile is moving along the red curvature.
The picture is taken from reference [Mat14].

the mass m, the particle velocity v0 and the scattering angle θ :

q = 2mv0 sin
�

θ

2

�

. (10.13)

The famous Rutherford scattering formula gives the differential elastic cross section:

�

dσ

dΩ

�

Ruth
= a2 1

sin4(θ
2
)

(10.14)

with

a =
1

4πε0

Z1Z2e2

4E
. (10.15)

In case of small momentum transfer, when the bombarding energy of the projectile is large com-

pared to its energy loss, large cross sections due to inelastic Coulomb scattering are observed.
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Introducing relativistic projectile energies (β = v/c), the Rutherford scattering formula (10.14)

transforms to the Mott formula

�

dσ

dΩ

�

Mott
=
�

dσ

dΩ

�

Ruth

�

1− β2 sin2
�

θ

2

��

. (10.16)

In a good approximation, the relative motion follows a classical Rutherford trajectory [Win79].

The differential cross section is then be given by

�

dσ

dΩ

�

=
�

dσ

dΩ

�

Ruth
Pi→ f . (10.17)

The probability for the excitation of an initial state |i〉 into a final state
�

� f
�

is given by Pi→ f . For

a time-dependent electromagnetic field V (~r(t)), that weakly excites the target, Pi→ f = |ai→ f |2

can be calculated in first order perturbation theory by means of the excitation amplitude

ai→ f =
1

iħh

∞
∫

∞

eiωt 
 f |V (~r(t))|i
�

d t, (10.18)

with ω = (Ei − E f )/ħh. With a multipole expansion of V (~r(t)), the excitation amplitude can be

given as

ai→ f = i
∑

λ

χπλi→ f fλ(ξ), (10.19)

with the strength parameter χπλi→ f , which describes the action of the field in terms of matrix

elements of electric and magnetic multipole moments with parity π and multipolarity λ. The

factors fλ(ξ) define the dependence of the cross section on the degree of adiabaticity, which is

given by the adiabaticity parameter ξ=ωb/(vγ). The total cross section for Coulomb excitation

of a final state | f 〉 for a component with given πλ yields

σπλ = 2π

∞
∫

R

bPi→ f (b) db ≈ 2π

ρa
∫

R

b
�

�

�χπλi→ f (b)
�

�

�

2
db. (10.20)

In equation (10.20), R is taken as the sum of the nuclear radii of projectile and target, below

which nuclear interaction will also occur, while ρa = vγ/ω is the impact parameter evaluated
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at ξ = 1, where the adiabatic cutoff sets in. Inserting χπλi→ f and considering a 0+ ground state

|i〉 (as in the case of 154Sm), this leads to

σπλ ≈
�

Z1e2

ħhc

�2
B(πλ; 0→ λ)

e2R2λ
πR2







(λ− 1)−1 for λ≥ 2,

2 ln (ρa/R) for λ= 1.
(10.21)

Therefore, the reduced transition strength B(πλ, 0 → λ) can be obtained by measuring the

scattering cross sections. In case of E1 transitions that are investigated in this work, equa-

tion (10.21) simplifies to

σE1 ≈
�

Z1e2

ħhc

�2
2π ln (ρa/R)

e2 B(E1;0→ 1). (10.22)

10.6.3 Equivalent virtual photon method

Coulomb excitation can be considered as the absorption of virtual photons by the target nucleus.

Produced by the moving projectile, the number of virtual photons is related to the amount of real

photons, which would have an equivalent net effect for one specific transition. It is linked to the

Fourier transformation of the time-dependent electromagnetic field induced by the projectile. A

theoretical description of this process is given in [Ber88]. Here, the Coulomb excitation cross

section is expressed as

σi→ f =
∑

πλ

∫

Nπλ(Eγ)σ
πλ
γ (Eγ)

1

Eγ
dEγ, (10.23)

where σπλγ (Eγ) is the photoabsorption cross section depending on the photon energy Eγ and

Nπλ(Eγ) is the equivalent photon numbers for electric (π =E) or magnetic (π =M) transitions

of multipole order λ. In a semiclassical approximation [Ber88, Win79] the virtual photon num-

bers can be calculated analytically for negligible energy loss of the projectile. As long as the

object is large enough compared to the wavelength of light, this assumption works quite well.

However, microscopic phenomena have to be explained by Maxwell’s equations with the dis-

persion relation ω = kc. In quantum mechanics, microscopic phenomena are described by

Schrödinger’s equation with a dispersion relation ω= ħhk2/2m for small scales, too. Just as well
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an eikonal approximation can be adopted here for processes concerning small scattering angles

and large impact parameters. This leads to

Nπλ(Eγ) = Z2
1α
λ[(2λ+ 1)!!]2

(2π)3(λ+ 1)

∑

m

�

�

�

�

Gπλm

�

c

v0

�
�

�

�

�

2

gm(ξ), (10.24)

with the fine structure constant α = e2/ħhc and the functions gm and Gπλm, which are tabulated

in [Win79]. In a similar way, the double differential cross section is derived from virtual photon

numbers as
d2σ

dΩdEγ
=

1

Eγ

∑

πλ

dNπλ
dΩ

σπλγ (Eγ). (10.25)
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dNE1
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=
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4π2 ζ
2ε2
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1

γβ
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K2
1 (x) +
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γ2 K2
0 (x)

�

. (10.26)

Here, ζ = ωa/v0 is the adiabaticity parameter with a = Z1Z2e2/µv 2
0 referring to half of the

closest distance, µ is the reduced mass, and ε = sin−1(θ/2) the eccentricity parameter. The

variable in K(x) of the modified Bessel function of the second kind is an abbreviation for x =
(εζ/γ) cos(θ/2). For γ ≈ 1 (ε � 1) the equivalent photon number for E1 transitions can be

calculated as
�

dNE1

dΩ

�

nonrel
=

Z2
1α

4π2 ε
2
�

1

β

�2

x2
�

K2
1 (x) + K2

0 (x)
�

. (10.27)

10.6.4 Eikonal description of Coulomb excitation

Since the semiclassical treatment of the virtual photon number does not work properly at very

low scattering angles and produces a pole at 0◦, Bertulani and Nathan [Ber93] found a way to

include diffraction and get rid of the semiclassical approximations for the impact parameter. For

the virtual photon numbers they obtain

dNπλ
dΩ

= Z2
1α

�

ωk

γv

�2 λ[(2λ+ 1)!!]2

(2π)3(λ+ 1)

∑

m

�

�

�

�

Gπλm

�

c

v0

�
�

�

�

�

2
�

�Ωm(q)
�

�

2
(10.28)
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Figure 10.3.: Virtual photon numbers per unit solid angle for E1 transitions in Coulomb excitation
induced by 295 MeV protons on a 154Sm target at Eγ=3 MeV and 16 MeV. In blue:
semiclassical calculation [Win79], in red: eikonal approximation [Ber93].

where the function Ωm(q) is given by

Ωm(q) =

∞
∫

0

d b bJm(qb)Km

�

ωb

γv

�

eiχ(b). (10.29)

Here, q = 2k sin(1
2
θ) is the momentum transfer, θ the scattering angle and

χ(b) =−
1

ħhv

∞
∫

0

U opt
N (z

′, b)dz′+ψC(b) (10.30)

the nuclear optical potential which can be obtained from fits to the available elastic-scattering

data. Figure 10.3 shows a comparison between the semiclassical approximation of the virtual

photon number (blue lines) and the approximation by the eikonal description including quan-

tum mechanical diffraction effects (red lines). The spectra are calculated for E1 transitions in

Coulomb excitation in the 154Sm(p,p’) reaction at incident proton beam energies of 295 MeV for

the excitation energies 3 MeV (solid lines) and 16 MeV (dashed lines), respectively. One con-

cludes from figure 10.3 that the two methods yield drastically different results with increasing

energy Eγ.
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10.7 Magnetic dipole transitions and B(M1στ) from (p,p’) cross section data

For magnetic dipole transitions that are induced by the electromagnetic interaction the total

spin of the nucleus changes by one (∆J = 1) while the parity π of the total nuclear wave

function does not change (πiπ f = 1). This is possible for ∆L = 1 transitions or for ∆S = 1

transitions. Since we are considering spinflip transitions in 154Sm, the B(M1) transition strength

(see [Fuj11] is defined as

B(M1) =
3

4π

1

2J + 1

�

�

�

¬

ψ′N ||O(M1)||ψN

¶

�

�

�

2
. (10.31)

Here,
�

�ψN
�

and
�

�ψ′N

¶

are the nuclear wave functions before and after the transition and J is

the total angular momentum of the initial state. O(M1) is the operator of the magnetic dipole

moment, which can be separated into an isoscalar part (IS, ∆T = 0) and an isovector part

(IV, ∆T = 1):

O(M1) =





Z
∑

i=1

�

g p
l
~li +

1

2
g p

s ~σi

�

+
A
∑
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l
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1

2
gN
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µN (10.32)
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µN (10.33)

with ~σi being the Pauli spin operator and τzi = 1 (0) for protons and neutrons, respectively.

Utilizing the Wigner-Eckhardt theorem, the B(M1) transition strength can now be rewritten:

B(M1) =
3

4π

1

2J + 1

�

�

�

�

CM1,00p
2T ′+ 1

�

g IS
l M(~l) +

1

2
g IS

s M(~σ)
�

+

CM1,10p
2T ′+ 1

�

g IV
l M(τ~l) +

1

2
g IV

s M(τ~l)
�
�

�

�

�

2

µ2
N (10.34)

Here, CM1,00 and CM1,10 denote the Clebsch-Gordan coefficients (T Tz00|T ′T ′z) and (T Tz10|T ′T ′z),
respectively, and τ represents the isospin operator. T and T ′ stand for the total nuclear isospin
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in the initial and final state. With the help of equation 10.34 the B(M1) transition strength can

now be separated in an isovector and an isoscalar part:

B(M1)IS =
3

4π

1

2J + 1

C2
M1,00

2T ′+ 1

�

�

�

�

g IS
l M(~l) +

1

2
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s M(~σ)
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�

�

2

µ2
N (10.35)

B(M1)IV =
3

4π

1
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In the case of pure spinflip transitions, these transition strengths reduce to:

B(M1)IS ≈
3

16π

1

2J + 1

C2
M1,00

2T ′+ 1
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s M(~σ)
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2
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N (10.37)

B(M1)IV ≈
3

16π

1

2J + 1

C2
M1,10

2T ′+ 1

�

�g IV
s M(τ~σ)

�

�

2
µ2

N . (10.38)

If the nucleus is excited via inelastic proton scattering, the interaction is mainly mediated via

the nuclear force and not via the electromagnetic interaction. Additionally, it has been shown

that at very low momentum transfers (e.g. q→ 0) and proton energies around 300 MeV, mostly

isovector spinflip transitions occur. Thus, an excitation of 154Sm from the ground state to a 1+

state corresponds to a spinflip-M1 excitation with a reduced transition strength of

B(M1στ) =
1

2(2J + 1)

C2
M1,10

2T ′+ 1
|M(τ~σ)|2 . (10.39)

Also refering to [Fuj11] the following relation can be defined

B(M1στ) =

�

dσ
dΩ

�M1

pp′
(0◦)

FM1σ̂M1(A)
. (10.40)

Here,
�

dσ
dΩ

�M1

pp′
(0◦) denotes the spinflip-M1 cross section, measured in inelastic proton scattering

at 0◦. The kinematical correction factor FM1 can be calculated from the ratio of the theoretical

cross section at excitation energy of Ex = 0 MeV to the theoretical cross section at an excitation

energy of Ex . σ̂M1(A) is the so-called ’unit cross section’ that represents the mass dependence

of B(M1στ). Analogue to equation 10.40 the reduced transition strength for Gamow-Teller

transitions can be defined as

B(GT ) =
1

2

1

(2J + 1)

C2
GT,±

2T ′+ 1
|M(τ~σ)|2 , (10.41)
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and the corresponding definition, involving the unit cross section for Gamow-Teller transitions

σ̂GT±(A):

B(GT±) =

�

dσ
dΩ

�GT±

pp′
(0◦)

FGT±σ̂GT±(A)
. (10.42)

10.8 Polarization transfer observables (PT observables)

Polarized proton scattering is a well established tool for the distinction from spinflip and non-

spinflip transitions in nuclei [Ohl02, Wol56]. In a simple notation, these reactions are of the

type:
~1

2
+ A→

~1

2
+ A′ (10.43)

with
~1
2

denoting a polarized spin-1
2

proton, A the target nucleus and A′ the excited target nucleus.

Using the plane wave impulse approximation (PWIA), the T -matrix for nucleon-nucleus scat-

tering between an initial state |i〉 and a final state | f 〉 can be written as

T =
¬

f
�

�M(q)e−i~q·~r
�

� i
¶

. (10.44)

The analyzing power for the j-th component of the beam polarization vector, the differential

cross section dσ/dΩ and the polarization transfer observables Di j can then be expressed in

terms of the T -matrix [Kaw02]

A j =
Tr (T T †σn)

Tr (T T †)
,

dσ

dΩ
=

1

2
Tr (T T †), Di j =

Tr (Tσ j T
†σi)

Tr (T T †)
, (10.45)

where i and j denote the direction of the projectile spin in the initial and final state, respec-

tively. According to [Ker59] one can write the nucleon-nucleon scattering amplitude MNN as a

phenomenological sum of operators in spin space

MNN = A+ Bσ1n̂σ2n̂+ C
�

σ1n̂+σ2n̂
�

+ Eσ1q̂σ2q̂ + Fσ1p̂σ2p̂. (10.46)
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Here, the indices n̂, p̂ and q̂ are unit vectors of the coordinate system that origins in the rest-

frame of the polarized proton that is flying on the ideal trajectory. This coordinate system is

defined as

n̂ =
~n

|~n|
, ~n=~k′×~k, (10.47)

q̂ =
~q
�

�~q
�

�

, ~q =~k′−~k, (10.48)

p̂ = q̂× n̂, (10.49)

where ~k and ~k′ are the incoming and scattered momentum vectors, respectively. With the

assumption that each of the components A - F of the nucleon-nucleon scattering amplitude

MNN can be represented as a sum of isoscalar and isovector terms (e.g.)

A= AIS + AIV ~τ1 · ~τ2, (10.50)

equation (10.46) transforms to

MNN = A+
1

3
(B+ E + F) ~σ1 ·~σ2+C

�
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+
1

3
(E − B)S12
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1

3
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�

p̂
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, (10.51)

where the tensor operator S12
�

q̂
�

is defined as

S12
�

q̂
�

=
3
�

~σ1 ·~r
��

~σ2 ·~r
�

r2 − ~σ1 · ~σ2 (10.52)

and the other terms correspond to the central spin-independent, central spin-dependent, spin-

orbit, direct tensor and the tensor exchange components of the effective interaction, respectively.

At 0◦ scattering experiments, the spin-orbit (C) and the direct tensor (E− B) parts cancel, since

C = 0 and E = B [Mos82]. Thus, the polarization transfer observables can be defined as:

DSL = DLS = 0, (10.53)

DSS = DNN =

�

|Bi|2− |Fi|2
�

X 2
T − |Bi|2X 2

L
�

|Bi|2+ |Fi|2
�

X 2
T + |Bi|2X 2

L

, (10.54)

DLL =

�

−3|Bi|2+ |Fi|2
�

X 2
T + |Bi|2X 2

L
�

|Bi|2+ |Fi|2
�

X 2
T + |Bi|2X 2

L

. (10.55)
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The indices L (longitudinal), N (normal) and S (sideways) refer to the axes l̂, n̂ and ŝ in the pro-

jectile helicity frame, that can be seen in figure 10.4. Here, l̂ goes along the beam direction, n̂

denotes the normal to the horizontal plane and ŝ completes the right-handed coordinate system.

Additionally, the quantities X L and XT are the spin-longitudinal and spin-transverse form factors.

Figure 10.4.: Coordinate system in the projectile frame.

The polarization transfer observables DNN and DSS are equal,due to rotational symmetry at

0◦. At very forward angles, the sum of the diagonal elements is equal to -1 for spinflip transitions

and equal to 3 in the case of non-spinflip transitions [Suz00]. Therefore, the total spin transfer

Σ can be defined as a linear combination of polarization transfer coefficients [Sak97]

Σ =
3−
�

DSS + DNN + DLL
�

4
. (10.56)

At 0◦, where DNN = DSS holds, σ can be simplified to

Σ =
3−
�

2DNN + DLL
�

4
=

3−
�

2DSS + DLL
�

4
. (10.57)

In (~p,~p′) experiments at forward angles (l̂ ≈ l̂ ′), Σ becomes 1 for spinflip or 0 for non-spinflip

transitions and it is now possible to extract spinflip and non-spinflip cross section parts from

polarization transfer measurements

dσ

dΩ
(∆S = 1)≡ Σ

�

dσ

dΩ

�

, (10.58)

dσ

dΩ
(∆S = 0)≡ (1−Σ)

�

dσ

dΩ

�

. (10.59)
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Since in proton scattering experiments at very forward angles, dipole excitations are favored,

non-spinflip cross sections can be associated with E1 excitations wheras spinflip cross sections

are assigned to spinflip-M1 excitations. This method has already been successfully applied in

the analysis of nuclei in various mass regions: 12C [Tam99], 16O [Kaw02], 96Mo [Mar13], 120Sn

[Kru] and 208Pb [Pol11].
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11 Polarized proton scattering experiment at RCNP

At the Research Center for Nuclear Physics (RCNP) [RCN14] in Osaka, Japan, a high resolution

study with polarized protons on the heavy deformed nucleus 154Sm at very forward angles

including 0◦ was performed. A schematic overview of the experimental facilities at the RCNP is

depicted in figure 11.1.

Figure 11.1.: Schematic overview of the RCNP facility in Osaka.

Polarized protons with a typical polarization of 70% are produced in the High Intensity Po-

larized Ion Source (HIPIS) [Hat97]. Here, hydrogen molecules were dissociated and a beam

of cooled hydrogen atoms was produced. By using the Stern-Gerlach Effect, one polarization

(either up or down) is selected and this part of the beam gets ionized in an electron cyclotron
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ionizer (ECR). In order to compensate geometrical asymmetries of the experimental setup, the

beam polarization is flipped with a frequency of 1 Hz. For the measurements at finite spectrom-

eter angles, the NEOMAFIOS ECR [Tan91] source has been used due to its ability to provide

much higher proton intensities.

The (polarized) proton beam was then injected in the Azimuthally Varying Field (AVF) Cy-

clotron and accelerated to a kinetic energy of 54 MeV. After the AVF Cyclotron, the beam was

transported to the RING Cyclotron and accelerated to the final energy of 295 MeV. On the way

from the source to the target, two superconducting solenoids and two Beam Line Polarimeters

are installed to control and monitor the magnitude and direction of the beam polarization. The

scattering chamber is connected to two spectrometer. The Large Acceptance spectrometer (LAS)

is used to monitor the vertical beam position. With the Grand Raiden Spectrometer, which con-

sists of two dipole magnets (D1 and D2), a multipole magnet (MX) and a dipole magnet for

spin rotation (DSR) the scattered protons were analyzed in the focal plane. With the help of the

Focal Plane Polarimeter (FPP) polarization transfer observables of protons which were scattered

at a carbon block between the focal plane and the FPP can be extracted.

11.1 Beam line polarimeters (BLPs)

With the two beam line polarimeters BLP1 and BLP2 the polarization of the proton beam was

monitored periodically. Each BLP consists of four pairs of plastic scintillators in order to measure

the p-p scattering asymmetries of a polyethylene foil. As an example, figure 11.2 shows the top

view of one of the BLPs measuring the left-right asymmetry. A similar setup can be found for the

up-down asymmetry. To experimentally determine the scattering asymmetry, elastic scattering

off hydrogen and quasi-elastic scattering off carbon (which both have the same kinematics) are

measured in coincidence with recoiling protons from the target. The analyzing power of the

BPLs for proton scattering at 295 MeV has been measured to be Ay = 0.40± 0.01 [Tak02].

In order to detect all three-dimensional polarization components of the beam, a configuration of

two BLPs and a 50◦ dipole magnet as shown in figure 11.3 has been used. Each 99 seconds, the

polyethylene target was inserted for 10 seconds into the beam. During that time, the readout

electronic was inactive.

11.2 The setup for 0◦ measurements

11.2.1 The Grand Raiden spectrometer

The Grand Raiden spectrometer [Fuj99] consists of a Q1-SX-Q2-D1-MP-D2+DSR magnet con-

figuration, where D, Q and SX stand for dipole, quadrupole and sextupole, respectively, and MP

denoting a multipole magnet. Additionally, the DSR (Dipole for spin rotation) magnet has been
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Figure 11.2.: Schematic view of one beam line polarimeter (BLP).

Figure 11.3.: Arrangement of the two beam line polarimeters for the determination of the beam
polarization at the target position.

utilized during the measurement with longitudinal polarization. In the so-called DSR+ mode

it is possible to bend the scattered proton beam additionally by + 18◦ without affecting the

resolving power of the Grand Raiden spectrometer. A schematic view of the Grand Raiden spec-

trometer can be seen on the left hand side of figure 11.4. With its high momentum resolution of

p/∆p ≈ 37000 at a momentum acceptance of ±2.5% the Grand Raiden spectrometer is one of

the worlds best spectrometer for proton scattering experiments. In table 11.1, all the important

specifications of the spectrometer are listed.

As one can also see in figure 11.4 the detector system of the Grand Raiden spectrometer consists

of two major components. Directly behind the DSR magnet, the Focal Plane Detector System

with its vertical drift chambers (VDCs) and its plastic scintillators is situated. The second part

is the Focal Plane Polarimeter. Two different Faraday cups have been used during the measure-

ment campaign. For the polarized proton measurements at 0◦ the 0◦ FC is used with its extra

83



Figure 11.4.: Setup for 0◦ experiments.

steering magnet for sweeping away low energy electrons that are created upstream. The other

Faraday cup (Q1-FC) has been used during the finite angle measurement at 3◦.

11.3 The Large Acceptance Spectrometer (LAS)

The Large Acceptance Spectrometer [Mat91] with solid angle of 20 msr and a momentum reso-

lution of p/∆p ≈ 5000 consists of a quadrupole magnet and a dipole magnet. Further properties

of the LAS can be found in table 11.1. A schematic view of the LAS is presented on the right hand

side of figure 11.4. The focal plane detector system of the LAS consists of pairs of multi-wire

drift chambers and two planes of plastic scintillators as trigger detectors. During this experi-

ment, the LAS has been set at a scattering angle of 60◦ to monitor the vertical beam position,

since it provides a large vertical magnification of 7.3. An entrance collimator has been installed

to reduce the vertical angular acceptance of the LAS to±6 mr which improved the beam position

resolution. With this setup one was able to detect a ±0.01 mm shift of the beam position.
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Table 11.1.: Specifications of GR and LAS spectrometer
Grand Raiden Large Acceptance spectrometer

(GR) (LAS)
Configuration QSQDMDD QD
Mean orbit radius 3 m 1.5 m
Total deflecting angle 180◦ 70◦

Tilting angle of focal line 45◦ 57◦

Maximum magnetic rigidity 5.4 Tm 3.2 Tm
Vertical magnification 5.98 -7.3
Horizontal magnification -0.417 -0.4
Momentum range 5 % 30 %
Momentum resolution 37 075 4 980
Acceptance of horizontal angle ±20 mr ±60 mr
Acceptance of vertical angle ±70 mr ±100 mr

11.4 Detector systems at the 0◦ scattering facility

The detector system at the Grand Raiden spectrometer consists of the Focal Plane Detector Sys-

tem [Nor90] and the Focal Plane Polarimeter [Yos95]. Figure 11.5 shows a schematic view of

the detector system with the Focal Plane Detector System in the upper part and the Focal Plane

Polarimeter in the central part. The Focal Plane Detector System has been used to reconstruct

the trajectories of the scattered protons in order to calibrate scattering angles and excitation en-

ergies, while the Focal Plane Polarimeter was used to determine the polarization of the scattered

protons.

11.4.1 The Focal Plane Detector System

During the first scattering process at the target position in the scattering chamber of the spec-

trometer the protons loose energy due to the excitation of the target nuclei. Because of the

Lorentz force, the protons that have less energy are deflected more in the dipole field of the

spectrometer and in the focal plane the scattered protons can be mapped by their momentum.

The Focal Plane Detector System consists of two Vertical Drift Chambers (VDCs) and a plastic

scintillator (PS1) of 3 mm thickness. More technical details of the VDCs (from the Grand Raiden

spectrometer and the Large Acceptance Spectrometer) can be found in table 11.2.

In the two VDCs of the Focal Plane Detectors the intersection points at the focal plane x f p and

y f p and also the intersection angles θ f p and φ f p are determined.

When charged particles like the scattered protons pass the drift chamber, they ionize the gas

mixture and create electron-ion pairs. Each VDC consists of two times 192 sense wires (X

and U) that are placed between three cathode planes and by measuring the drift times of the
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electrons in these wires, and combining the information of all VDCs it is possible to reconstruct

the intersection points of the scattered protons in the focal plane. So in the X1 and X2 plane

informations on the dispersive observables x f p and θ f p are collected while the U1 and U2 planes

are tilted by an angle of 48.19◦ with respect to the X planes, providing informations about the

non-dispersive observables y f p and φ f p. The cathode planes of the VDCs are set of a high

voltage level of -5.6 kV, the potential wires on a voltage level of -0.3 kV and the sense wires are

set at ground level. Further technical properties of the VDCs are summarized in table 11.2.

Table 11.2.: Technical details of the VDCs in the Grand Raiden and the Large Acceptance
Spectrometers

Grand Raiden Large Acceptance spectrometer
Wire configuration X (0°), U (48.19°) X (0°), U (-31°), V (+31°)
Active area, mm2 1150W × 120H 1700W × 350H

Number of sense wires 192 (X), 208 (U) 272 (X), 256 (U,V)
Anode-cathode gap 10 mm 10 mm
Anode wire spacing 2 mm 2 mm (X), 2.33 mm (U,V)
Sense wire spacing 6 mm (X), 4 mm (U) 6 mm (X), 7 mm (U,V)
Applied voltage -5.6 kV (cath.), -0.3 kV (pot.) -5.5 kV (cath.), -0.3 kV (pot.)
Entrance and exit window 12.5 µm carbon aramid film 25 µm carbon aramid film
Sense wires 20 µm ∅ gold-plated tungsten wire
Potential wires 50 µm ∅ gold-plated beryllium-copper wire
Cathode 10 µm carbon-aramid film
Gas mixture argon (70%) + isobuthane (30%) + isopropyl alcohol

11.4.2 The Focal Plane Polarimeter (FPP)

For the polarization measurements, the Focal Plane Polarimeter has been used. The first scatter-

ing process took place in the scattering chamber and right before the Focal Plane Polarimeter a

carbon slab of 9 cm thickness was inserted, where a secondary scattering process occurred. The

spin-orbit interaction between the scattered protons and the 12C nuclei lead to an azimuthal

asymmetry in the secondary scattering process which can be very well analyzed in the Focal

Plane Polarimeter. Here, the measured asymmetry in the focal plane of the Focal Plane Po-

larimeter is combined with the spin-transfer matrix of the spectrometer. With this method one

is able to determine the polarization of the initial reaction vertex. The FPP is equipped with

four multi-wire proportional chambers (MWPCs), one pair before and one pair behind the car-

bon slab. A plastic scintillator (PS2) and a hodoscope (HS) also serve here as trigger detectors.

While MWPC1 and MWPC2 only have X planes, MWPC3 and MWPC4 consist of X, U and V

planes. Table 11.3 gives a summary of the technical details of the MWPCs used in the Focal

Plane Polarimeter.
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Figure 11.5.: Schematic view of the detector system at the Grand Raiden spectrometer. The Focal
Plane Detectors are shown in the upper part, and in the center part, the Focal Plane
Polarimeter is shown.

Table 11.3.: Technical details of the MWPCs in the Focal Plane Polarimeter
MWPC 1,2 MWPC 3 MWPC 4

Wire configuration X (0°) X (0°), U (-45°), V (+45°)
Active area, mm2 760W × 200H 1400W × 418H 1400W × 600H

Number of wires 384 704 (X) × 640 (U,V) 704 (X,U,V)
Anode-cathode gap 6 mm
Sense wire spacing 2 mm
Applied voltage -4.9 kV -4.7 kV
Sense wires 25 µm ∅ gold-plated tungsten wire
Cathode 10 µm carbon-aramid 6 µm aluminized mylar
Gas mixture argon (66%) + isobuthane (33%) + freon (0.3%) + isopropyl alcohol

11.5 Experimental conditions

The experiment was performed in May 2011 within three weeks. The main experiment was the

(~p,~p′) scattering on 154Sm while also unpolarized measurements on the semi-magical nucleus
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144Sm have been performed [Mar11].

At first, 4 days of intense beam tuning had to be done in order to deliver a halo-free polar-

ized proton beam with a very high energy resolution using the technique of lateral and angular

dispersion matching. In the first three days, the measurements at 154Sm with a transversally

polarized proton beam at 0◦ have been done. Then, the beam polarization was switched by us-

ing solenoids to a longitudinal polarization and again three days were needed to measure with

sufficient statistical uncertainties.

Then the ion source was switched to an unpolarized ion source, as the beam current of the

polarized source HIPIS was limited to roughly 2 nA. The ion source NEOMAFIOS could achieve

higher beam currents and for the further measurements no polarized beam was needed. There-

fore the Focal Plane Polarimeter downstream of the Grand Raiden spectrometer was switched

off in order to reduce the increase of the dead time. With the unpolarized source the 0◦ mea-

surement for 144Sm has been done and then the Grand Raiden spectrometer was rotated to 3◦ to

measure the data that was needed for the angular distribution measurement. The last day was

used for calibration measurements which were needed to calibrate the ion optics of the Grand

Raiden spectrometer. Here, elastic proton scattering was measured with a sieve slit target under

16◦. Additionally, elastic scattering runs for determination of target thicknesses were performed

at 10◦.

The polarization of the beam was stable throughout the experiment and in the order of 65-70%.

Tables 11.4 and 11.5 summarize the experimental conditions.

Table 11.4.: Summary of the experimental conditions during this experiment
Proton beam energy 295 MeV
Energy resolution (achromatic, 197Au and 27Al) 40 keV
Energy resolution (dispersive with faint beam) 18 keV
Energy resolution (dispersive, 208Pb) 25 keV

Table 11.5.: Summary of the experimental conditions in each measurement
Measurement 0◦ forward angle elastic
Transport mode dispersive dispersive achromatic
GR angle 0◦ 3◦ 9◦, 10◦, 12◦, 13.5◦, 16◦

Beam intensity 6 nA 6 nA 6 nA

11.6 Used targets

The targets, that have been used were highly enriched self-supporting metallic foils with an

isotopic enrichment of 98.69% and an areal density of 4.0 mg/cm2 in the case for 154Sm and

for 154Sm. For checking the energy resolution of the beam a short measurement with 26Mg was
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done before each Sm-run. These Mg-runs were also used to check if the incoming proton energy

has shifted slightly which corresponds to a shift of the excitation spectra due to the nature of

the dispersion matching of the spectrometer.

At the beginning a Gold foil was used to check the beam resolution utilizing the faint beam

method. For the sieve-slit calibration runs a very thick 58Ni target with a thickness of

100.1 mg/cm2 has been used. Figure 11.6 shows the target ladder as it was used during the

experiment.

Figure 11.6.: Targetladder which was used during the experiment. Targets from left to right:
26Mg, 144Sm, 154Sm, ZnS and empty frame.

11.6.1 The under-focus mode

To obtain a good scattering angular resolution the so called under-focus mode has been used.

The precise determination of the scattering angle in horizontal (dispersive) and vertical (non-

dispersive) direction plays a crucial role since no entrance collimator has been used to avoid

the production of additional background events. The total scattering angle at the focal plane is

given by

θ f p =
p

(θt + θGR)2+φ2
t (11.1)

where θt and φt are the horizontal and the vertical scattering angles at the target position

whereas θGR is the angle of the Grand Raiden spectrometer. When applying the normal magnetic

field settings (see normal-focus mode in figure 11.7) vertical and horizontal scattering angles

of the scattered protons are focused at the focal plane. In order to prevent the loss of accep-

tance that would occur due to the small magnification factor of the Grand Raiden spectrometer,

resulting in an bad vertical scattering angle resolution a vertical off-focus mode was applied.

Therefore the field of the Q1 magnet has been decreased by 5%. The lower picture in figure

11.7 depicts the optical path of the protons.
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Figure 11.7.: Examples of vertical beam envelopes in the y-z plane with three different focus
modes of the Grand Raiden optics.

11.6.2 The Faraday cups

Three different kinds of Faraday cups have been used during the experiment to monitor the

proton beam current and to measure the collected charge in the spectra. The 0◦ Faraday cup

behind the focal plane detectors for measurements at extreme forward angles, the Q1-FC for the

measurement at 3◦ and the scattering chamber Faraday cup (SC-FC) for the elastic scattering

experiments at higher angles in the dispersive mode. To correct for little losses in the beam

charge collection, the beam transmission from the target to the 0◦ FC was checked. The absolute

efficiency for the charge measurement at the SC-FC has been already calibrated [Fuj08] with

respect to the rates measured in the BLPs and so it can be used as a reference because the

other Faraday cups can be corrected relative to it. The ratio of the total events in BLP to the

collected charges was measured for each Faraday cup. If transmission losses occurred during

the experiment, then the ratio of the 0◦ FC and the Q1-FC would become larger than that of

the SCFC. This calibration procedure has been validated in [Mat10] and the resulting correction

factors enter in the determination of the double differential cross sections.

11.6.3 The sieve-slit measurements

To reconstruct the scattering angles at the target position from the data obtained by the Focal

Plane Detector system it is necessary to perform a calibration run for the complicated ion op-

tics of the Grand Raiden spectrometer. This can be done by the so-called sieve slit method. A

5 mm thick brass plate (the ’sieve slit’) with 25 holes was inserted at the beam line 638 mm

downstream of the target position. Figure 11.8 shows a schematic overview of the brass plate.

All holes are aligned in a 5x5 matrix with a horizontal distance of 4.5 mm (corresponding to

7 mrad) and a vertical distance of 12 mm (corresponding to 19 mrad). For a better adjustment,

the center hole had a diameter of 3 mm (4.7 mrad), while all the other holes were only 2 mm

90



(3.1 mrad) in diameter. As scattering target a 100 mg/cm2 thick 58Ni foil has been used. Elastic

proton scattering was then performed at an Grand Raiden angle of 16◦. At the focal plane the

protons that were scattered through one of the slits could be detected and so in the offline anal-

ysis, the vertical position and the scattering angle at the focal plane could be directly related to

their well-known geometrical position. To account for the dependence of the scattering angles

on the horizontal position at the focal plane, the magnetic field was varied in discrete steps. So

short measurements at +1.2%, +1.8%, +2.6%, +3.4% and +4.2% have been performed rela-

tive to the standard under-focus setting of the ion optics. These values correspond to excitation

energies of 6, 10, 14, 18 and 22 MeV, respectively. So, the full excitation energy range investi-

gated in this experiment could be covered. Each of the measurements has been done also at a

vertical beam spot shift of ±1 mm in order to determine the influence of the beam position on

the target. The sieve slit calibration of this experiment has already been discussed in [Mar11]

and will be shown in section 12.1.3.

Figure 11.8.: Schematic view of the brass plate that has been used for the sieveslit
measurements.
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12 Data analysis for proton scattering

For the data analysis of the 154Sm data, the program code ANALYZER [Tam99] which was de-

veloped at the RCNP has been used. This software package is adapted for the online and offline

analysis of data, taken at the GR spectrometer and LAS. It is written mainly in the program

language C and makes use of the HBOOK and PAW(++) packages of the CERN libraries [CER].

12.1 Data reduction

The data reduction procedure has been performed step by step according to the table below and

will be explained more detailed on the following pages:

• Drift time to distance conversion

• Efficiency determination of the VDCs

• Calibration of scattering angles

• Kinematical corrections and excitation energy calibration

• Higher order aberration corrections

• Subtraction of background

• Cross section determination

• Analysis of polarization transfer observables

Some parts of the data reduction procedure have already been discussed in [Mar11].

12.1.1 Drift time to distance conversion

Vertical drift chambers (VDC) are used for measuring the scattered proton positions. This is

necessary to obtain the trajectory of the particles for determining the angles and excitation

energies with which particles go through the focal plane. In figure 12.1 a schematic view of

a vertical drift chamber is presented. The typical VDC consists of two cathode foils and in

between a layer of wires. Besides the sense wires or signal wires, most of the VDCs also have

potential wires which are used to shape the electric field and to prevent possible cross talk

between different channels. In general, when charged particles go through the detector they

interact with gas molecules and ionize them. The electrons drift towards the anode plane with

an almost constant drift velocity of ≈ 5 cm/µm. Consequently, the drift times are proportional

93



to the distance from the ionization point to the sense wire.

In this experimental setup the drift chambers work in the so-called common stop mode which

means that a Time-to-Digital Converter (TDC) is used to measure the time difference between

the wire signal and the corresponding delayed trigger signal from the plastic scintillator PS1.

Taking into account the signals of multiple adjacent wires and performing a proper conversion

of the TDC values into the corresponding drift length, the intersection point in each single VDC

plane can be determined. For this purpose a ’white’ spectrum with homogeneously distributed

events was measured which is shown in the upper part of figure 12.2. The lower panel of

this figure shows the drift length histogram which has a flat distribution. Figure 12.3 shows

the proportionality between the TDC channels and the drift length. At large TDC channels,

deviations from the linear behaviour can be observed which is due to the inhomogeneity of the

electric field in the vicinity of the sense wires.

Figure 12.1.: Vertical drift chamber as a schematic view. Picture is taken from [Mar11].

To make sure that at least two or more signals are obtained from the sense wires, the VDCs

are installed under an angles of 45◦. Additionally, neighbouring events are combined to clusters.

Clusters with only one single hit are discarded and also the wire with the shortest signal is omit-

ted, since the non-uniformly electric field near the sense wires leads to unwanted uncertainties

in the drift time to drift length conversion. A least-square fit from the drift length of the wire

signals is used to calculate the intersection point of the proton trajectory at a single wire plane.

Finally, with a combination of all wire planes it is possible to determine the trajectory and the

scattering angle of the protons.

12.1.2 Efficiency determination of the VDCs

The efficiency of one single VDC plane is determined by the following equation, as an example

for the X1 plane:

εX1 =
NX1,X2,U1,U2

NX1,X2,U1,U2+ NX1,X2,U1,U2
. (12.1)
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Figure 12.2.: Example of the track reconstruction. The upper panel shows a typical TDC spec-
trum. In the lower panel the corresponding drift length is shown.
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Figure 12.3.: Drift time to drift length conversion.

Here, NX1,X2,U1,U2 is the number of events, in which the cluster position can be determined for

all planes and NX1,X2,U1,U2 for all but the X1 plane. The total efficiency εtot is then determined

by the product of all four efficiencies:

εtot = εX1 · εX2 · εU1 · εU2 (12.2)
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In this experiment the total detection efficiency of the VDCs has been determined to be 88%.

12.1.3 Sieve slit analysis

The scattering angles at the target position θt and φt can be extracted by performing a so

called sieve slit analysis. As an input for such a calculation the interaction points and scattering

angles at the focal plane are necessary. The horizontal scattering angle θt at the target place

is mainly dominated by the horizontal incident angle at the focal plane θ f p. In the vertical

plane, the scattering angle φt dominates the vertical position y f p at the focal plane. The LAS

spectrometer has been used for determining the vertical position at the target chamber yLAS (see

figure 12.4(b)) and hence, this quantity needs also to be considered. Additionally, both of the

scattering angles depend on the horizontal position x f p at the focal plane.

Figure 12.4(a) shows a spectrum of the elastically scattered events. The gate on x f p which has

been used for the sieve slit analysis is here illustrated in grey. The bump at around x f p comes

from elastically scattered events that pass through the thick brass plate with an energy loss of

about 10 MeV. Figure 12.4(c) shows the θ f p − y f p plane gated on the elastic events. In order

to obtain the coordinates of the 25 spots in figure 12.4(c) the figure was sliced horizontally and

vertically in five rectangles (see also the grey bars in figure 12.4(c)). Each of the vertical slices

was then projected on the θ f p axis, whereas each horizontal slice was projected onto the y f p

axis. Assuming a circular shape of the hole images, gaussian fits for the θ f p- and y f p-positions

of the spots were applied. Afterwards the correlation between θ f p and φ f p was investigated by

setting specific gates on θ f p. Figure 12.4(d) then shows a projection of the events onto the φ f p

axis utilizing gaussian fits.

In the end a multi-dimensional least square fit routine using the GNU scientific library (GSL)

[Gal03] was used to determine the vertical and the horizontal scattering angles.

θt(x f p,θ f p) =
1
∑

i=0

1
∑

j=0

ai j · x i
f p θ

j
f p (12.3)

φt(x f p,θ f p, y f p,φ f p, yLAS) =
1
∑

i=0

1
∑

j=0

1
∑

k=0

1
∑

l=0

bi jkl · x i
f pθ

j
f p yk

f pφ
l
f p +

1
∑

m=0

cm · xm
f p yLAS(12.4)

Equations 12.3 and 12.4 are implemented in the multidimensional fit and the resulting coeffi-

cients for this experiment are listed in table 12.1. The final reconstruction of the vertical and

horizontal scattering angle can be seen in figure 12.1.3 where the left hand side shows the un-

corrected images and the right hand side shows the images of the 25 holes after the complete

sieve slit calibration.
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(a) Gate for elastic scattering events. (b) Vertical position of the beam
monitored in the LAS spectrometer.

(c) Horizontal scattering angle at the
focal plane θ f p against y f p.

(d) Vertical scattering angle at the fo-
cal plane φ f p against y f p.

Figure 12.4.: Extraction of yLAS, θ f p, y f p and φ f p from the sieve slit analysis.

With the help of an optical position determination method the offset coefficients a00 and b0000

from table 12.1 have been determined at the beginning of the beam time.

12.1.4 Higher order aberration corrections

The reaction kinematics for 154Sm were calculated with KINMAT [KIN] and afterwards fitted

with gnuplot [GNU]. The following relation shows the results of the fit for elastically scattered

protons with an energy of 295 MeV:
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Table 12.1.: Table of coefficients for Eqs. (12.3) and (12.4) for the reconstruction of scattering
angles. The numbers of i, j, k and l represent the exponent of x f p, θ f p, y f p and
φ f p, respectively. All angles are given in radian and all distances in mm. The omitted
coefficients are set to zero.

i j coefficients ai j

00 3.380 · 10−2

01 −3.958 · 10−1

10 3.837 · 10−5

i j k l coefficients bi jkl

0000 −4.619 · 10−2

0001 2.681
0010 −1.529 · 10−3

1000 2.590 · 10−5

m coefficients cm

0 −1.012 · 10−3 · yLAS
1 4.130 · 10−7 · yLAS

E(θ) =−6.80 · 10−4 θ 2 MeV/deg2+ 295 MeV. (12.5)

Although a proper sieve slit calibration has been performed, there still remains an interconnec-

tion between θ f p and x f p due to the ion-optical properties of the Grand Raiden spectrometer.

To get rid of this dependency causing a bad energy resolution, several spectra of 26Mg with

well-known discrete peaks were analyzed in the excitation energy region between 9 MeV and

13 MeV [Tam07]. The upper picture in figure 12.6 shows the x f p − θ f p plane in which the

discrete peaks show up as curved lines. In order to straighten these lines and improve the

momentum information, a polynomial function

xc = x f p +
1
∑

i=0

4
∑

j=1

di j · x i
f p θ

j
f p (12.6)

was fitted to each curved line. The corrections of equation 12.6 can be applied and the lower

part of figure 12.6 shows the result. One clearly can see how the resolution in xc improves. The

coefficients for equation 12.6 are listed in table 12.2.
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Figure 12.5.: Two-dimensional y−θ histograms before and after corrections according to equa-
tions (12.3) and (12.4) and using the parameters of table. 12.1. The images (I), (II)
and (III) correspond to kinetic energies of 6, 10 and 18 MeV, respectively. The cross-
ings of dotted lines in the right part represent the actual holes in the sieve slit. Due
to the calibration the center of the events should coincide with the crossing points.

12.1.5 Excitation energy calibration

For the energy calibration procedure six well-known transitions in the 26Mg excitation energy

spectra were used. Their positions xc were obtained by using gaussian fits and the corresponding

excitation energy was taken from the Evaluated Nuclear Structure Data File (ESNDF) [ENS13].

Table 12.3 summarizes the data used for the excitation energy calibration which leads to the

following linear relation:
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Table 12.2.: Table of coefficients for equation (12.6) for the correction of x f p. The numbers of
i and j represent the exponent of x f p and θ f p, respectively. All angles are given in
radian and all distances in mm.

i j coefficients di j

01 −2.856 · 102

02 −1.784 · 103

03 4.607 · 104

04 −1.960 · 105

11 8.515 · 10−1

12 −4.269 · 101

13 5.073 · 102

14 −1.938 · 103

Ex(xc) = 23.93 · 10−3 MeV/mm · xc + 17.14 MeV. (12.7)

Figure 12.6.: Two-dimensional histograms of the x f p − θ f p plane for the 26Mg(p, p′) reaction
before the software corrections (top) and after the straightening of the lines (bot-
tom), with a fit to equation (12.6).
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Table 12.3.: Transitions used for the energy calibration. All corrected horizontal positions are
given in mm and all corresponding excitation energies taken from [ENS13] in keV.

xc ∆xc Ex ∆Ex

-319.743 0.044 9238.7 0.5
-305.908 0.035 9560 3
-280.900 0.021 10148 2
-273.700 0.020 10319 2
-259.583 0.012 10645 2
-252.487 0.037 10805.9 0.4

Figure 12.7.: Excitation energy calibration with the 26Mg(p, p′) reaction. The peaks, which were
chosen for a least square fit (see table 12.3), are indicated by red arrows. Here, the
energy resolution was 25 keV (FWHM).

Figure 12.7 shows the energy calibrated spectrum of 26Mg. Since the beam energy or the

resulting position at the focal plane might have some fluctuations during the different runs, the

spectra are normalized in such way that the position of the highest peak at 10.646 MeV was

fitted in each spectrum. Then energy shifts were defined that this strongest transition coincides

for each 26Mg run.

12.1.6 Background subtraction

In this section the background subtraction will be described. The remaining instrumental back-

ground, that could not have been avoided by the successful beam tuning procedure mainly

comes from multiple scattering processes of the protons on the target material. Under the re-

alistic assumption, that background events follow a uniform distribution, they should show up

in a flat distribution in the non-dispersive direction of the focal plane. Utilizing this knowl-

edge, the true events are expected to be around y f p = 0 and can then be distinguished from

101



the background events. Of coursee, this requires a coordinate-transformation from y f p in the

non-dispersive plane, involving a least-square fit method. The corrected position yc can now be

described as a function of x f p, y f p,θ f p,φ f p and yLAS:

yc = y f p +
1
∑

i=0

1
∑

j=0

1
∑

k=0

fi jk · x i
f p θ

j
f pφ

k
f p + fl · yLAS, (12.8)

with the fitted coefficients fi jk and fl . Table 12.4 shows a complete list of the parameters used

in this experiment.

Table 12.4.: Coefficients used in equation (12.8) for the correction of y f p. The numbers of i, j

and k represent the exponent of x f p, θ f p and φ f p, respectively. All angles are given
in radian and all distances in mm.

i j k coefficients fi jk

000 2.645 · 101

001 1.092 · 103

010 −1.952 · 101

011 2.088 · 103

100 6.969 · 10−3

101 −7.908 · 10−1

111 −5.919

l coefficient fl

0 6.197 · 10−1 · yLAS

Figure 12.8 shows a comparison of the corrected y f p on the right hand side with the uncor-

rected results on the left hand side. On the right hand side in the lower panel it is shown that

the background events are really distributed flat and the true events can be discriminated. In

this so-called ’conventianal method’ a narrow gate is set around yc = 0. By applying the same

narrow gate on the background events to the left and to the right (see also [Pol11]) and taking

the average of the two shifted spectra the true events could be separated by subtracting the

average of the background events from the ’true + background’ events. This method has shown

to not work satisfactorily [Tam07] especially when scattering angle cuts for the solid angle of

the spectrometer are applied, since it very much depends on the choice of the background gates.

Also an unwanted correlation between yc and φt remains.

In [Tam09] a new background subtraction method is presented, referred to as the ’extenden
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Figure 12.8.: Correlation between the vertical scattering angle φ f p and the vertical position in
the ’conventional method’ for the background subtraction. On the left hand side,
the untransformed data is shown and on the right hand side the transformation in
equation 12.8 has been utilized.

method’. With this method the dependece of yc on the scattering angle φt could be omitted but

needs the implementation of a corrected scattering angle φc which is now independent of yc.

The method is based on the assumption that the background events are homogeneously dis-

tributed in the yc−φc plane (the vertical acceptance of the spectrometer). This requires another

correction, which is performed with respect to φc in a similar way as it has been done to y f p:

φc = φ f p +
1
∑

i=0

ei · y i
f p, (12.9)

The coefficients ei are fitted parameters. The corrected vertical acceptance is now shown

on the left hand side of figure 12.9. Here, the true events are distributed inside the black

rectangle around yc = 0 and φc = 0. Analogue to the background subtraction procedure in the

’conventional method’ the data is shifted by a constant factor to the left and to the right (see the

pictures in the middle and on the right hand side of figure 12.9). Then again, the ’true’ dataset

is obtained by subtracting the average of the shifted data from the ’true + background’ events.

In figure 12.10 the resulting excitation energy and background spectrum is presented for 154Sm

at 0◦ using the full acceptance of the Grand Raiden spectrometer.

Finally the background subtracted spectrum for the full acceptance of the Grand Raiden spec-

trometer is shown in figure 12.11 for the 0◦ data set. One clearly observes the two bumps of the
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Figure 12.9.: Background subtraction with the ’extended method’. The data set on the left hand
side (a) was artificially shifted to the right (b) and to the left (c). The background
spectra are obtained by applying the gates indicated with the black rectangles.

Figure 12.10.: Excitation energy spectrum (black) and background spectrum (red) of the
154Sm(p,p’) reaction at Ep = 295 MeV, and θGR=0◦, using the full acceptance of
the GR.

GDR at excitation energies of 12.1 MeV and 15.7 MeV. What can also be seen is some structure

in the lower excitation energy range between 6 and 9 MeV, that will also be analyzed in the

following chapter.

12.1.7 Double differential cross sections

From the inelastic proton scattering spectra, double differential cross sections could have been

extracted using the relation:
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Figure 12.11.: Background-subtracted spectrum 154Sm(p,p’) reaction at Ep = 295 MeV, and
θGR=0◦, using the full acceptance of the GR.

d2σ

dΩdE
= NCounts

1

ΩLab

1

Lε

e

Qcrel

A

NAtη
J . (12.10)

The experimental parameters entering into equation (12.10) are summarized in table 12.5.

Table 12.5.: Variables entering into equation (12.10), and their values.
quantity description value unit
NCounts Number of counts in the specific energy bin (Counts/MeV)
ΩLab solid angle in the laboratory frame (sr)
L DAQ live time ratio
ε detector efficiency
e elementary charge 1.602 · 10−19 (C)
Q collected charge (C)
crel relative charge correction for the FC
A target atomic weight of the target 154 (g/mol)
NA Avogadro number 6.023 · 1023 (1/mol)
t target thickness 4.0 (mg/cm2)
η target enrichment 98.69 (%)
J Jacobian transformation from lab to

center of mass system

Applying the software corrections discussed in this chapter, the final energy resolution of the

spectra varied between 30 keV and 40 keV. Likewise, spectra of differential cross sections for the

3◦ setting of the GR spectrometer are determined. Spectra of the differential cross sections at
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finite angles of 3◦are presented in figure 12.12. Clearly, a continuous drop of the two peaks of

the GDR can be observed, indicating a dipole character.

Figure 12.12.: Background subtracted spectra for the 154Sm(p,p’) reaction for the 0◦ and for the
3◦ setting, respectively.

The statistical and systematical uncertainties are calculated with the equations

∆
d2σ

dΩdE

�

�

�

�

�

stat

=
1

p

NCounts

d2σ

dΩdE
, (12.11)

∆
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È
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ε

�2

+
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∆L

L

�2

+
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∆t

t

�2

+
�

∆Ω
Ω

�2

+
�

∆Q

Q

�2 d2σ

dΩdE
. (12.12)

Major contributions to the systematic inaccuracies originate from the determination of the

solid angle (6%) where the uncertainty has been estimated in the sieve-slit calibration proce-

dure. Furthermore, the contribution of the target inhomogeneity (≈ 3%) has been obtained in

a weighting analysis [Tam13], while the other experimental quantities can be determined more

precisely (i.e. uncertainties lower than 1%). Accordingly, the systematic uncertainties are not

exceeding 10%.

12.2 Polarization transfer analysis
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12.2.1 Method for extracting PT observables: The Estimator Method

There are at least three methods which are suitable for experiments with a focal plane polarime-

ter system to extract the PT observables. The sector method which has been used in [Tam99],

the Cosine-Fit (also tested method) in [Tam99] and the Estimator method [Bes79]. In this anal-

ysis the Estimator method has been used for extracting the PT observables. This method has

been chosen, because it is very efficient due to being close to the maximum use of the data. The

statistical treatment is well defined and clear and all the sums in the definition of the estimators

are additive.

In contrast to previous measurements where two different setups were used to measure with

longitudinal polarized beam and sideways polarized beam and combine the results to obtain the

quantities DSS and DLL, the two separate measurements were performed with the same setup,

but again with different beam polarizations. In this work, the polarization transfer coefficients

DNN and DLL were used to obtain the total spin transfer Σ. The data measured with a normal

polarized beam was used to extract a value for the estimator εn and the data measured with a

longitudinal polarized beam was used to determine the estimator εs.

At zero degree the relations below are valid:

p′N = pN DNN (12.13)

p′S = pS DSS (12.14)

p′L = pL DLL (12.15)

At finite angles a factor of 1
1+p〈Ay〉 has to be included. The polarizations after the second scatter-

ing process can be written as the following where the subscripts t and b denote the polarizations

of the true and the background events respectively

p′′tS = pS DSS cosθP + pL DLL sinθP (12.16)

p′′bS = pS cosθP + pL sinθP (12.17)

p′′tN = p′tN = pN DNN (12.18)

p′′bN = p′bN = pN (12.19)

For the background events, the assumption holds, that background events have no depolariza-

tion and so DSS = DNN = 1 at zero degree measurements.

According to [Bes79] the estimators εs and εn can be obtained from experimental data using
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the following equations where again t and b stands for true events and background events

respectively.

εt
s = p′′ts

¬

Ay

¶

s
(12.20)

εb
s = p′′bs

¬

Ay

¶

s
(12.21)

εt+b
s =

Sεt
s + Nεb

s

S+ N
(12.22)

εt
n = p′′tn

¬

Ay

¶

n
(12.23)

εb
n = p′′bn

¬

Ay

¶

n
(12.24)

εt+b
n =

Sεt
n+ Nεb

n

S+ N
(12.25)

For these two datasets the signal to noise ratio S/N is different. The quantities p′′bs,n

¬

Ay

¶

s,n
could

be extracted in special high statistical background runs.

Dmix
LL ≡

S+ N

S

εt+b
s

εb
s

−
N

S
=

DLL + cL(DSS = DNN )
1+ cL

(12.26)

with

cL ≡
pS

pL
tanθP

−1 (12.27)

In the latter equation the ratio pS
pL

can be extracted from the beam line polarimeter data.

The normal polarization transfer coefficient DNN can now be expressed as

DNN =
p′′tN

p′′bN

=
εt

n

εb
n

(12.28)

Finally one obtains for the polarization transfer observables:

DNN =
S+ N

S

εt+b
n

εb
n

−
N

S
(12.29)

and

DLL =
�

1+ cL
�

Dmix
LL − cL DNN . (12.30)
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12.3 Results of the polarization transfer analysis

The polarization transfer analysis as it has been explained in section 12.2 has been performed

and the polarization transfer coefficients DNN and DLL could be determined. With the relation

10.57 the total spin transfer Σ can be calculated that allows to decompose the spectrum into a

spinflip part and a non-spinflip part.

12.3.1 Results for 26Mg

Since 26Mg has some well known 1+ states which have pure spinflip character and 26Mg data

runs have been performed after each 154Sm data run, it is well suited for checking the polar-

ization transfer analysis method. The uppermost panel in figure 12.13 shows the spectrum of
26Mg in the excitation energy range between 6 and 14 MeV with some clear peaks coming from

dipole excitations. The corresponding DNN and DLL polarisation transfer observables are shown

in the panels below. The bottom panel of figure 12.13 displays the total spin transfer Σ. In the

observed energy range, 1− states and 1+ states can be correctly assigned and the results are

consistent with older measurements [Tam07].



Figure 12.13.: Polarization transfer observables for 26Mg

12.3.2 Results for 154Sm

Since the analysis of the polarization transfer observables worked well for the case of 26Mg,

exactly the same procedure has been applied to the 154Sm(~p,~p′) reaction. The results can be

seen in figure 12.14. The four subfigures present from top to bottom the double differential
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cross section, the extracted polarization transfer observables DNN and DLL, and the total spin

transfer σ with a bin size of 400 keV throughout the whole excitation energy region. Data in the

full acceptance of the Grand Raiden spectrometer (i.e. |θt | ≤ 1.0◦ and |φt | ≤ 2.5◦) have been

used in the present analysis. Due to the non-spinflip nature of the GDR the total spin transfer

Figure 12.14.: Polarization transfer observables for 154Sm
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in this region is consistent with zero. In the low excitation energy region between 4 MeV and

12 MeV, a significant amount of spinflip-M1 response could be detected. At higher excitation

energies (i.e. above 17 MeV) the spinflip strength goes up, indicating, that there might be

spinflip strength from quasi-free scattering processes [Bak97] and/or spin-dipole strength.

Utilizing equation (10.58) the total cross section can be decomposed in a spinflip cross section

and a non-spinflip cross section. The result can be seen in figure 12.15. Here, the total cross

section and the spinflip and non-spinflip parts are displayed in the upper panel, while the lower

part shows the corresponding total spin transfer Σ. The two red arrows indicate two little

bumps in the non-spinflip cross section that will be analyzed in further detail in the following

section. The concentration of spinflip cross section between 6 and 12 MeV has been assigned as

spinflip-M1 resonance and will be analyzed in section 12.6.

Figure 12.15.: Upper panel: The solid line shows the total cross section in bins of 400 keV. The
dashed line in blue corresponds to the spinflip cross section and the dashed line
in red shows the non-spinflip cross section obtained by using polarization transfer
coefficients. Lower panel: The experimentally obtained total spin transfer Σ.

12.4 Electric dipole response in 154Sm
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12.4.1 Photoabsorption Cross section

Since the selectivity of the experiment favors λ = 1, radiation with λ > 1 only gives minor

contributions to the experimental cross section. So the spinflip-M1 part of the cross section

which has been identified using the method of the polarization transfer observables could be

subtracted from the total cross section and the remaining part is of almost pure E1 character.

With this assumption the photoabsorption cross section σabs can be extracted by utilizing equa-

tion 10.25 with the help of the equivalent photon method, which has been described in section

10.6.3. In case of E1 excitation, equation 10.25 transforms to

d2σ

dΩdEγ

�

�

�

�

�

E1

(Eγ) =
1

Eγ

dNE1

dΩ
(Eγ,Ω)σ

E1
abs(Eγ). (12.31)

Figure 12.16.: Experimentally obtained photoabsorption cross section σabs in comparison with
γ(x) data measured in Saclay [Car74]

Figure 12.16 shows the photoabsorption cross section obtained in the present experiment.

As a comparison, the γ(x) data, measured in Saclay [Car74] plotted. Figure 12.17 shows the

photoabsorption cross section σabs deduced from this experiment in the lower excitation en-

ergy region. For a better visibility, the GDR fitted GDR-Lorentzians (the K=0 and the K=1

component) have been subtracted in order to obtain this data set. The remaining part is a

structure, consisting of two bumps with their centroids at 5.9 MeV and 7.8 MeV, respectively.
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This resonance-like structure is assigned as the Pygmy Dipole Resonance (PDR) in the deformed

nucleus 154Sm.

Figure 12.17.: Photoabsorption cross section σabs deduced from this experiment in the lower
energy region. For a better visibility, the GDR fitted GDR-Lorentzians (the K=0
and the K=1 component) have been subtracted in order to obtain this data set.

12.4.2 B(E1) strength distribution

Using equations (10.22) and (10.28) from section 10.6, the photoabsorption cross section can

be converted into the B(E1) strength distribution which is depicted in figure 12.18. For the

first time, the B(E1) strength distribution is obtained for the heavy deformed nucleus 154Sm

at energies below the neutron emission threshold Sn. Obviously some strength which does

not belong to the GDR can be found here. The two bumps at 5.9 MeV and 7.8 MeV, that

have already been discussed in the previous section are assigned as the PDR. An integration

of the B(E1) strength between 4 and 22 MeV shows that the Thomas-Reiche-Kuhn sum rule is

overexhausted by 15%. The integrated PDR strength is about 0.9% of the total B(E1) strength.

In terms of the fraction of the energy-weighted sum rule the PDR shows in combination of the

two peaks only 0.5%, because it resides at lower energies.

12.4.3 Deformation splitting

Since the energy ratio of the two bumps in the PDR (equation (12.32), with E(1−low)=5.9 MeV

and E(1−high)=7.8 MeV) is about the same as in the GDR (equation (12.33), with
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Figure 12.18.: B(E1) strength distribution, obtained in this experiment.

E(1−K=0)=12.1 MeV and E(1−K=1)=15.7 MeV), where a splitting of the resonance structure with

respect to their K quantum number occurs, it is possible that the pygmy resonance might also

show a splitting in K .

PDR:
E(1−high)−E(1−low)

E(1−high)+E(1−low)
= 1.9

13.7
=̂13.9% (12.32)

GDR:
E(1−K=1)−E(1−K=0)

E(1−K=1)+E(1−K=0)
= 3.6

27.8
=̂12.9% (12.33)

This would lead to a macroscopic picture of a deformed proton-neutron saturated core, oscil-

lating against a neutron skin, also along two different axes. Figure 12.19 shows a sketch about

how the situation might look like. Of course this interpretation is not yet settled and needs to be

validated in terms of transition densities. Therefore measurements at finite momentum transfer

q are required.

12.5 Discussion of angular distributions

Besides the 0◦ setting also a measurement at a finite angle setting of θGR = 3◦ has been per-

formed. Combining these two measurements, it was possible to define 12 angular cuts at

scattering angles between 0◦ and 4.1◦. In figure 12.20 the obtained spectra for the angles

0.7◦, 1.4◦, 1.6◦, 2.0◦, 2.3◦, 3.1◦ and 4.1◦ are presented.

Then, absolute differential cross sections could be obtained as a function of the scattering

angle θ . Figure 12.21 shows the angular distributions for different cuts in the excitation energy

spectrum. The first peak of the GDR (Ecentroid = 12.1 MeV) significantly drops to larger
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Figure 12.19.: Sketch of the B(E1) response in heavy deformed nuclei. Showing a double hump,
with about the same energy ratio as the two peaks of the GDR, the PDR might also
show a deformation splitting where a deformed isospin saturated core oscillates
against a deformed neutron skin.

Figure 12.20.: Different angle cuts obtained from the finite angle measurements, using the 0◦

and the 3◦ setting in combination.

angles, which indicates the pure E1 character. The angular distribution of this peak can be

seen in blue in figure 12.21. Here the cross section drops one order of magnitude over the

complete angular range. Since nuclear contributions become significant for large scattering
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angle θ , the second peak of the GDR (15.7 MeV and purple in figure 12.21) is flatter because

of that angular distribution which is different to the GDR1 peak. Although the two PDR peaks

differ significantly in absolute values from the GDR, their angular dependence shows the same

behavior. Therefore one expects not much background for example from other multipoles. The

green data set has been extracted at 20 MeV where the GDR has already vanished. As expected,

the evolution as a function of the scattering angle is flat. This knowledge can be very useful for a

multipole decomposition analysis (MDA). It can be used as an empirical background correction

when defining large energy bins.

Figure 12.21.: Experimental angular distributions at different excitations energies. Energy bins
with a width of 200 keV have been used.

12.6 Determination of the spinflip-M1 strength distribution with the unit-cross section

method

In order to determine the spinflip-M1 transition strength distribution from the spinflip cross

section, the ratio of equations 10.38 and 10.39 from section 10.7 has to be taken which results

in the following equation:

B(M1)IV =
3

8π
(g IV

s )
2 · B(M1στ)µ

2
N . (12.34)
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Utilizing equation 10.40 one obtains

B(M1)IV =
3

8π
(g IV

s )
2 ·

�

dσ
dΩ

�M1

pp′
(0◦)

FM1σ̂M1(A)
µ2

N . (12.35)

The kinematical factor FM1 usually is determined with theoretical angular distributions from

a DWBA calculation. Since no big deviations from 1 are expected throughout the observed

excitation energy range, it has been approximated with unity. The unit-cross section σ̂M1(A) can

be calculated via the unit-cross section of the Gamow-Teller transition σ̂GT−(A). This requires

the ratio from equations 10.40 and 10.42 and also equations 10.39 and 10.41 have to be taken

into account. The Clebsch-Gordan coefficients C2
M1,10 =

T0
T0+1

and C2
GT−
= 2T0−1

2T0+1
are taken from

reference [Fuj11]. With T0 = 15 for 154Sm and the ratio

�

dσ
dΩ

�GT
FM1

�

dσ
dΩ

�M1

pp′
FM1

= 2 (12.36)

the unit-cross section σ̂M1(A) can be calculated:

σ̂M1(A) =
1

2

T0+ 1

T0
σ̂GT−(A). (12.37)

In reference [Sas09] it is discussed that σ̂GT−(A) for 300 MeV proton scattering can be obtained

from the phenomenological description

σ̂GT−(A) = N90e−x(A−1/3−90−1/3) (12.38)

with N90 = (3.4± 0.2) mb/sr and x = 0.40± 0.05. Finally the spinflip-M1 strength distribution

can be determined and it is shown in the upper part of figure 12.22. As a reference, the spinflip-

M1 distribution from [Wör94] is shown which indicates a double hump structure. The lower

bump at roughly 6 MeV is seen in hte present (p,p’) experiment but less strength is observed,

concluding that parts of the cross section from [Wör94] was originally of E1 nature. A fairly

good agreement can be seen between between 7 and 9 MeV and even more strength has been

seen in the present experiment at higher energy but with large uncertainties.

The lower part of figure 12.22 shows the running sum of spinflip-M1 strength between 4 MeV

and 12 MeV. The total strength is 13.2± 2.7 µ2
N which is in a good agreement to the work of

Wörtche [Wör94] (10.5± 2.0 µ2
N ).
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Figure 12.22.: Spinflip-M1 strength distribution obtained with the unit-cross section method.
The upper graph shows the spinflip-M1 strength distribution in comparison to
the data obtained in [Wör94]. In the lower panel, the running sum for both
experiments is shown.
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13 Conclusion and Outlook

To summarize, in part II of this PhD thesis, the data analysis of a high resolution polarized

proton scattering experiment on the heavy deformed nucleus 154Sm has been presented. The

experiment has been performed at the RCNP in Osaka, Japan, using a 295 MeV beam of polar-

ized protons, scattering off a self-supporting metallic 154Sm foil. With the advanced dispersion

matching techniques, excellent beam conditions were achieved, resulting in a very high energy

resolution of ∆E = 30− 40 keV. Utilizing the polarization transfer analysis, the experimental

cross section could be separated into spinflip and non-spinflip parts. Also measurements at fi-

nite scattering angles have been performed at θGR = 0◦ and θGR = 3◦ which made it possible

to extract angular distributions for different modes of excitation. In the case of electric dipole

response, the photoabsorption cross section was calculated and compared to former (γ, n) mea-

surements, showing a good agreement. Also the B(E1) strength distribution has been investi-

gated, where for the first time in 154Sm the pygmy dipole resonance was observed. It appeared

in a double hump structure with peaks in the excitation energy of 5.9 MeV and 7.8 MeV have

been observed. A possible explanation in terms of a deformation splitting of the PDR was given.

Also the spinflip-M1 strength distribution has been determined with the help of the unit-cross

section method. A broad distribution between 5 and 12 MeV has been seen, resulting in a total

spinflip-M1 sum strength of 13.1±2.7 µ2
N .

As an outlook in the future the following aspects should be worth investigating:

• The PDR has now been seen in the spherical nucleus 144Sm and the prolate deformed
154Sm. It would be interesting to examine the role of the deformation for the PDR in the

whole isotopic chain.

• A multipole decomposition analysis (MDA) as it has been already performed in [Pol11,

Mar13] as an independent tool for the E1 and M1 separation of the cross section would

be ideal to compare to the results from the polarization transfer analysis. Therefore theo-

retical angular distributions are calculated in the framework of the quasi-particle phonon

Model (QPM) [Sol92]. It is a phenomenological microscopic nuclear model where cou-

plings to complex degrees of freedom are considered. With the help of this theoretical

model, various collective excitations in heavy nuclei have been successfully described.

Nice examples for the low-lying quadrupole strength in vibrational nuclei can be seen

in [Wal11] and for the case of the pygmy resonance in 208Pb the article [Pol12] can be

recommended. Since 154Sm is a heavy deformed nucleus, some difficulties in the theoret-

ical description occur. The problems start already on the mean field level. In a spherical

symmetric Woods Saxon potential all single-particle energies of a given orbit are degener-

ate, which results in analytical solutions of the wave functions. In the case of deformation,
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this degeneracy is usually broken. The number of energy levels increases dramatically and

a lot of particle-hole transitions are possible. Also the configuration space is much bigger

than in the spherical case. The QPM framework needs further development to account

for the complexity of the deformation. An extension of the QPM to real deformed cal-

culations would be preferable and comparison to this experiment in terms of a multipole

decomposition analysis is forseen for the near future.

• Up to now, only dipole contribution to the total cross section have been taken into con-

sideration (e.g. Pygmy-E1, GDR-E1, spinflip-M1). Recent (α,α′) studies [Tam14] show a

non vanishing percentage of E0 and E2 parts coming from the giant monopole resonance

(GMR) and the giant quadrupole resonance (GQR), respectively. It would be useful to esti-

mate the percentage of the E0 and E2 strength that is still hiding in the double differential

cross section.

• As a future perspective for investigating the nature of the double hump structure of the

PDR in heavy deformed nuclei the CAGRA [CAG14] collaboration is planning (p,p’γ) mea-

surements at finite q. A new beam line has been constructed at the RCNP facility where

Grand Raiden angles from 4◦ to 20◦ can be addressed with much higher beam intensities

than before.
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A Derivation of ρ2(E0) transition strength as a function of potential stiffness

Starting with the definition of the E0 operator

ρ2
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while the quadrupole operator follows the relation

Q̂2µ =
3

4π
eZR2α2µ, (A.2)

the B(E2) transition strength can be expressed as
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The collective Hamiltonian in a more general notation is:

Hcol l =−
ħh2

2B2

∑

µ

(−1)µ
∂ 2

∂ α2µ∂ α2µ
+ V (α2). (A.4)

Following the commutator rules, this equation can be rewritten as
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Commutator rules expand the previous equation to the double commutator equation
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Plugging in the ground state in the Schrödinger equation, one obtains:
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Further calculation lead to
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Averaging equation A.6 over the ground state and substituting equation A.7 and equation A.8

one obtains:

∑

i=2,3,...

�

E
�

0+i
�

− E
�

0+1
��

ρ2
�

0+i → 0+1
�

e2R4 (A.9)

= 2
ħh2

B2

∑

i=1,2,...

B
�

E2;0+1 → 2+i
�

The main contribution to the sum on the left hand side in equation A.10 gives the 0+2 state. The

main contribution to the sum on the right hand side gives the 2+1 state.

In this approximation:

�

E
�

0+2
�

− E
�

0+1
��

·ρ2
�

0+2 → 0+1
�

e2R4 = 2
ħh2

B2
B
�

E2; 0+1 → 2+1
�

. (A.10)

In the case of the well deformed axially symmetric nuclei:

E
�

0+2
�

− E
�

0+1
�

= ħh

r

C0

B2
(A.11)

where C0 is a stiffness coefficient for β-oscillations.

B
�

E2; 0+1 → 2+1
�

=
�

3

4π
ZeR2

�2

β2
0 (A.12)
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where β0 is the ground state deformation. Substituting equation A.11 and A.12 into A.10 we

obtain:

ħh

r

C2

B2
ρ2
�

E0;0+2 → 0+1
�

e2R4 = 2
ħh2

B2

�

3

4π
ZeR2

�2

β2
0 (A.13)

or

ρ2
�

E0;0+2 → 0+1
�

e2R4 = 2
ħh

p

B2C0

�

3

4π
ZeR2

�2

β2
0 . (A.14)

However, for deformed nuclei

1

2

ħh
p

B2C0

�

3

4π
ZeR2

�2

= B
�

E2; 0+2 → 2+1
�

(A.15)

= B
�

E2;0+1 → 2+
β

�

where 2+
β

is the rotational state built on top of the 0+2 state. Substituting A.15 into A.14 we

obtain a relation of Rasmussen [Ras60]:

ρ2
�

E0;0+2 → 0+1
�

e2R4 = 4B
�

E2; 0+2 → 2+1
�

· β2
0 . (A.16)

Thus, the relation A.10 is more general than the relation A.16. The last relation is of course only

applicable in the case of well deformed nuclei.

To eliminate B2 from equation A.10 we can use the relation

�

E
�

2+1
�

− E
�

0+1
��

B
�

E2; 0+1 → 2+1
�

=
ħh2

B2

�

3

4π
ZeR2

�2

(A.17)

which can be derived in a similar way. Substituting equation A.17 into equation A.10 we obtain

finally a relation:

ρ2
�

E0; 0+2 → 0+1
�

= 2

�

E(2+1 )− E(0+1 )

E(0+2 )− E(0+1 )

�

�

B(E2; 0+1 → 2+1 )
�2

�

3Z
4π

�2
(e2R4)2

. (A.18)
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This is an expression of the ρ2(E0) transition strength only depending on experimental nuclear

structure observables. Using the relation between B(E2;0+1 → 2+1 ) and
¬

0+1
�

�β2
�

�0+1
¶

:

B(E2;0+1 → 2+1 ) =
�

3Z

4π
eR2
�2
¬

0+1
�

�β2
�

�0+1
¶

(A.19)

one obtains from equation A.18:

ρ2
�

E0; 0+2 → 0+1
�

= 2

�

E(2+1 )− E(0+1 )

E(0+2 )− E(0+1 )

�

�

3Z

4π

�2
¬

0+1
�

�β2
�

�0+1
¶2

. (A.20)

The most important observation from equation A.20 is that when the stiffness of the potential

in β increases, the ratio
�

E(2+1 )−E(0+1 )

E(0+2 )−E(0+1 )

�

decreases. As a result ρ2
�

E0;0+2 → 0+1
�

should also

decrease.
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B List of ρ2(E0) transition strengths compared in figure 6.5

In figure 6.5 various experimental ρ2(E0) have been compared. The values are taken from

[Kib05]. In table B.1 they are listed with the corresponding rβ and R4/2 values. Since the β

band is not necessarily built on top of the 0+2 state, the transition type is also given.

Table B.1.: List of ρ2(E0) values compared in figure 6.5.
Nucleus ρ2(E0) rβ R4/2 transition type
150Nd 38±25 0.09 2.90 0+1 → 0+2
152Sm 51±5 0.14 3.01 0+2 → 0+1
154Gd 89±17 0.2 3.01 0+2 → 0+1
156Gd 42±20 0.33 3.24 0+2 → 0+1
158Gd 35±12 0.41 3.29 0+3 → 0+1
166Er 2.2±0.8 0.39 3.29 0+2 → 0+1
170Yb 24±5 0.42 3.29 0+3 → 0+1
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