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## Chapter 1

## Outline

The Two-Dimensional Bin Packing Problem (2BP) is the problem of packing, without overlapping, a given set of small rectangles, called items, into the minimum number of identical large rectangles, called bins, with the edges of the items parallel to those of the bins.
The great interest of 2BP is mainly due to the large number of real-world applications in which it arises: from industry to computer system and networking, and depending on these applications, 2BP can be found in the literature with the addition of different practical requirements (orientation, levels, guillotine cuts...) which originate many interesting variants.
In particular in this thesis, according to the three-field notation proposed in Lodi, Martello, Vigo [53], we will denote by $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ the Two-Dimensional Bin Packing Problem with Guillotine Restriction, i.e. where it is imposed that items are obtained through a sequence of edge-to-edge cuts parallel to the edges of the bin and cannot be rotated. Similarly, the problem in which guillotine constraint is not imposed and items are oriented, no rotation allowed, will be denoted as $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$.

In Chapter 2 we present recent advances obtained for the two-dimensional bin packing problem. In Chapter 3 a mathematical characterization of non-guillotine patterns is provided and the relation between the $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ solution value and the $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ is being studied from a worst-case perspective.
Finally in Chapter 4 we present a new heuristic algorithm, for the $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$, based on partial enumeration, and computationally evaluate its performance on a large set of instances from the literature.

## Chapter 2

## The Two-Dimensional Bin Packing Problem

### 2.1. Introduction

In the two-dimensional bin packing problem (2BP) we are given a set of $n$ rectangular items $j \in J=\{1, \ldots, n\}$, each having width $w_{j}$ and height $h_{j}$, and an unlimited number of finite identical rectangular objects called bins, having width $W$ and height $H$. The problem is to allocate all the items, without overlapping, to the minimum number of bins. It is the two-dimensional extension of the classic one-dimensional bin packing problem (1BP), and is one of the most studied problem in the so called Cutting $\mathcal{E}^{3}$ Packing category.

In this chapter we survey recent advances obtained for the two-dimensional bin packing problem. We start by reviewing main rectangular packing problems and their applications in Sections 2.3, 2.4, then we will present the classical mathematical models in Section 2.5 which have relevant implications on the topic of the present chapter, and discuss more recent results. We will proceed with the definition of the asymptotic and the absolute worst-case performance ratios in Section 2.6 and upper bounds in Section 2.7, including metaheuristics and approximation algorithms. Finally the last two sections are dedicated to lower bounds in Section 2.8 and exact algorithms in Section 2.9 .

The structure of this chapter is based on: Lodi, Martello and Vigo [55] and Lodi, Martello and Monaci [50].

### 2.2. Cutting and Packing

Cutting and packing problems consist of placing a given set of (small) items into one or more (larger) objects without overlap in order to maximize or minimize a given objective function. These are combinatorial optimization problems with many important industrial applications, especially in cutting (e.g., wood, glass, steel, leather and paper industries) and packing (e.g., transportation, telecommunication and warehousing). Cutting and packing problems can be classified using different criteria:

- Dimension: most problems are defined over one, two or three dimensions. In this chapter we mainly consider two-dimensional problems.
- Shape: it refers to items and objects shape. When the shapes of items to be packed are polygons or arbitrary shapes the problem is called irregular packing. We instead focus on rectangle packing where both items and objects are rectangles.


### 2.3. Rectangle Packing Problem

In the two-dimensional rectangle packing problem we are given a set of $n$ rectangular items $j \in J=\{1, \ldots, n\}$, each having width $w_{j}$ and height $h_{j}$, and one or many rectangular objects. We are required to place the items orthogonally without any overlap (an edge of the item is parallel to an edge of the object) so as to minimize (or maximize) a given objective function. The rectangle packing problem can be characterized by two important constraints:

- Orientation: each items has a given fixed orientation, i.e. rotation by $90^{\circ}$ is not allowed. This is the case of newspaper paging or when the items are decorated or corrugated.
- Guillotine cut: items must be obtained through a sequence of edge-to-edge cuts parallel to the edge of the large rectangular object. Guillotine cut is usually imposed by technical limitations of the automated cutting machines or the material.

We introduce six types of rectangular packing problems that have been actively studied. For simplicity, we define the problem assuming that each item has a fixed orientation and the guillotine cut constraint is not imposed unless otherwise stated.

The first two problems are characterized by one large rectangular object, which may grow in one or two dimensions, where all the items are to placed disjointly.

Strip packing problem (2SP): we are given a set of $n$ rectangular items $j \in J=$ $\{1, \ldots, n\}$, each having width $w_{j}$ and height $h_{j}$, and one large object called strip whose width $W$ is fixed and height $H$ is variable. The object is to minimize the height $H$ of the strip such that all the items can be packed into the strip.

Area minimization problem (2AP): we are given a set of $n$ rectangular items $j \in J=\{1, \ldots, n\}$, each having width $w_{j}$ and height $h_{j}$, and one large rectangular object, where both its width $W$ and height $H$ are variables. The object is to minimize the area $W H$ of the object such that all the items can be packed into the object.

The next two problems have one or many fixed size objects.
Two-dimensional bin packing problem (2BP): we are given a set of $n$ rectangular items $j \in J=\{1, \ldots, n\}$, each having width $w_{j}$ and height $h_{j}$, and an unlimited number of finite identical rectangular objects called bins, having width $W$ and height $H$. The problem is to allocate all the items to the minimum number of bins.
The special case where $w_{j}=W(j=1, \ldots, n)$ is the famous one-dimensional bin packing problem (1BP): partition $n$ elements, each having an associated size $h_{j}$, into the minimum number of subsets so that the sum of the sizes in each subset does not exceed a given capacity $H$. Since 1BP is known to be strongly NP-hard, the same holds for 2BP.

The requirements of orientation and guillotine cut, already mentioned, generate the following class (see Lodi, Martello, Vigo [53]) of 2BP problems:
$\mathbf{2 B P}|\mathrm{O}| \mathrm{G}$ : the items are oriented (O), and guillotine cut $(\mathrm{G})$ is required;
$\mathbf{2 B P}|\mathbf{R}| \mathbf{G}$ : the items may be rotated by $90^{\circ}(\mathrm{R})$ and guillotine cut is required;
$\mathbf{2 B P}|\mathbf{O}| \mathbf{F}$ : the items are oriented and cutting is free (F);
$2 \mathbf{B P}|\mathbf{R}| \mathbf{F}$ : the items may be rotated by $90^{\circ}$ and cutting is free.
Two-dimensional knapsack problem (2KP): we are given a set of $n$ rectangular items $j \in J=\{1, \ldots, n\}$, each having width $w_{j}$, height $h_{j}$, and profit $p_{j}$ and a rectangular knapscak with width $W$ and height $H$. The objective is to find a subset $J^{\prime} \subseteq J$ of items with the maximum total value $\sum_{j \in J^{\prime}} p_{j}$ such that all the items $j \in J^{\prime}$ can be packed into the knapsack.

The last two problems are useful for modeling situations related to industrial applications, such as mass production manufacturing, many small items of an identical shape or relatively few classes of shapes are packed into the objects.

Two-dimensional cutting stock problem (2CP): we are given a set of $n$ rectangular items $j \in J=\{1, \ldots, n\}$, each having width $w_{j}$, height $h_{j}$, and demand $d_{j}$ and an unlimited number of finite identical rectangular objects called bins, having width
$W$ and height $H$. The problem is to allocate all the items to the minimum number of bins (i.e., for each $j$, we place $d_{j}$ copies of item $j$ into the bins).

Pallet loading problem (2PLP): we are given sufficiently large number of items with identical size $(w, h)$, and one large rectangular object with size $(W, H)$. The objective is to place the maximum number of items into the object, where each item can be rotated by $90^{\circ}$.
The complexity of the PLP is open, i.e. this problem isn't known to be in class NP, because of the compact input description, whereas the other problems we defined are known to be NP-hard.

Without loss of generality, we will assume that all input data are positive integers, and that $w_{j} \leq W$ and $h_{j} \leq H(j=1, \ldots, n)$.

### 2.4. Applications

Classical bin packing has a large number of applications [35], from industry (cutting material such us cables, lumber or paper) to computer systems (memory allocation in paged computer systems) and networking (packet routing in communication networks). Effectively, bin packing appears as a sub-problem in various other settings. Most importantly, in manufacturing settings rectangular pieces need to be cut out of some sheet of raw material, while minimizing the waste. Obviously, cutting problems and packing problems correspond to each other. Restrictions to orthogonal packing and packing with restricted or even without rotations make sense in this setting as well if we cut items out of patterned fabric and have to retain the alignment of the pattern. These cutting stock problems occur as bin packing and strip packing problems. Scheduling independent tasks on a group of processors, each requiring a certain number of contiguous processors or memory allocation during a certain length of time, can also be modeled as a strip packing problem [47]. In this application the width of the strip represents the total number of processors or memory available, and the height represents the maximal completion time. Thinking of (semi-)manually operated machines instead of processors we might have periodic breaks, as they would occur when working in shifts, making this a two-dimensional bin packing problem. Further applications can also be found in VLSI-design (minimum rectangle placement problem [63]) and in the advertisement placement problem [29]. In this problem, we have to place all given rectangular ads on a minimal number of pages or web-pages.

### 2.5. Models

### 2.5.1 One-dimensional bin packing problem

The 1BP can be described as follows. Given $n$ items each having an associated size $h_{j}$ and $n$ bins, with capacity $H$, a possible mathematical formulation of the problem is

$$
\begin{array}{lll}
\text { (1BP) } \quad \text { min } & \sum_{i=1}^{n} y_{i} & \\
\text { subject to } & \sum_{j=1}^{n} h_{j} x_{i j} \leq H y_{i} & (i=1, \ldots, n) \\
& \sum_{i=1}^{n} x_{i j}=1 & (j=1, \ldots, n) \\
& y_{i} \in\{0,1\} & (i=1, \ldots, n) \\
& x_{i j} \in\{0,1\} & (i=1, \ldots, n)(j=1, \ldots, n) \tag{2.5}
\end{array}
$$

where

$$
\begin{gather*}
y_{i}= \begin{cases}1 & \text { if bin } i \text { is used } \\
0 & \text { otherwise }\end{cases}  \tag{2.6}\\
x_{i j}= \begin{cases}1 & \text { if item } j \text { is assigned to bin } i \\
0 & \text { otherwise }\end{cases} \tag{2.7}
\end{gather*}
$$

We will suppose, as is usual, that $h_{j}$ are positive integers. Hence, without loss of generality, we will also assume that $H$ is a positive integer and $h_{j} \leq H, j=\{1, \ldots, n\}$. If an item violates the last assumption, then the instance is trivially infeasible.

### 2.5.2 Two-dimensional bin packing problem

The first attempt to model two-dimensional packing problems was made by Gilmore and Gomory [32], through an extension of their approach to 1BP (see [30],[31]) . They proposed a column generation approach (see Lübbecke and Desrosiers [58] for a recent survey) based on the enumeration of all subsets of items (patterns) that can be packed into a single bin. Let $A_{j}$ be a binary column vector of $n$ elements $a_{i j}(i=1, \ldots, n)$ taking the value 1 if item $i$ belongs to the $j$-th pattern, and the value 0 otherwise. The set of all feasible patterns is then represented by the matrix $A$, composed by all
possible $A_{j}$ columns $(j=1, \ldots, M)$, and the corresponding mathematical model is

$$
\begin{array}{rlr}
(2 \mathrm{BP}-\mathrm{GG}) \quad \min & \sum_{j=1}^{M} x_{j} & \\
\text { subject to } & \sum_{j=1}^{M} a_{i j} x_{j} \geq 1 & (i=1, \ldots, n) \\
& x_{j} \in\{0,1\} & (j=1, \ldots, M) \tag{2.10}
\end{array}
$$

where $x_{j}$ takes the value 1 if pattern $j$ belongs to the solution, and the value 0 otherwise. Observe that (2.8)-(2.10) is a valid model for 1BP as well, the only difference being that the $A_{j}$ 's are all columns satisfying $\sum_{i=1}^{n} a_{i j} h_{i} \leq H$.

Due to the immense number of columns that can appear in $A$, the only way for handling the model is to dynamically generate columns when needed. While for 1BP Gilmore and Gomory $[30,31]$ gave a dynamic programming approach to generate columns by solving, as a slave problem, an associated 0-1 knapsack problem (see Martello and Toth [71]), for 2BP they observed the inherent difficulty of the two-dimensional associated problem. Hence, they switched to the more tractable case where the items have to be packed in rows forming levels (see Section 2.5.3), for which the slave problem was solved through a two-stage dynamic programming algorithm.

Beasley [4] considered a two-dimensional cutting problem in which a profit is associated with each item, and the objective is to pack a maximum profit subset of items into a single bin (two-dimensional knapsack problem). He gave an ILP formulation based on the discrete representation of the geometrical space and the use of coordinates at which items may be allocated, namely

$$
x_{i p q}= \begin{cases}1 & \text { if item } i \text { is placed with its bottom left hand corner at }(p, q)  \tag{2.11}\\ 0 & \text { otherwise }\end{cases}
$$

for $i=1, \ldots, n, p=0, \ldots, W-w_{i}$ and $q=0, \ldots, H-h_{i}$. A similar model, in which $p$ and $q$ coordinates are handled through distinct decision variables, has been introduced by Hadjiconstantinou and Christofides [34]. Both models are used to provide upper bounds through Lagrangian relaxation and subgradient optimization.

A completely different modeling approach has been proposed by Fekete and Schepers [24], through a graph-theoretical characterization of the packing of a set of items into a single bin. Let $G_{w}=\left(V, E_{w}\right)\left(\right.$ resp. $\left.G_{h}=\left(V, E_{h}\right)\right)$ be an interval graph having a vertex $v_{i}$ associated with each item $i$ in the packing and an edge between two vertices $\left(v_{i}, v_{j}\right)$ if and only if the projections of items $i$ and $j$ on the horizontal (resp. vertical) axis overlap (see Figure 2.1). It is proved in [24] that, if the packing is feasible then
(a) for each stable set $S$ of $G_{w}$ (resp. $\left.G_{h}\right), \sum_{v_{i} \in S} w_{i} \leq W$ (resp. $\left.\sum_{v_{i} \in S} h_{i} \leq H\right)$;
(b) $E_{w} \cap E_{h}=\emptyset$.

This characterization easily extends to packings in higher dimensions.


### 2.5.3 ILP models for level packing

ILP models involving a polynomial number of variables and constraints have been obtained by Lodi, Martello and Vigo [56] for the special case where the items have to be packed "by levels".

As will be seen in the next section, most of the approximation algorithms for 2BP and 2SP pack the items in rows forming levels. The first level is the bottom of the bin, and items are packed with their base on it. The next level is determined by the horizontal line drawn on the top of the tallest item packed on the level below, and so on. Note that we do not require that all items in a level have the same height. Let us denote by 2 LBP problem 2BP restricted to this kind of packing.

We assume in the following, without loss of generality, that only normalized packings are considered, i.e., packings such that:
(i) in each level, the leftmost item is the tallest one;
(ii) the items are sorted and re-numbered by non-increasing $h_{j}$ values.

We will say that the leftmost item in a level (resp. the bottom level in a bin) initializes the level (resp. the bin).

Problem 2LBP can be efficiently modeled by assuming that there are $n$ potential levels (the $i$-th one associated with item $i$ initializing it), and $n$ potential bins (the $k$-th one associated with potential level $k$ initializing it). Hence let $y_{i}, i \in J$ (resp. $\left.q_{k}, k \in J\right)$ be a binary variable taking the value 1 if item $i$ initializes level $i$ (resp. level $k$ initializes bin $k$ ), and the value 0 otherwise. The problem can thus be modeled as

$$
\begin{array}{lll}
\min & \sum_{k=1}^{n} q_{k} & (j=1, \ldots, n) \\
\text { subject to } \quad & \sum_{i=1}^{j-1} x_{i j}+y_{j}=1 & (i=1, \ldots, n-1) \\
& \sum_{j=i+1}^{n} w_{j} x_{i j} \leq\left(W-w_{i}\right) y_{i} & (i=1, \ldots, n) \\
& \sum_{k=1}^{i-1} z_{k i}+q_{i}=y_{i} & \\
& \sum_{i=k+1}^{n} h_{i} z_{k i} \leq\left(H-h_{k}\right) q_{k} & (k=1, \ldots, n-1) \\
& y_{i}, x_{i j}, q_{k}, z_{k i} \in\{0,1\} & \forall i, j, k \tag{2.17}
\end{array}
$$

where $x_{i j}, i \in J \backslash\{n\}$ and $j>i$ (resp. $z_{k i}, k \in J \backslash\{n\}$ and $i>k$ ) takes the value 1 if item $j$ is packed in level $i$ (resp. level $i$ is allocated to bin $k$ ), and the value 0 otherwise. Restrictions $j>i$ and $i>k$ easily follow from assumptions (i)-(ii) above. Equations (2.13) and (2.15) impose, respectively, that each item is packed exactly once, and that each used level is allocated to exactly one bin. Equations (2.14) and (2.16) impose, respectively the width constraint to each used level and the height constraint to each used bin.

Computational experiments have shown that the above model is quite useful in practice. Its direct use with a commercial ILP solver produces very good solutions (and, in many cases, the optimal solution) to realistic sized instances within short CPU times. In addition, several variants of the problem can be easily handled by modifying some of the constraints, or by adding linear constraints to the models.

The set covering model (2.8)-(2.10) can be adapted to 2LBP, and to the level version of 2SP (see, e.g., Bettinelli, Ceselli and Righini [6]). In this case, each column corresponds to a set of items which can be inserted into a shelf, and the associated pricing problem turns out to be a simple variant of the knapsack problem.

### 2.6. The asymptotic and the absolute worst-case performance ratios

Due to the difficult of solving packing problems to optimality, heuristic algorithms are of interest to solve these problems. The performance of an algorithm can be measured by the worst-case and the average-case performance as in Simchi-Levi, Chen and Bramel [19]. Worst case analysis shows how poor a heuristic algorithm can be when it builds the worst solution compare to the best possible one. The deviation from the worst-case solution to the optimal solution represents the performance of the heuristic. However, a heuristic that builds a poor worst-case solution may not generate a poor solution in general. Consequently, the average-case analysis, which is the probabilistic analysis, is an alternative method to determinate the performance of the heuristic methods. For example, when the distribution of the size of items is known, there are two ways to determinate the average-case performance. First, the analytical method which is quite often very difficult, second the empirical tests which run on several instances and replications.
For what concern the worst-case ratio we have two types. Several denominations and definitions can be found in literature for the asymptotic and the absolute worst-case ratio. They both measure the gap between the solution value found by an algorithm and the optimum in the worst-case.

Formally, given a minimization problem $\Pi$, an instance $I \in \Pi$ of the problem, and an algorithm $\mathcal{A}$, the value of the solution yielded by the algorithm is $\mathcal{A}(I)$ and the optimum is $O P T(I)$. The asymptotic worst-case performance ratio is the smallest positive $\mathcal{R}^{\infty}$ such that the following relation holds for any instance of the problem:

$$
\begin{equation*}
\mathcal{A}(I) \leq \mathcal{R}^{\infty} \cdot O P T(I)+\mathcal{O}(1), \quad \forall I \in \Pi \tag{2.18}
\end{equation*}
$$

The absolute worst-case performance ratio is the smallest positive $\rho$ such that the following relation holds for any instance of the problem:

$$
\begin{equation*}
\mathcal{A}(I) \leq \rho \cdot O P T(I), \quad \forall I \in \Pi \tag{2.19}
\end{equation*}
$$

### 2.7. Upper Bounds

Heuristics algorithms for the two-dimensional bin packing are divided in off-line and on-line algorithms. In the on-line version the items are given to the on-line algorithm one by one from a list, and the next items is given as soon as the current items is irrevocably placed. While in the off-line version it is assumed that the algorithm has
full knowledge of the whole input.
The most popular on-line algorithms are the next fit, first fit and best fit strategies, which are extended from the algorithms for the one-dimensional packing problem. Since we will present the strategies of the off-line algorithms which are based on next fit, first fit and best fit strategies we don't go through them. For a detailed survey on on-line algorithms refer to Csirik and Woeginger [18].

Most of the off-line heuristic algorithms from the literature are of greedy type, and can be classified in two families:

- one-phase algorithms directly pack the items into the finite bins;
- two-phase algorithms start by packing the items into a single strip of width $W$. In the second phase, the strip solution is used to construct a packing into finite $W \times H$ bins.

In addition, most of the approaches are level algorithms. Before describing one and two-phase algorithms, we need to briefly introduce algorithms for packing the items into a strip.

### 2.7.1 Strip packing

In the two-dimensional strip packing problem one is required to pack all the items into a strip of minimum height. Three classical strategies, based on level packing, have been derived from famous algorithms for the one-dimensional case. In each case, the items are initially sorted by non-increasing height and packed in the corresponding sequence. Let $j$ denote the current item, and $s$ the last created level:

- Next-Fit Decreasing Height (NFDH) strategy: item $j$ is packed left justified on level $s$, if it fits. Otherwise, a new level $(s:=s+1)$ is created, and $j$ is packed left justified into it;
- First-Fit Decreasing Height (FFDH) strategy: item $j$ is packed left justified on the first level where it fits, if any. If no level can accommodate $j$, a new level is initialized as in NFDH;
- Best-Fit Decreasing Height (BFDH) strategy: item $j$ is packed left justified on that level, among those where it fits, for which the unused horizontal space is a minimum. If no level can accommodate $j$, a new level is initialized as in NFDH.

As we will see, the three strategies above are also used as a first step in the two-phase algorithms for two-dimensional bin packing.


Figure 2.2: Three classical strategies for the level packing.

Coffman, Garey, Johnson and Tarjan [17] analyzed NFDH and FFDH and determined their asymptotic worst-case behavior. They proved that, if the heights are normalized so that $\max _{j}\left\{h_{j}\right\}=1$, then

$$
\begin{equation*}
N F D H(I) \leq 2 \cdot O P T(I)+1 \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
F F D H(I) \leq \frac{17}{10} \cdot O P T(I)+1 \tag{2.21}
\end{equation*}
$$

Both bounds are tight (meaning that the multiplicative constants are as small as possible) and, if the $h_{j}$ 's are not normalized, only the additive term is affected. Observe the similarity of (2.20) and (2.21) with famous results on the one-dimensional counterparts of NFDH and FFDH (algorithms Next-Fit and First-Fit, respectively, see Johnson, Demers, Ullman, Garey and Graham [41]).

Any algorithm requiring item sorting is obviously $\Omega(n \log n)$. Both NFDH and FFDH can be implemented so as to require $O(n \log n)$ time, by using the appropriate data structures adopted for the one-dimensional case (see Johnson [40]).

In addition we briefly explain other well-known algorithms for strip packing.

- Split Fit (SF) algorithm [17]: heights and widths of all items to be packed are scaled so that the strip has unit width. The largest integer $m \geq 1$ is then determined for which all items in $J$ have width less than or equal to $1 / m$. The list is divided into two sub-lists $L_{\text {wide }}$ and $L_{\text {narrow }}$, both ordered according to nonincreasing height such that $L_{\text {wide }}$ contains all items whose widths are greater than $1 /(m+1)$ and $L_{\text {narrow }}$ contains all items whose widths are at most $1 /(m+1)$. The items in the list $L_{\text {wide }}$ are packed using the FFDH algorithm and all the items placed on a particular level are referred to collectively as a block. The blocks of this packing are then rearranged such that blocks of total width greater than
$(\mathrm{m}+1) /(\mathrm{m}+2)$ are at the bottom of the packing, followed by blocks of total width at most $(\mathrm{m}+1) /(\mathrm{m}+2)$. This process of shifting the blocks creates a rectangular region $R$ of width $1 /(m+2)$ to the right of the latter blocks. The items in $L_{\text {narrow }}$ are then packed, again using the FFDH algorithm, with the packing starting in the region $R$. If an item does not fit into $R$, then the packing continues above the packing of $L_{\text {wide }}$. It is proved that $S F(I) \leq(3 / 2) \cdot O P T(I)+2$; the asymptotic bound of $3 / 2$ is tight.
- Reverse-fit (RF) algorithm [67]: it normalizes the width of the strip and the items so that the strip is of unit width. RF first stacks all items of width greater than $1 / 2$. Remaining items are sorted in non-increasing height and are packed above the height $H_{0}$ reached by those greater than $1 / 2$. Then RF repeats the following process. It packs items from left to right with their bottom along the line of height $H_{0}$ until there is no more space. Then packs items from right to left and from top to bottom (called reverse-level) until the total width is at least $1 / 2$. Then the reverse-level is dropped down until, at least, one of them touches some item below. The drop down is repeated. It is proved that $R F(I) \leq 2 \cdot O P T(I)$.
- Steinberg's algorithm [70]: it estimates an upper bound of the height $H$ required to pack all the items such that it is proved that the input items can be packed into a rectangle of width $W$ and height $H$. It then defines seven procedures with seven conditions, each to divide a problem into two smaller ones and solves them recursively. It has been showed that any tractable problem satisfies one of the seven conditions. It is proved that Steinberg's algorithm $(I) \leq 2 \cdot O P T(I)$
- Sleator's algorithm [68]: it normalizes the width of the strip and the items so that the strip is of unit width. it consists of four steps: (1) all items of width greater than $1 / 2$ are packed on top of one another in the bottom of the strip. Suppose $h_{0}$ is the height of the resulting packing all subsequent packing will occur above $h_{0}$. (2) Remaining items are ordered by non-increasing height. A level of items are packed (in non-increasing height order) from left to right along the line of height $h_{0}$. (3) A vertical line is then drawn in the middle to cut the strip into two equal halves (note this line may cut an item that is packed partially in the right half). Two horizontal line segments are drawn of length one half, one across the left half (called the left baseline) and one across the right half (called the right baseline) as low as possible such that the two lines do not cross any item. (4) The left or right baseline which is of a lower height is choosen and a level of items into the corresponding half of the strip is packed until the next item is too wide. A new baseline is formed and Step (4) is repeated on the lower baseline until all items are packed. It is proved that Sleator's algorithm has an asymptotic tight bound equal to $5 / 2$.
- Bottom-Left (BL) algorithm: it sorts the items by non-increasing width, and packs the the current item in the lowest possible position, left justified.

Baker, Coffman and Rivest [1] analyzed the worst-case performance of the BL algorithm and proved that: (i) if no item ordering is used, BL may be arbitrarily bad; (ii) if the items are ordered by non-increasing width then $B L(I) \leq 3$. $O P T(I)$, and the bound is tight.

### 2.7.2 Bin packing: Two-phase heuristics

A two-phase algorithm for the finite bin packing problem, called Hybrid First-Fit (HFF), was proposed by Chung, Garey and Johnson [16]. In the first phase, a strip packing is obtained through the FFDH strategy. Let $H_{1}, H_{2}, \ldots$ be the heights of the resulting levels, and observe that $H_{1} \geq H_{2} \geq \ldots$. A finite bin packing solution is then obtained by heuristically solving a one-dimensional bin packing problem (with item sizes $H_{i}$ and bin capacity $H$ ) through the First-Fit Decreasing algorithm: initialize bin 1 to pack level 1 , and, for increasing $i=2, \ldots$, pack the current level $i$ into the lowest indexed bin where it fits, if any; if no bin can accommodate $i$, initialize a new bin. An example is shown in Figure 2.3. Chung, Garey and Johnson [16] proved that, if the heights are normalized to one, then

$$
\begin{equation*}
H F F(I) \leq \frac{17}{8} \cdot O P T(I)+5 \tag{2.22}
\end{equation*}
$$

The bound is not proved to be tight: the worst example gives $H F F(I)=\frac{91}{45} \cdot(O P T(I)-$ 1). Both phases can be implemented so as to require $O(n \log n)$ time.

(A) HFF: phase 1

(B) HFF: phase 2 bin no. 1

(c) HFF: phase 2 bin no. 2

Figure 2.3: Algorithm HFF.
Berkey and Wang [5] proposed and experimentally evaluated a two-phase algorithm, called Finite Best-Strip (FBS), which is a variation of HFF. The first phase is performed by using the BFDH strategy. In the second phase, the one-dimensional bin packing problem is solved through the Best-Fit Decreasing algorithm: pack the current level
in that bin, among those where it fits (if any), for which the unused vertical space is a minimum, or by initializing a new bin. An example is shown in Figure 2.4. (For the sake of uniformity, Hybrid Best-Fit would be a more appropriate name for this algorithm.)


Figure 2.4: Algorithm FBS.

Let us consider now another variation of HFF, in which the NFDH strategy is adopted in the first phase, and the one-dimensional bin packing problem is solved through the Next-Fit Decreasing algorithm: pack the current level in the current bin if it fits, or initialize a new (current) bin otherwise. Due to the next-fit policy, this algorithm is equivalent to a one-phase algorithm in which the current item is packed on the current level of the current bin, if possible; otherwise, a new (current) level is initialized either in the current bin (if enough vertical space is available), or in a new (current) bin. Frenk and Galambos [28] analyzed the resulting algorithm, Hybrid Next-Fit (HNF), by characterizing its asymptotic worst-case performance as a function of $\max _{j}\left\{w_{j}\right\}$ and $\max _{j}\left\{h_{j}\right\}$. By assuming that the heights and widths are normalized to one, the worst performance occurs for $\max _{j}\left\{w_{j}\right\}>\frac{1}{2}$ and $\max _{j}\left\{h_{j}\right\} \geq \frac{1}{2}$, and gives:

$$
\begin{equation*}
H N F(I) \leq 3.382 \cdots O P T(I)+9 \tag{2.23}
\end{equation*}
$$

where $3.382 \ldots$ is an approximation for a tight but irrational bound. The three algorithms above can be implemented so as to require $O(n \log n)$ time.

The next two algorithms have higher worst-case time complexities, although they are, in practice, very fast and effective.

Lodi, Martello and Vigo [54, 53] presented an approach (Floor-Ceiling, FC) which extends the way items are packed on the levels. Denote the horizontal line defined by the top (resp. bottom) edge of the tallest item packed on a level as the ceiling


Figure 2.5: Algorithm FC.
(resp. floor) of the level. The previous algorithms pack the items, from left to right, with their bottom edge on the level floor. Algorithm FC may, in addition, pack them, from right to left, with their top edge on the level ceiling. The first item packed on a ceiling can only be one which cannot be packed on the floor below. A possible floorceiling packing is shown in Figure 2.5. In the first phase, the current item is packed, in order of preference: (i) on a ceiling (provided that the requirement above is satisfied), according to a best-fit strategy; (ii) on a floor, according to a best-fit strategy; (iii) on the floor of a new level. In the second phase, the levels are packed into finite bins, either through the Best-Fit Decreasing algorithm or by using an exact algorithm for the one-dimensional bin packing problem, halted after a prefixed number of iterations. The implementation of the first phase given in [54] requires $O\left(n^{3}\right)$ time, while the complexity of the second one obviously depends on the selected algorithm.

Another level packing strategy based on the exact solution of induced subproblems is adopted in the Knapsack Packing (KP) algorithm proposed by Lodi, Martello and Vigo [53]. The first phase of the algorithm packs one level at a time as follows. The first (tallest) unpacked item, say $j^{*}$, initializes the level, which is then completed by solving an associated knapsack problem instance over all the unpacked items, where: (i) the knapsack capacity is $W-w_{j^{*}}$; (ii) the weight of an item $j$ is $w_{j}$; (iii) the profit of an item $j$ is its area $w_{j} h_{j}$. Finite bins are finally obtained as in algorithm FC. Algorithm KP (as well as algorithm FC above) may require the solution of NP-hard subproblems, producing a non-polynomial time complexity. In practice, however, the execution of the codes for the NP-hard problems is always halted after a prefixed (small) number of iterations, and in almost all cases, the optimal solution is obtained before the limit is reached (see the computational experiments in [53]).

### 2.7.3 Bin packing: One-phase level heuristics

Two one-phase algorithms were presented and experimentally evaluated by Berkey and Wang [5].

Algorithm Finite Next-Fit (FNF) directly packs the items into finite bins exactly in the way algorithm HNF of the previous section does. (Papers [5] and [28] appeared in the same year.) An example is shown in Figure 2.6.


Figure 2.6: Algorithm FNF.

Algorithm Finite First-Fit (FFF) adopts instead the FFDH strategy. The current item is packed on the lowest level of the first bin where it fits; if no level can accommodate it, a new level is created either in the first suitable bin, or by initializing a new bin (if no bin has enough vertical space available). An example is shown in Figure 2.7.


Figure 2.7: Algorithm FFF.

Both algorithms can be implemented so as to require $O(n \log n)$ time.

### 2.7.4 Bin packing: One-phase non-level heuristics

We finally consider algorithms which do not pack the items by levels. All the algorithms discussed in the following are one-phase.

The main non-level strategy is known as Bottom-Left (BL), and consists in packing the current item in the lowest possible position, left justified.

Berkey and Wang [5] proposed the BL approach for the finite bin case. Their Finite Bottom-Left (FBL) algorithm initially sorts the items by non-increasing width. The current item is then packed in the lowest position of any initialized bin, left justified; if no bin can allocate it, a new one is initialized. An example is shown in Figure 2.8.

The computer implementation of algorithm BL was studied by Chazelle [14], who gave a method for producing a packing in $O\left(n^{2}\right)$ time. The same approach was adopted by Berkey and Wang [5].


Figure 2.8: Algorithm FBL.
Berkey and Wang [5] also proposed the Next Bottom-left (NBL) algorithm which is similar to FBL but, in this case, the generation of a new bin for packing mean that all the free spaces from the previous bin are discarded. Thus only one bin is active at a time. An example is shown in Figure 2.9.

(A) NBL: bin no. 1

(B) NBL: bin no. 2

Figure 2.9: Algorithm NBL.
Lodi, Martello and Vigo [53] proposed a different non-level approach, called Alternate Directions (AD). The method is illustrated in Figure 2.10. The algorithm initializes $L$ bins ( $L$ being a lower bound on the optimal solution value, see Section 2.8) by packing on their bottoms a subset of the items, following a best-fit decreasing policy (items 1 , 2, 3, 7 and 9 in Figure 2.10, where it is assumed that $L=2$ ). The remaining items are packed, one bin at a time, into bands, alternatively from left to right and from right to left. As soon as no item can be packed in either direction in the current bin, the next initialized bin or a new empty bin (the third one in Figure 2.10, when item 11 is considered) becomes the current one. The algorithm has $O\left(n^{3}\right)$ time complexity.

### 2.7.5 Metaheuristics

Heuristic approaches are particularly useful for problems with a high complexity, for which deterministic methods like the branch and bound approach are often unable to


Figure 2.10: Algorithm AD.
find the solution within a reasonable amount of time. Although heuristics are fast in generating a solution packing plan, the quality of the solution is highly dependent on the input sequence of items.

Meta-heuristic approaches are frequently used for the approximate solution of hard combinatorial optimization problems. Meta-heuristics such as evolutionary algorithms (genetic algorithms are the most popular type), simulated annealing and tabu search which are probabilistic in nature have also been applied to solve bin packing problems. Before presenting specific algorithms we briefly recall the main meta-heuristic techniques.

## Genetic algorithm (GA)

One of the optimization and global search methods is based on Darwin's theory of evolution and simulated natural selection (see Goldberg [33]). GA was developed further by Holland in the 1970s. It is applied effectively to solve various combinatorial optimization problems and worked with probabilistic rules (see Holland [38]).
GA searches new and better solutions to a problem by improving current population. This is obtained by extracting the most desirable characteristics from a generation and combining them to form the next generation. The population comprises a set of chromosomes. Each chromosome in the population is a possible solution and the quality of each possible solution is measured by fitness function.
First, GA generates initial population and then calculates the fitness value with fitness function for each chromosome of the population. Fitness function is specifically generated for each problem. Then optimization criterion is checked. If optimization criteria are met, this solution can be considered as the best solution. Otherwise, new population is regenerated using GA operators (selection, crossover, and mutation).

- Selection: it selects a proportion of the existing population to breed a new generation. Individual chromosomes are selected through a fitness-based process, where fitter chromosomes (as measured by the fitness function) are typically more likely to be selected.
- Crossover: it exchanges information between chromosomes and creates new solutions.
- Mutation: it is used to prevent reproduction of similar type chromosomes in population.

The process is to continue through number of generations until convergence on optimal or near-optimal solutions.

## Simulated Annealing (SA)

SA firstly developed by Kirkpatrick (see [44]) is based on the analogy between the process of finding a possible best solution of a combinatorial optimization problem and the annealing process of a solid to its minimum energy state in statistical physics. The searching process starts with one initial random solution. A neighborhood of this solution is generated using any neighborhood move rule and then the cost between neighborhood solution and current solution can be found with 2.24 .

$$
\begin{equation*}
\Delta C=C_{i}-C_{i-1} \tag{2.24}
\end{equation*}
$$

where $\Delta C$ represents change amount between costs of the two solutions. $C_{i}$ and $C_{i-1}$ represents neighborhood solution and current solution, respectively. If the cost decreases, the current solution is replaced by the generated neighborhood solution. Otherwise the current solution is replaced by the generated neighborhood solution by a specific possibility calculated in 2.25 or a new neighborhood solution is regenerated and steps are repeated until this step. After new solution is accepted, inner loop is checked. If the inner loop criterion is met, the value of temperature is decreased using by predefined a cooling schedule. Otherwise a new neighborhood solution is regenerated and steps are repeated until this step. The searching is repeated until the termination criteria are met or no further improvement can be found in the neighborhood of the current solution. The termination criterion (outer loop) is predetermined.

$$
\begin{equation*}
e^{-\Delta C / T}>R \tag{2.25}
\end{equation*}
$$

where $T$ temperature is a positive control parameter. $R$ is a uniform random number between 0 and 1 .

## Tabu Search (TS)

Tabu search uses a local or neighborhood search procedure to iteratively move from one potential solution $x$ to an improved solution $x^{\prime}$ in the neighborhood of $x$, until some stopping criterion has been satisfied. Local search procedures often become stuck in poor-scoring areas or areas where scores plateau. In order to avoid these pitfalls and explore regions of the search space that would be left unexplored by other local search
procedures, tabu search carefully explores the neighborhood of each solution as the search progresses. The solutions admitted to the new neighborhood, $N^{*}(x)$, are determined through the use of memory structures. Using these memory structures, the search progresses by iteratively moving from the current solution $x$ to an improved solution $x^{\prime}$ in $N^{*}(x)$.
These memory structures form what is known as the tabu list, a set of rules and banned solutions used to filter which solutions will be admitted to the neighborhood $N^{*}(x)$ to be explored by the search. In its simplest form, a tabu list is a short-term set of the solutions that have been visited in the recent past.

Lodi, Martello and Vigo [54, 52, 53] developed effective tabu search (TS) algorithms for 2 BP and for variants of the problem involving the possibility of rotating the items by $90^{\circ}$ or the additional constraint that the items may be obtained from the resulting patterns through guillotine cuts. We briefly describe here the unified tabu search framework given in [53], whose main characteristic is the adoption of a search scheme and a neighborhood which are independent of the specific packing problem to be solved. The framework can thus be used for virtually any variant of 2 BP , by simply changing the specific deterministic algorithm used for evaluating the moves within the neighborhood search.
Given a current solution, the moves modify it by changing the packing of a subset $S$ of items, trying to empty a specified target bin selected among those that currently pack a small area and a relatively large number of items. Subset $S$ is defined so as to include one item, $j$, from the target bin and the current contents of $k$ other bins, and the new packing is obtained by executing an appropriate heuristic algorithm on $S$. If the move packs the items of $S$ into $k$ (or less) bins, i.e., item $j$ has been removed from the target bin, a new item is selected, a new set $S$ is defined accordingly, and a new move is performed. Otherwise $S$ is changed by selecting a different set of $k$ bins, or a different item $j$ from the target bin.

The above framework above was suitably combined with a genetic algorithm by Iori, Martello and Monaci [39] so as to get a hybrid algorithm for 2SP that can be easily adapted to other packing problems in two and more dimensions.

A different metaheuristic for 2BP has been proposed by Færø, Pisinger and Zachariasen [22]. Their guided local search algorithm starts from a feasible solution, and randomly removes some bins by assigning the corresponding items to the other bins. The new solution is generally infeasible, leading to an optimization problem in which one is required to minimize an objective function that measures the pairwise overlapping area. The associated neighborhood is explored through object shifts, until a feasible solution is found.

Boschetti and Mingozzi [7, 8] proposed new lower bounds and an effective randomized multi-start heuristic for 2 BP which:
(i) assigns a score to each item;
(ii) packs the items, one at a time, according to decreasing values of the corresponding scores;
(iii) updates the scores by using a specified criterion, and
(iv) iterates on (ii) and (iii) until an optimal solution is found or a maximum number of iterations has been performed.

The execution of the algorithm is repeated for a given set of different criteria used for the updating of the object scores.

Monaci and Toth [62] proposed a 2-phase heuristic algorithm based on formulation (2.8)-(2.10). In the first phase (column generation), a large set of different feasible patterns is produced by using heuristic algorithms from the literature, while in the second phase (column optimization) a subset of patterns is selected by heuristically solving the associated set covering instance.

Sokea and Bingul [69] propesed hybrid genetic algorithm and simulated annealing for two-dimensional non-guillotine rectangular packing problems. In their paper, GA and SA were used separately to obtain permutation for placing the small pieces. Improved BL algorithm was employed to place rectangular pieces. The solution approach in their study can be summarized below:

- GA and SA were used to find permutations with small trim loss.
- An improved BL algorithm was used to place rectangular pieces corresponding to a particular permutation.

These solution approaches, where GA and SA are combined with improved BL algorithm, are known as hybrid GA and hybrid SA.

The current literature on the bin packing problem mostly focuses on the minimization of wasted space. However in most bin packing problems, both minimization of wasted space and balance of the bins needs to be achieved. Liu, Tan, Huang, Goh, Ho [48] formulated a multiobjective two-dimensional bin packing model (MOBPP-2D), with minimum wasted space and balancing of load as two objectives.

### 2.7.6 Approximation algorithms

The long standing question on the approximability of 2 BP and 2 SP found an answer in recent years. A fully polynomial-time approximation scheme for 2SP was developed by Kenyon and Rémila [43], which easily produces a $2+\varepsilon$ guarantee for 2 BP .

Caprara, Lodi and Monaci [10] gave an Asymptotic Fully Polynomial Time Approximation Scheme (AFPTAS) for 2BP with level restriction. Later, Caprara [9] proposed an algorithm for the general 2 BP with $T_{\infty}+\varepsilon$ asymptotic worst-case guarantee, where $T_{\infty}=1.691 \ldots$ is the well-known guarantee of the harmonic algorithm for 1BP (see Lee and Lee [46]). This result was further improved by Bansal, Caprara and Sviridenko [2], who presented a general framework to improve previous approximation algorithms and obtained asymptotic approximation guarantees arbitrarily close to $1.525 \ldots$ for packing with or without rotations. This is currently the best known asymptotic result. Finally, concerning inapproximability, Bansal and Sviridenko [3] proved that no APTAS may exist for 2BP (see also Bansal, Correa, Kenyon and Sviridenko [63]).

All previous results concern asymptotic approximability, i.e., the approximation ratio gets only close to the stated values for instances involving a very large number of items. As to the absolute approximation ratio, we mention the paper by Zhang [74], in which a 3 -approximation algorithm for 2BP is given. A 2 -approximation algorithm was obtained by van Stee [72] for the special case where items and bins are squares, and by Harren and van Stee [37] for the case in which rotation by $90^{\circ}$ is allowed. Finally, Harren and van Stee [36] improved their previous results by deriving an approximation algorithm for 2BP having an absolute approximation ratio equal to 2 . This is the best possible polynomial time approximation for this problem, unless $\mathcal{P}=\mathcal{N} \mathcal{P}$

### 2.8. Lower Bounds

Good lower bounds on the optimal solution value are important both in the implementation of exact enumerative approaches and in the empirical evaluation of approximate solutions. The simplest bound for 2BP is the Area Bound

$$
L_{0}=\left\lceil\frac{\sum_{j=1}^{n} w_{j} h_{j}}{W H}\right\rceil
$$

computable in linear time. Martello and Vigo [61] determined the absolute worst-case behavior of $L_{0}$ :

$$
L_{0}(I) \geq \frac{1}{4} \cdot O P T(I)
$$

where $L_{0}(I)$ and $O P T(I)$ denote the value produced by $L_{0}$ and the optimal solution value, respectively, for an instance $I$ of problem $P$. The bound is tight, as shown by the example in Figure 2.11. The result holds even if rotation of the items (by any angle) is allowed.

A better lower bound can be obtained, in non-polynomial time, by solving the one dimensional bin packing instance defined by element sizes $w_{j} h_{j}(j=1, \ldots, n)$ and capacity $W H$. Caprara and Monaci [11] showed that the optimal solution of such 1BP


Figure 2.11: Worst-case of the area bound.
instance yields a valid lower bound for 2 BP , say $L_{1}$ such that $L_{1}(I) \geq \frac{1}{3} \cdot O P T(I)$ for each instance $I$ of 2 BP .

In many cases, the approximation provided by both bounds can be weak, or the required computing time can be too large for an effective use within an exact algorithm. A tighter bound was proposed by Martello and Vigo [61]. Given any integer value $q$, $1 \leq q \leq \frac{1}{2} W$, let

$$
\begin{align*}
K_{1} & =\left\{j \in J: w_{j}>W-q\right\}  \tag{2.26}\\
K_{2} & =\left\{j \in J: W-q \geq w_{j}>\frac{1}{2} W\right\}  \tag{2.27}\\
K_{3} & =\left\{j \in J: \frac{1}{2} W \geq w_{j} \geq q\right\} \tag{2.28}
\end{align*}
$$

and observe that no two items of $K_{1} \cup K_{2}$ may be packed side by side into a bin. Hence, a lower bound $L_{1}^{W}$ for the sub-instance given by the items in $K_{1} \cup K_{2}$ can be obtained by using any lower bound for the 1BP instance defined by element sizes $h_{j}$ $\left(j \in K_{1} \cup K_{2}\right)$ and capacity $H$ (see Martello and Toth [71], Dell'Amico and Martello [20]). A lower bound for the complete instance is then obtained by taking into account the items in $K_{3}$, since none of them may be packed besides an item of $K_{1}$ :

$$
\begin{equation*}
L_{2}^{W}(q)=L_{1}^{W}+\max \left\{0,\left\lceil\frac{\sum_{j \in K_{2} \cup K_{3}} w_{j} h_{j}-\left(H L_{1}^{W}-\sum_{j \in K_{1}} h_{j}\right) W}{W H}\right\rceil\right\} \tag{2.29}
\end{equation*}
$$

A symmetric bound $L_{2}^{H}(q)$ is clearly obtained by interchanging widths and heights. By observing that both bounds are valid for any $q$, we have an overall lower bound:

$$
\begin{equation*}
L_{2}=\max \left(\max _{1 \leq q \leq \frac{1}{2} W}\left\{L_{2}^{W}(q)\right\}, \max _{1 \leq q \leq \frac{1}{2} H}\left\{L_{2}^{H}(q)\right\}\right) \tag{2.30}
\end{equation*}
$$

It is shown in [61] that, for any instance of 2 BP , the value produced by $L_{2}$ is no less than that produced by $L_{0}$, and that $L_{2}$ can be computed in $O\left(n^{2}\right)$ time.

Martello and Vigo [61] also proposed a computationally more expensive lower bound, which in some cases improves on $L_{2}$. Given any pair of integers $(p, q)$, with $1 \leq p \leq \frac{1}{2} H$ and $1 \leq q \leq \frac{1}{2} W$, define:

$$
\begin{align*}
& I_{1}=\left\{j \in J: h_{j}>H-p \text { and } w_{j}>W-q\right\}  \tag{2.31}\\
& I_{2}=\left\{j \in J \backslash I_{1}: h_{j}>\frac{1}{2} H \text { and } w_{j}>\frac{1}{2} W\right\}  \tag{2.32}\\
& I_{3}=\left\{j \in J: \frac{1}{2} H \geq h_{j} \geq p \text { and } \frac{1}{2} W \geq w_{j} \geq q\right\} \tag{2.33}
\end{align*}
$$

(see Figure 2.12 (a)), and observe that: (i) $I_{1} \cup I_{2}$ is independent of $(p, q)$; (ii) no two items of $I_{1} \cup I_{2}$ may be packed into the same bin; (iii) no item of $I_{3}$ fits into a bin containing an item of $I_{1}$. A valid lower bound can thus be computed by adding to $\left|I_{1} \cup I_{2}\right|$ the minimum number of bins needed for those items of $I_{3}$ that cannot be packed into the bins used for the items of $I_{2}$. Such a bound can be determined by considering a relaxed instance where each item $i \in I_{3}$ has the minimum size, i.e., $h_{i}=p$ and $w_{i}=q$. Given a bin containing an item $j$, the maximum number of $p \times q$ items that can be packed into the bin is (see Figure 2.12 (b)):

$$
\begin{equation*}
m(j, p, q)=\left\lfloor\frac{H}{p}\right\rfloor\left\lfloor\frac{W-w_{j}}{q}\right\rfloor+\left\lfloor\frac{W}{q}\right\rfloor\left\lfloor\frac{H-h_{j}}{p}\right\rfloor-\left\lfloor\frac{H-h_{j}}{p}\right\rfloor\left\lfloor\frac{W-w_{j}}{q}\right\rfloor \tag{2.34}
\end{equation*}
$$


(b)

Figure 2.12: (a) items in $I_{1}, I_{2}$ and $I_{3}$; (b) relaxed instance with reduced items.

Hence, for any pair ( $p, q$ ) a valid lower bound is

$$
\begin{equation*}
L_{3}(p, q)=\left|I_{1} \cup I_{2}\right|+\max \left\{0,\left\lceil\frac{\left|I_{3}\right|-\sum_{j \in I_{2}} m(j, p, q)}{\left\lfloor\frac{H}{p}\right\rfloor\left\lfloor\frac{W}{q}\right\rfloor}\right\rceil\right\} \tag{2.35}
\end{equation*}
$$

so an overall bound is

$$
\begin{equation*}
L_{3}=\max _{1 \leq p \leq \frac{1}{2} H, \quad 1 \leq q \leq \frac{1}{2} W}\left\{L_{3}(p, q)\right\} \tag{2.36}
\end{equation*}
$$

Lower bound $L_{3}$ can be computed in $O\left(n^{3}\right)$ time. No dominance relation exists between $L_{2}$ and $L_{3}$.

The bounds above were further improved by Boschetti and Mingozzi [7, 8], who also proposed some lower bounds for the 2BP variant in which items can be rotated by $90^{\circ}$.

Fekete and Schepers [23, 25] proposed a general bounding technique for bin and strip packing problems in one or more dimensions, based on dual feasible functions. A function $u:[0,1] \rightarrow[0,1]$ is called dual feasible (see Lueker [59]) if for any finite set $S$ of nonnegative real numbers, we have the relation

$$
\begin{equation*}
\sum_{x \in S} x \leq 1 \Rightarrow \sum_{x \in S} u(x) \leq 1 \tag{2.37}
\end{equation*}
$$

Consider any 1BP instance, and normalize it by setting $h_{j}=h_{j} / H(j=1, \ldots, n)$ and $H=1$. For any dual feasible function $u$, any lower bound for the transformed instance having item sizes $u\left(h_{1}\right), \ldots, u\left(h_{n}\right)$ is then a valid lower bound for the original instance. In [23] Fekete and Schepers introduced a class of dual feasible functions for 1BP, while in [25] they extended the approach to the packing in two or more dimensions. For a $d$-dimensional bin packing problem, a set of $d$ dual feasible functions $\left\{u_{1}, \ldots, u_{d}\right\}$ is called a conservative scale. Thus, given any conservative scale $\mathcal{C}=\left\{u_{1}, u_{2}\right\}$, a valid lower bound for 2 BP is given by

$$
\begin{equation*}
L(\mathcal{C})=\sum_{j=1}^{n} u_{1}\left(w_{j}\right) u_{2}\left(h_{j}\right) \tag{2.38}
\end{equation*}
$$

where the $h_{j}$ and $w_{j}$ values are assumed to be normalized as shown above. Given a set $\mathcal{V}$ of conservative scales, a valid lower bound is

$$
\begin{equation*}
L^{b}=\max _{\mathcal{C} \in \mathcal{V}} L(\mathcal{C}) \tag{2.39}
\end{equation*}
$$

The approach by Fekete and Schepers was further investigated by Caprara and Monaci [12]. The basic idea is that any pair of dual feasible functions, associated with item widths and heights, respectively, leads to a valid lower bound for a given 2 BP instance. The problem of determining the pair of dual feasible functions leading to the best
(highest) lower bound was formulated as a disjoint bilinear program. Computational experiments in [12] showed that for most instances of the literature the resulting lower bound value is equal to that obtained by the continuous relaxation of the set covering formulation (2.8)-(2.10), while requiring computing times that are orders of magnitude smaller.

### 2.9. Exact Algorithms

An enumerative approach for the exact solution of 2BP was presented by Martello and Vigo [61]. The items are initially sorted in non-increasing order of their area. A reduction procedure tries to determine the optimal packing of some bins, thus reducing the size of the instance. A first incumbent solution, of value $z^{*}$, is then heuristically obtained.

The algorithm is based on a two-level branching scheme:

- outer branch-decision tree: at each decision node, an item is assigned to a bin without specifying its actual position;
- inner branch-decision tree: a feasible packing (if any) for the items currently assigned to a bin is determined, possibly through enumeration of all the possible patterns.

The outer branch-decision tree is searched in a depth-first way, making use of the lower bounds described in the previous section. Whenever it is possible to establish that no more unassigned items can be assigned to a given initialized bin, such a bin is closed: an initialized and not closed bin is called active. At level $k(k=1, \ldots, n)$, item $k$ is assigned, in turn, to all the active bins and, possibly, to a new one (if the total number of active and closed bins is less than $z^{*}-1$ ).

The feasibility of the assignment of an item to a bin is first heuristically checked. A lower bound $L(I)$ is computed for the instance $I$ defined by the items currently assigned to the bin: if $L(I)>1$, a backtracking follows. Otherwise, heuristic algorithms are applied to $I$ : if a feasible single-bin packing is found, the outer enumeration is resumed. If not, the inner branching scheme enumerates all the possible ways to pack $I$ into a bin through the left-most downward strategy (see Hadjiconstantinou and Christofides [15]): at each level, the next item is placed, in turn, into all positions where it has its left edge adjacent either to the right edge of another item or to the left edge of the bin, and its bottom edge adjacent either to the top edge of another item or to the bottom edge of the bin. As soon as a feasible packing is found for all the items of $I$, the outer enumeration is resumed. If no such packing exists, an outer backtracking is performed.

Whenever the current assignment is feasible, the possibility of closing the bin is checked through lower bound computations.

Martello, Monaci and Vigo [60] presented a branch-and-bound algorithm for the twodimensional strip packing problem, in which lower bounds are computed through a relaxation that replaces each $w_{j} \times h_{j}$ item with $h_{j}$ unit-height one dimensional items of width $w_{j}$, thus inducing an instance of 1 BP .

Fekete, Schepers and van der Veen [26] developed an enumerative approach to the exact solution of the problem of packing a set of items into a single bin. Such approach is based on the model presented in [24] and discussed in Section 2.5, and could be used for alternative exact approaches to 2 BP and 2 SP . Specifically,
(i) for 2 BP , it could be used in place of the inner decision-tree of the two-level approach above;
(ii) for 2 SP , one could determine, through binary search, the minimum height $\bar{H}$ such that all the items can be packed into a single bin of base $W$ and height $\bar{H}$.

More recently, Pisinger and Sigurd [64] implemented a branch-and-price algorithm for the exact solution of (2.8)-(2.10). As mentioned in Section 2.5, the slave problem in column generation requires to determine a suitable set of items to be packed into a single bin. This is solved in [64] as a constraint-satisfaction problem, using forward propagation to prune dominated arrangements of rectangles.

## Chapter 3

## Two-Dimensional Bin Packing: the $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ case

### 3.1. Introduction

In ${ }^{1}$ the following we consider the problem of packing a set $J$ of 2-dimensional items into the minimum number of identical 2-dimensional bins. We will denote by $w_{j}$ and $h_{j}$ the width and the height, respectively, of each item $j \in J$. Similarly, we will denote by $W$ and $H$ the width and the height of each bin. Without loss of generality, we will assume in the following that $W=H=1$. We require that the items must be packed, without overlapping, with their edges parallel to the edges of the bin, and cannot be rotated. The resulting problem, as mentioned before, is denoted as $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$.

In addition, we will consider the variant of the problem in which each item should be obtained by a sequence of edge-to-edge cuts, i.e., each bin should correspond to a guillotinable pattern. This variant of the problem, denoted as $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$, is motivated by technological constraints in many real-world applications, where automatic machines are used to cut items, but can lead to a lower usage of the bins.

[^0]
### 3.1.1 Our goals

The present chapter has three main contributions: the first one is

Problem P0: provide a (simple) mathematical characterization of non-guillotine patterns.

The solution of this problem is a classification of different patterns that correspond to non-guillotinable solutions, and their description by means of some mathematical tools. Given that, we consider two relevant problems concerning the relation between the solutions of $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ with respect to the $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ counterparts, namely

Problem P1: Given a non-guillotine pattern $P$ that packs a given set of items into a unique bin, determine the minimum area $M A(P)$ of the items that one has to remove in order to produce a guillotinable pattern. Formally,

$$
\begin{equation*}
M A(P)=\sup \min \left\{\sum_{j \in S} w_{j} h_{j}: P \backslash S \text { is guillotinable }\right\} \tag{3.1}
\end{equation*}
$$

Problem P2: Given an instance $N$ of the two problems (i.e., a set of items), let $\operatorname{opt}_{2 \mathrm{BP}|\mathrm{O}| \mathrm{F}}(N)$ and $\operatorname{opt}_{2 \mathrm{BP}|\mathrm{O}| \mathrm{G}}(N)$ denote, respectively, the optimal solution values of problems $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ and $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ for item set $N$. Determine the value of the asymptotic Price of Guillotinability defined as

$$
\begin{equation*}
P o G=\lim _{z \rightarrow \infty} \sup \left\{\frac{\operatorname{opt}_{2 \mathrm{BP}|\mathrm{O}| \mathrm{G}}(N)}{\operatorname{opt}_{2 \mathrm{BP}|\mathrm{O}| \mathrm{F}}(N)}: \operatorname{opt}_{2 \mathrm{BP}|\mathrm{O}| \mathrm{F}}(N) \geq z\right\} \tag{3.2}
\end{equation*}
$$

Indeed, only a marginal deterioration of the $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ solutions with respect to the $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ counterparts, is experienced from an experimental point of view (see [57]). In the present paper we provide a missing yet very important piece of information and evaluate, from a worst-case perspective, the solution worsening when guillotine constraints are imposed.

To be more precise, we will concentrate on a special case in which all items in pattern $P$ are fixed, i.e., they cannot be moved from the position they have in a given $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ pattern. Even in this overconstrained settings, we are able to compute a tight value for the optimal solutions of P1 and P2 in a relevant special case, and we are able to provide a tight value for P1 and a quite tight lower and upper bounds for P2 in another special case.

In the next section we give some definitions that will be used throughout the paper. During our analysis we will consider one bin at a time. In Section 3.1.3 we present an algorithm that we assume to be applied to the set of items that are packed in the current bin. After this operation is carried out, a removal algorithm will be applied in
order to enforce guillotinability; this is described in the Packing Algorithm of Section 3.1.4. Then we characterize the smallest non-separable pattern in Section 3.2 and the Blocked Ring in Section 3.3. This will lead to a complete characterization of nonguillotinable patterns, as described in Section 3.4, and to an analysis of problems P1 and P2 in Section 3.5.

### 3.1.2 Definitions

Recall that we consider one bin at a time. Let $P$ denote the set of items that are packed in the current bin. In addition, let $x_{j}$ and $y_{j}$ be the coordinates at which the bottom-left corner of each item $j$ is packed. With an abuse of notation, we will use $P$ to denote also the packing pattern for the bin.

Definition 1. (Guillotine cut) A guillotine cut for a pattern $P$ is an edge-to-edge cut that intersects no item in $P$.

A guillotine cut can be either horizontal or vertical, depending on its orientation; see, e.g., the horizontal line AB and the vertical line CD in Figure 3.1. Each guillotine cut that does not coincide with one side of the bin divides a given pattern into two induced sub-patterns. We will concentrate on proper guillotine cuts only, i.e., guillotine cuts such that both sub-patterns include at least one item. Intuitively, we disregard guillotine cuts like line AB in Figure 3.1, that do no separate any item from other items.


Figure 3.1: Example of guillotine pattern.
Definition 2. (Separable pattern) A pattern $P$ is said separable if there exists a proper guillotine cut for $P$.

A pattern $P$ that contains no proper guillotine cut is said non-separable. A nonseparable pattern $P$ is said minimal if removing any item $u \in P$ yields a separable pattern.

Definition 3. (Guillotinable pattern) A pattern $P$ is said guillotinable $P$ if all induced sub-patterns $P^{\prime}$ with $\left|P^{\prime}\right| \geq 2$ are separable.

### 3.1.3 Convexification Algorithm

We first introduce the following Convexification Algorithm that can be applied to any pattern $P$. The algorithm is illustrated in Figure 3.2 and is composed of 3 major steps: each item is assigned a label (step 1), and items are considered according to this order, extending the current item until it touches some other item (step 2, see Figure 3.3). Then, pairs of items that can be joined into a larger rectangular item (if any) are merged (steps 3 and 4, see Figure 3.4). Finally, step 5 partitions each free area in the bin (if any) into some dummy items (see Figure 3.5).

## Convexification Algorithm:

1. assign a label to each item;
2. extend each item horizontally and vertically until it touches some other item; repeat
3. merge pair of items that touch vertically, have the same height and are placed at the same $y$-coordinate;
4. merge pair of items that touch horizontally, have the same width and are placed at the same x-coordinate;
until no more merge is possible;
5. possibly define one or more dummy items for each remaining free space in the pattern.

Figure 3.2: The convexification algorithm.


Figure 3.3: Convexification algorithm: step 2.
After the execution of the algorithm on a given pattern $P$, one can define a new pattern $\bar{P}$ such that the total area in $\bar{P}$ equals the area of the bin. Note that each item $u \in P$ is associated with an item $\bar{u} \in \bar{P}$, while each $\bar{u} \in \bar{P}$ may have been originated by joining different items from $P$.


Figure 3.4: Convexification algorithm: step 3.


Figure 3.5: Convexification algorithm: step 5.

The following theorem states that the Convexification Algorithm cannot produce a separable pattern $\bar{P}$ if the original pattern $P$ is not separable.

Theorem 4. Let $P$ be a non-separable pattern and $\bar{P}$ be the pattern produced by the execution of the Convexification Algorithm on $P$. Then, $\bar{P}$ is non-separable.

Proof. Denote by $\left(w_{u}, h_{u}\right)$ and $\left(x_{u}, y_{u}\right)$ the dimensions and packing coordinates for each item $u \in P$, respectively. Similarly, let $\left(\bar{w}_{\bar{u}}, \bar{h}_{\bar{u}}\right)$, and $\left(\bar{x}_{\bar{u}}, \bar{y}_{\bar{u}}\right)$ represent the same figures for each item $\bar{u} \in \bar{P}$.

Consider an item $\bar{u} \in \bar{P}$ and let $u$ be any item in $P$ originating $\bar{u}$. Since the Convexification Algorithm cannot reduce the sizes of the items, we have

$$
\begin{equation*}
\bar{x}_{\bar{u}} \leq x_{u}, \quad x_{u}+w_{u} \leq \bar{x}_{\bar{u}}+\bar{w}_{\bar{u}}, \quad \bar{y}_{\bar{u}} \leq y_{u}, \quad y_{u}+h_{u} \leq \bar{y}_{\bar{u}}+\bar{h}_{\bar{u}} \tag{3.3}
\end{equation*}
$$

By contraddiction, assume pattern $\bar{P}$ is separable, i.e., there exist two items, say $\bar{u}$ and $\bar{v}$ that can be separated by a guillotine cut. Without loss of generality assume this cut is horizontal at a height $\bar{y}$, and that item $\bar{u}$ is packed below item $\bar{v}$, i.e.,

$$
\begin{equation*}
\bar{y}_{\bar{u}}+\bar{h}_{\bar{u}} \leq \bar{y} \quad \text { and } \quad \bar{y} \leq \bar{y}_{\bar{v}} \tag{3.4}
\end{equation*}
$$

Denote by $u($ resp. $v$ ) any of the items in $P$ that originated $\bar{u}$ (resp. $\bar{v}$ ). By (3.3) the horizontal cut $\bar{y}$ separates $u$ and $v$ also in the original pattern $P$; however, as $P$ is not separable, this cut intersects some other item $k$, i.e., $\exists k \in J$ such that

$$
\begin{equation*}
y_{k}<\bar{y}<y_{k}+h_{k} \tag{3.5}
\end{equation*}
$$

Denoting by $\bar{k} \in \bar{P}$ the item associated to $k$, and combining (3.3) and (3.5) we have

$$
\bar{y}_{\bar{k}}<\bar{y}<\bar{y}_{\bar{k}}+\bar{h}_{\bar{k}}
$$

which means that horizontal cut $\bar{y}$ intersects item $\bar{k}$. Thus, pattern $\bar{P}$ is non-separable.

Note that the application of the Convexification Algorithm on a separable pattern $P$ may produce a pattern $\bar{P}$ that is non-separable; see, e.g., the example depicted in Figure 3.6.


Figure 3.6: Convexification Algorithm on a separable pattern that produces a nonseparable pattern.

Property 1. The execution of the Convexification Algorithm on pattern $P$ doesn't introduce non-guillotinability if rows of $P$ are non-separable. See Definition 10.

Theorem 5. Let $\bar{P}$ be a pattern produced by the Convexification Algorithm. Then either $|P|=1$ or $|P| \geq 5$.

Proof. Observe that the Convexification Algorithm produces a pattern $\bar{P}$ that entirely fills the bin. It is clear that if $\bar{P}$ includes two items, then these items will be merged into a unique item (see steps 3 and 4 of the algorithm). Similarly, all patterns with 3 items can be iteratively reduced to a single item: Figures 3.7 and 3.8 show all possible patterns with 3 and 4 items, respectievly, without taking into account possible rotations of the patterns by $90^{\circ}$.


Figure 3.7: Patterns with 3 items.


|  |  |
| :---: | :---: |
| 2 | 3 |
| 1 | 4 |

Figure 3.8: Patterns with 4 items.

Corollary 6. Let $\bar{P}$ be a non-separable pattern produced by the Convexification Algorithm. Then $|P| \geq 5$.

### 3.1.4 Algorithm and assumptions

Our algorithm takes in input a feasible solution for $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ and defines a feasible solution for $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$, considering one bin at a time. For each such bin pattern, the algorithm executes the Convexification Algorithm of Section 3.1.3, thus producing a new pattern (say) $\bar{P}$. Then, the inner Packing Algorithm, described in Figure 3.9, is executed to produce a separable pattern. This is either the original pattern $\bar{P}$ (in case it contains only one item or is separable ), or is obtained by $\bar{P}$ by removing some items, as described at Step 9.

Before describing the way we derive from $\bar{P}$ a separable pattern, we summarize some assumptions.

1. Pattern $\bar{P}$ has been obtained using the Convexification Algorithm, as stated in Step 1. of the algorithm.
2. The total area of the items in $\bar{P}$ is equal to the area of the bin, as the Convexification Algorithm may add some dummy items in Step 5 (see Figure 3.2)
3. Pattern $\bar{P}$ is non-separable, otherwise no action is required.
```
Packing Algorithm ( \(P\) ):
1. if \(|\bar{P}|=1\) then return \(\bar{P}\);
2. if \(\bar{P}\) is separable then
3. define two sub-patterns \(P_{1}\) and \(P_{2}\) using a proper guillotine cut;
4. \(\quad \bar{P}_{1}=\) Packing Algorithm \(\left(P_{1}\right)\);
5. \(\quad \bar{P}_{2}=\) Packing Algorithm \(\left(P_{2}\right)\);
6. return \(\left(\bar{P}_{1} \cup \bar{P}_{2}\right)\);
    else
        remove some items from \(\bar{P}\) and define a separable pattern \(\bar{Q}\);
        return \(\bar{Q}\);
10.endif
```

Figure 3.9: The packing algorithm.

Finally, there is a further assumption that is implicit in the algorithm:
4. Given a separable pattern $\bar{Q}$, one can define a separable pattern for the associated item set $Q$.

Indeed, Theorem 4 ensures that any set of items $Q \subset P$, that produces pattern $\bar{Q}$ through the Convexification Algorithm, is separable. Thus, we assume that defining this set and the associated pattern is not a major issue.

### 3.2. Smallest non-separable pattern

In this section we study the structure of any minimum-size pattern that is nonseparable.

### 3.2.1 Rows and Intersections

Definition 7. (Horizontal Row) An horizontal row is a chain of horizontal edges (not coincident with the edges of the bin) produced by sides of items consecutively packed side by side at the same height.

Definition 8. (Vertical Row) A vertical row is a chain of vertical edges (not coincident with the edges of the bin) produced by sides of items consecutively packed at the same width.

Definition 9. (Intersection) An intersection is the point obtained by one vertical row and one horizontal row crossing each other.

Definition 10. (Separable rows) Rows are separable if there exists an edge-to-edge cut that separates these rows without intersecting none of them, unless this cut is along an existing intersection.


Figure 3.10: Separable and non-separable rows.
In the following, we will denote by $x$ and $y$ the number of rows and intersections, respectively; in addition, we will denote by $x_{h}$ and $x_{v}$ the number of horizontal and vertical rows (with $x=x_{h}+x_{v}$ ).

Lemma 11. For any pattern $P$ it is $y \leq x^{2} / 4$.

Proof. Each intersection involves one horizontal and one vertical row, thus $y \leq x_{h} x_{v}$. To prove the statement it is enough to observe that the optimal value of the following problem

$$
\max \left\{y: y=x_{h} x_{v} ; x_{h}+x_{v}=x, x_{h}, x_{v} \geq 0 \text { integer }\right\}
$$

is attained for $x_{h}=x_{v}=x / 2$ (assuming $x$ even) and has value $y=x^{2} / 4$.
Lemma 12. For any pattern $P$ it is $|P|=(x+1)+y$.

Proof. Every increase of $x$ of 1 unit that does not increase $y$ adds 1 item. Obviously every increase of $x$ can create $k$ new intersections and any intersection is associated with 4 items, 2 of them were already there, 1 is added either by the increase of $x$ or by the previous intersection, and the fourth has to be a new item.

Assume $P$ be a pattern obtained through the Convexification Algorithm. Corollary 6 showed that any non-separable pattern $P$ must have $|P| \geq 5$. We now go a step
further and show that the minimum size of a non-separable pattern is 5 , and provide a characterization of such patterns.

Theorem 13. Let $P$ be a pattern generated by the Convexification Algorithm. If $|P|=5$ then $P$ is non-separable.

Proof. Due to Lemmata 11 and $12,|P|=5$ yields either $x=3$ and $y=1$ or $x=4$ and $y=0$. The former is described in Figure 3.11 and corresponds to a separable pattern that reduces to a single item. As to the latter, we may have (i) $x_{h}=4, x_{v}=0$, or (ii) $x_{h}=3, x_{v}=1$ or (iii) $x_{v}=x_{h}=2$, where the first two cases (depicted in Figure 3.12) are separable patterns that reduce to a single item. Thus, the only remaining case is the pattern with $x_{h}=x_{h}=2$ and $y=0$, depicted in Figure 3.13, that corresponds to a non-separable pattern.

|  |  |  |
| :--- | :--- | :--- |
| 3 | 3 | 5 |
|  | 2 | 4 |

Figure 3.11: Pattern with 5 items, $x=3$ and $y=1$.

| 5 |
| :---: |
| 4 |
| 3 |
| 2 |
| 1 |


| 4 | 5 |
| :---: | :---: |
| 3 |  |
| 2 |  |
| 1 |  |

Figure 3.12: Patterns with 5 items: $x_{h}=4, x_{v}=0$ e $y=0, x_{h}=3, x_{v}=1$ e $y=0$.

| 2 |  |  |
| :--- | :--- | :--- |
| 2 |  |  |
|  | 5 |  |
| 1 | 4 |  |
|  |  | 4 |

Figure 3.13: Simple Blocked Ring.

Theorem 13 above motivates the following definition.
Definition 14. (Simple Blocked Ring) A non-separable pattern $P$ is a Simple Blocked Ring if $|P|=5$ with $x_{h}=x_{v}=2$ and $y=0$.

From the discussion above, it is clear that a Simple Blocked Ring consists of 5 items, where there is one item (say, item 5) that is centrally placed and touches all the remaining items, without touching the edges of the bin. In addition, removing item 5 does not produce a separable pattern, whereas removing any of the other four items leads to a separable pattern. Thus, Simple Blocked Ring is a minimal structure that may originate non-separability in a given pattern $P$ (assuming $P$ has been generated by using the Convexification Algorithm of Section 3.1.3). Thus removing any item from this configuration leads to either the same pattern (if item 5 is removed and the Convexification Algorithm is re-applied) or to a separable pattern (in case one of the other four items is removed).

### 3.3. Blocked Ring

Definition 15. (Blocked Ring) A non separable pattern $P$ is a Blocked Ring (BR) if

- $|P| \geq 5$, and
- there exists a combination of 2 horizontal and 2 vertical rows non-separable such that removing all the items not interested by these rows and applying the Convexification Algorithm yields a Simple Blocked Ring.


### 3.3.1 Detecting a Blocked Ring

A naive algorithm to detect whether a pattern is a Blocked Ring or not is an $O\left(n^{4}\right)$ enumeration of all quadruplet of items, checking if (i) they determine two horizontal and two vertical rows non-separable, and (ii) removing all the remaining items and applying the Convexification Algorithm yields a Simple Blocked Ring.

A more efficient algorithm for checking if a pattern is a Blocked Ring is as follows: Noting that the number of combinations to check is at most $\left(x_{h}!\right) /\left[\left(x_{h}-2\right)!\cdot 2!\right]$. $\left(x_{v}!\right) /\left[\left(x_{v}-2\right)!\cdot 2!\right]$, i.e., $O\left(n^{4}\right)$, consider one combination of $x_{h}=x_{v}=2$ rows nonseparable at a time. For each combination, apply the following steps:

1. Identify items interested by the selected rows. We define these items as follows. Starting from the left edge of the bin we move to the right. When we meet the first selected vertical row we select all the items placed to its left such that have an edge completely defined by this row. If we select more than one item we keep just the one who is intersected by the extension of one of the two selected horizontal rows. Then we keep moving to the right until we get the second vertical row, in this case we do the same but items must be placed to its right.
For horizontal rows we apply the same procedure, but in this case starting from the bottom of the bin. For the first horizontal row we keep item below it while for the second one item above it.
2. Remove from the bin all the items not interested by horizontal or vertical rows.
3. Apply the Convexification Algorithm.
4. If we obtain a Simple Blocked Ring the original pattern is a Blocked Ring.

We show the steps to detect a Blocked Ring applied to two examples in Figure 3.14.

(A) Ex.1: selected rows

(в) Ex.2: selected rows

Figure 3.14: Two examples where we apply the algorithm to detect Blocked Ring.

(A) Selected vertical rows

(B) Item 9 to keep

(c) Item 5 to keep

Figure 3.15: Step 1: Items interested by the selected vertical rows (ex.1).

(A) Selected vertical rows

(B) Item 3 to keep

(C) Item 6 to keep

Figure 3.16: Step 1: Items interested by the selected vertical rows (ex.2).


Figure 3.17: Step 1: Items interested by the selected horizontal rows (ex.1).

(A) Selected horizontal rows

(в) Item 4 to keep

(C) Item 7 to keep

Figure 3.18: Step 1: Items interested by the selected horizontal rows (ex.2).


Figure 3.19: Step 2: Items to keep (ex.1).


Figure 3.20: Step 2: Items to keep (ex.2).


Figure 3.21: Step 3: Items after Convexification Algorithm execution (ex.1).


Figure 3.22: Step 3: Items after Convexification Algorithm execution (ex.2).

Theorem 16. A non separable pattern $P$ always contains a Blocked Ring.

Proof. Let $P$ be a pattern that has been obtained by using the Convexification Algorithm. It is clear that if $P$ contains a Blocked Ring, then $P$ is non separable.

Now by contradiction assume $P$ be non separable but with no Blocked Ring. In this case doesn't exist any combination of $x_{v}=x_{h}=2$ rows non-separable. Indeed a such combination yields always a Simple Blocked Ring using the steps to detect a Blocked Ring. We proved with Theorem 13 that when $x \leq 4$ only the combination $x_{v}=x_{h}=2$ yields a non-separable pattern. Therefore $P$ is non-separable if there exists a combination of rows $S$, with $|S| \geq 5$ and non-separable, that doesn't contain any subset of non-separable rows such that $x_{v}=x_{h}=2$.

In a non-separable four rows pattern if we execute an edge-to-edge cut on the row that we want to separate we perpendicularly intersect another row of the pattern. See Figure 3.23 where to separate row $A$ we intersect row $B$.

(A) Non-separable rows

(B) Cut on row $A$

Figure 3.23: Edge-to-edge cut on a non-separable rows pattern.
Thus if we want to separate row $A$ we intersect row $B$, if we want to separate row $B$ we intersect row $C$, if we want to separate row $C$ we intersect row $D$ and finally if we want to separate row $D$ we intersect row $A$. Let's indicate such property as follows:

$$
\begin{equation*}
A \rightarrow B \rightarrow C \rightarrow D \rightarrow A \tag{3.6}
\end{equation*}
$$

Furthermore two adjacent rows in 3.6 have always opposite orientation. Namely, respect to Figure 3.23, $A$ is vertical, $B$ is horizontal, $C$ is vertical and $D$ is again horizontal.

Coming back to our pattern $S$, with $|S| \geq 5$ and non-separable, we will have the following property:

$$
\begin{equation*}
A \rightarrow B \rightarrow C \rightarrow \ldots . . \rightarrow X-1 \rightarrow X \rightarrow A \tag{3.7}
\end{equation*}
$$

Let's suppose, without loss of generality, that row $A$ is vertical so row $B$ will be horizontal and we can place it, always without loss of generality, above or below row $A$, Figure 3.24a. We know that if we want to separate row $X$ we intersect row $A$, so, without loss of generality, we can place row $X$ either on the left or on the right of row $A$, Figure 3.24b.
Now to place row $C$ we have three possibilities:

- Pos.1: on the left of row B, Figure 3.24c. In this case we have a subset of four non-separable rows. This position is non feasible.
- Pos.2: on the right of row $B$, Figure 3.24d. In this case we are diverging, that is the last row placed, or its extensions, don't intersect any of the previous placed rows.
- Pos.3: we extend row $B$ so that it passes row $X$ and place row $C$ on the left of row $B$, Figure 3.24e. In this case we are diverging too.

(A) Rows $A$ and $B$
(B) Rows $A, B$ and $X$
(c) Rows $A, B, C$ and $X$

(D) Rows $A, B, C$ and $X$
(E) Rows $A, B, C$ and $X$

Figure 3.24: How to place row $C$.
What we have seen for the positioning of row $C$ is repeated, with the proper adjustments, for all the subsequent rows. Let's now consider how to place row $D$, we have two different initial situations to consider: Figure 3.24d and 3.24e.

Let's start from Figure 3.24d. To place row $D$ we have the same three positions of row $C$, with above and below instead of right and left. We remind that if we want to separate row $C$ we intersect row $D$.

- Pos.1: above row $C$, Figure 3.25a. In this case we have a subset of four nonseparable rows. This position is non feasible.
- Pos.2: below row $C$, Figure 3.25b. In this case we are diverging, that is the last row placed, or its extensions, don't intersect any of the previous placed rows.
- Pos.3: we extend row $C$ so that it passes row $A$ and place row $D$ above row $C$, Figure 3.25 c . In this case we are diverging too.

Let's now consider Figure 3.24e. We still have the same three position to place row $D$ :

- Pos.1: above row $C$, Figure 3.26a. In this case we have a subset of four nonseparable rows. This position is non feasible.


Figure 3.25: How to place row D (case 1).

- Pos.2: below row $C$, Figure 3.26b. In this case we are diverging, that is the last row placed, or its extensions, don't intersect any of the previous placed rows.
- Pos.3: we extend row $C$ so that it passes row $A$ and place row $D$ above row $C$, Figure 3.26c. In this case we are diverging too.


Figure 3.26: How to place row D (case 2).
We can state that each row can be theoretically placed in three positions, obviously above, below, right and left must be evaluated case by case. Our pattern $S$ is nonseparable if property 3.7 is verified. This property has its own circularity, indeed we have $A \rightarrow B \ldots X \rightarrow A$, so rows can't be always divergent. This mean we can't use Pos. 2 or Pos. 3 to place row $X$, because its extensions won't intersect row $A$. Therefore we have to use Pos.1, however this choice yields a combination $x_{v}=x_{h}=2$ non-separable contradicting our initial statement. Hence it isn't possible to have a pattern $S$, with $S \geq 5$ and non-separable, that does't contain any subset of non-separable rows such that $x_{v}=x_{h}=2$.

### 3.4. Blocked Ring characterization

In this section we give a characterization of non-separable patterns in terms of rows and intersections.

### 3.4.1 Single Blocked Ring

Definition 17. (Single Blocked Ring) A Blocked Ring is a Single Blocked Ring if all the Simple Blocked Rings, obtained with the algorithm to identify Blocked Ring, share at least an item and the removal of this item gives a separable pattern.

Observe that the Simple Blocked Ring described in Section 3.2 is indeed a Single Blocked Ring. However, the family of Single Blocked Rings includes more complex patterns, as, e.g., the one depicted in Figure 3.27a.

(A) $|P|=7$

(B) $\{(1),(2),(3),(4)\}$

(C) $\{(3),(4),(6),(7)\}$

(D) $\{(2),(3),(4),(6)\}$

Figure 3.27: Single Blocked Ring.

In fig.3.27 if we consider rows $x_{h}=x_{v}=2$ non-separable we have three possible combinations, and so group of items, that give Simple Blocked Ring after applying the Convexification Algorithm.

- (1), (2), (3), (4)
- $(3),(4),(6),(7)$
- $(2),(3),(4),(6)$

These Simple Blocked Rings share (3) and (4), this means that the removal of item (3) or (4) gives guillotinable pattern.

### 3.4.2 Multiple Blocked Ring

Definition 18. (Multiple Blocked Ring) A Blocked Ring that is not a Single Blocked Ring is called Multiple Blocked Ring.

By definition, for Multiple Blocked Ring, there is no item that belongs to all the Simple Blocked Rings obtained with the algorithm to identify Blocked Ring.

Multiple Blocked Ring can be:

- Nested Blocked Ring.
- Concatenated Blocked Ring.
- Complex Blocked Ring. It combines proprieties of Nested Blocked Ring and Concatenated Blocked Ring.

Definition 19. (Nested Blocked Ring) A Multiple Blocked Ring is a Nested Blocked Ring if all the Simple Blocked Rings, obtained with the algorithm to identify Blocked Ring, don't share any item.

(A) $|P|=13$

(B) $\{(9),(10),(11),(12)\}$

(C) $\{(5),(6),(7),(8)\}$

(D) $\{(1),(2),(3),(4)\}$

Figure 3.28: Nested Blocked Ring.

In Figure 3.28 if we consider the rows $x_{h}=x_{v}=2$ non-separable we have three possible combinations, and so group of items, that give Simple Blocked Ring after applying the Convexification Algorithm.

- (9), (10), (11), (12)
- (5), (6), (7), (8)
- (1), (2), (3), (4)

These Simple Blocked Rings don't share any item, so we have a Nested Blocked Ring. To have a guillotinable pattern all the Simple Blocked Rings detected must be guillotinable, so we have to remove an item from each of them.

Definition 20. (Concatenated Blocked Ring) A Multiple Blocked Ring is a Concatenated Blocked Ring if each Simple Blocked Ring, obtained with the algorithm to identify Blocked Ring, shares at least an item with another Simple Blocked Ring.


Figure 3.29: Concatenated Blocked Ring.

In Figure 3.29 if we consider just the rows $x_{h}=x_{v}=2$ non-separable we have six possible combinations, and so group of items, that give Simple Blocked Ring after applying the Convexification Algorithm.

- (3), (5), (8), (9)
- (3), (6), (8), (9)
- (4), (6), (8), (9)
- (1), (2), (4), (6)
- (1), (4), (6), (9)
- (2), (6), (7), (8)

There isn't any item shared by all the Simple Blocked Rings, but each Simple Blocked Ring shares at least an item with another Simple Blocked Ring, so we have a Concatenated Blocked Ring. To have a guillotinable pattern all the Simple Blocked Rings detected must be guillotinable, so, for example, we can remove item (4) and (8).

Definition 21. (Complex Blocked Ring) A Multiple Blocked Ring is a Complex Blocked Ring if we have two or more Simple Blocked Rings, obtained with the algorithm to identify Blocked Ring, where each of them share at least an item with another Simple Blocked Ring and one or more Simple Blocked Rings, always obtained with the algorithm to identify Blocked Ring, that don't share any item.

(A) $|P|=11$

(B) $\{(1),(2),(3),(4)\}$

(C) $\{(6),(7),(8),(9)\}$

(D) $\{(7),(8),(9),(10)\}$

(E) $\{(8),(9),(10),(11)\}$

Figure 3.30: Complex Blocked Ring.
Figure 3.30 shows a Complex Blocked Ring. Indeed in Figure 3.30b we have the Simple Blocked Ring with no item shared with others, while in Figure 3.30c, 3.30d, 3.30e we have the Simple Blocked Rings that share items. To have a guillotinable pattern all the Simple Blocked Rings detected must be guillotinable, so we can remove, for example, item (1) and (8).

### 3.5. Worst-case analysis

In this section we consider problems P1 and P2 introduced in Section 3.1 and provide answers to these problems in some special cases. Since our analysis considers one pattern at a time, we distinguish cases depending on the structure of the current pattern. Recall that, in all cases, we assume the current pattern $P$ be produced by the execution of the Convexification Algorithm described in section 3.1.3. In addition, we assume $P$ be non-separable, since otherwise no action is required.

In Section 3.5.1 we solve problems P1 and P2 for the simplest case in which $P$ is a Simple Blocked Ring. In Section 3.5.2 we consider the case in which $P$ is a Single Blocked Ring. Finally, we leave as open problem the solution of P1 and P2 in case $P$ is a Multiple Blocked Ring.

As to problem P2 we can consider one bin at a time since asymptotic and easily compute a lower bound on PoG as follows
Theorem 22.

$$
P o G \geq 4 / 3
$$

Proof. Consider the following instance, composed of

- $2 k$ items of type a: $w_{j}=3 / 5$ and $h_{j}=2 / 3$,
- $2 k$ items of type b: $w_{j}=2 / 5$ and $h_{j}=3 / 5$, and
- $k$ items of type c: $w_{j}=h_{j}=1 / 5$,
for some integer $k$. All items have to be packed into $1 \times 1$ bins. An optimal $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ solution is composed of $k$ bins that identical to that depicted in Figure 3.31.


Figure 3.31: Non guillotinable pattern.
It is easy to see that any guillotinable pattern may include at most 2 items of type a and one item of the type $b$ (or viceversa), and one item of type c. This means that an optimal $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ solution requires $4 k$ bins to pack $6 k$ items of types a and b and $3 k$ items of type c , whereas an optimal $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ solution would pack these items into $3 k$ bins. This proves the theorem.

### 3.5.1 Case 1: $P$ is a Simple Blocked Ring

In this section we consider the case in which $P$ is a Simple Blocked Ring.
Theorem 23. If $P$ is a Simple Blocked Ring

$$
M A(P)=1 / 4
$$

Proof. Since $P$ is a Simple Blocked Ring, it has the structure described in Section 3.2.1, i.e., $|P|=5$ and there is a central item (say 5) that touches all the other 4 items. By an obvious average argument, there exists one item among the first four whose area is at most $1 / 4$ the area of the bin. Removing this item yields a separable pattern $Q$. By Theorem 4 any set of items that yield $Q$ by means of the Convexification Algorithm is separable.

To prove that the result is tight, consider an instance in which items $1,2,3,4$ have the same area and item 5 is arbitrarily small. Then, the area one has to remove to produce a separable pattern is arbitrarily close to $1 / 4$ the area of the bin.

Theorem 24. If P consists of one or more Simple Blocked Rings patterns, then

$$
P o G=4 / 3
$$

Proof. From each triplet of bins in the solution that share the same pattern $P$, define four bins as follows: for $i=1,2,3$ bin $i$ packs all items but item $i$, and there is a fourth bin that packs items $1,2,3$, at the same coordinates as in $P$. Thus, the ratio between the optimal $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ solution and the given $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ solution cannot be larger than $4 / 3$. Combining this with Theorem 22 settles the exact value of $P o G=4 / 3$ in this special case.

### 3.5.2 Case 2: $P$ is a Single Blocked Ring

The mathematical characterization of Section 3.4.1 yields that, if $P$ is a Single Blocked Ring there exists a set of (say) $Q$ quadruplet of items that correspond to Simple Blocked Rings and that share at least one item.

This produces the following result
Theorem 25. If $P$ is a Single Blocked Ring

$$
M A(P)=1 / 3
$$

Proof. Denote by $\left(w_{u}, h_{u}\right)$ and ( $x_{u}, y_{u}$ ) the dimensions and packing coordinates for each item $u \in P$. We assign at most one color among Yellow, Red and Blue to each
item $u$. These three colors represent a partition of items in three subsets. We want to prove that removing any colored subset we have a separable pattern.
We know there exists an item $j$ that is common to all the quadruplets. In the particular case where there are two items $(j, k)$ that are common to all the quadruplets, the coloring is easy: $j$ is Yellow, $k$ is Red and all the other items are Blue. So let's consider the worst case where we have exactly one item $j$ in common to all the quadruplets. The first coloring, Yellow, is easy, it consists only of item $j$. We know that removing item $j$ we have a separable pattern. Red items are those who don't allow item $j$ to be separated with vertical cuts. So we consider the vertical cuts $x=x_{j}$ and $x=x_{j}+w_{j}$ and we color of Red all the items intercepted by these cuts. The pattern we have removing only Red items is separable. Indeed, if we remove Red items, by definition, we can cut item $j$ with two vertical cuts. Once removed item $j$ the rest is obviously separable.
Similarly we color of Blue all the items that are intercepted by horizontal cuts $y=y_{j}$ and $y=y_{j}+h_{j}$; the pattern without Blue items is separable too. By an obvious average argument, there exists one subset among Yellow, Red and Blue whose area is at most $1 / 3$ the area of the bin. Removing this subset yields a separable pattern $Q$.

To prove that the results is tight, consider the instance depicted in Figure 3.32 that corresponds to a pattern that has 8 items. In this case one can partition the items into 3 subsets, namely $\{2\},\{1,8\}$ and $\{4,7\}$ such that

- each subset of items is separable
- removing any subset of items produces a separable pattern.

In the worst-case, all the three subsets have the same area, while the remaining items have a negligible area. Thus, the minimum area $M A$ that one has to remove to produce a separable pattern is arbitrarily close to $1 / 3$.


Figure 3.32: Worst-case for problem P1 when $P$ is a Single Blocked Ring.

More in general, the problem of computing $M A(P)$ for a given pattern $P$ can be stated as follows.
Removal Problem: Given a set $P$ of items and a set of $q$ quadruplets $Q_{i} \quad(i=$
$1, \ldots, q$ ), determine a partition of the items into (say) $t$ subsets $S_{1}, \ldots S_{t}$ such that each subset $S_{k}$ includes (i) at least one item and (ii) at most 3 items from each quadruplet $Q_{i}$.

Condition (i) ensures that removing all items from any subset $S_{k}$ provides a guillotinable pattern, whereas (ii) ensures that the set of items that have been removed produces itself a guillotinable pattern. Thus, using a reasoning similar to that used in the proof of Theorem 23, if a $t$-partitioning of item set $P$ is found, removing at most $1 / t$ of the area of the bin one can get a separable pattern $\bar{P}$, i.e., $M A(P) \leq 1 / t$. In order to minimize the area that one has to remove to define $\bar{P}$, it is natural to maximize the number of subsets of the partition.

Noting that $t \leq|P|$ and using the following binary variables

$$
\begin{gather*}
y_{k}= \begin{cases}1 & \text { if subset } k \text { is generated; } \\
0 & \text { otherwise }\end{cases}  \tag{3.8}\\
x_{j k}=\left\{\begin{array}{ll}
1 & \text { if item } j \text { is included in subset } k ; \\
0 & \text { otherwise }
\end{array} \quad(j \in P ; k=1, \ldots,|P|)\right. \tag{3.9}
\end{gather*}
$$

one can derive the following mathematical model for the problem at hand.

$$
\begin{array}{cc}
\max t=\sum_{k} y_{k} & \\
\sum_{j \in Q_{i}} x_{j k} \geq y_{k} & \forall k, \forall i \\
\sum_{j \in Q_{i}} x_{j k} \leq 3 y_{k} & \forall k, \forall i \\
\sum_{k} x_{j k} \leq 1 & \forall j \\
y_{k}, x_{j k} \in\{0,1\} & \forall j, \forall k \tag{3.14}
\end{array}
$$

Objective function (3.10) maximizes the number of subsets that are generated. Constraints (3.11)-(3.12) impose that each selected subset has at least one and at most three items from each quadruplet. Finally, inequalities (3.13) ensure that each item belongs to at most one subset in the partition, whereas (3.14) impose all variables be binary.

If we apply Model (3.10)-(3.14) to the pattern depicted in Figure 3.32 we obtain three subsets, namely $\{2\},\{1,8\}$ and $\{4,7\}$. This model and those described in the following can be also applied to Multiple Blocked Ring.

In a similar way, let us consider the problem of computing the value of the Price of Guillotinability for a given item set $P$; this value will be denoted as $\operatorname{PoG}(P)$ and we have $P o G=\sum_{P} \operatorname{PoG}(P)$.
Observe that any feasible solution of value (say) $t$ to model (3.10)-(3.14) provides a guillotinable solution for the given item set $P$; the value of this $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ solution implicitly gives an upper bound for $\operatorname{PoG}(P)$. Indeed, as in the proof of Theorem 24, one can define a set of $t$ guillotine patterns that pack all the items packed in $t-1$ bins in an $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ solution: each bin $i(i=1, \ldots, t)$ contains all the items in the original pattern but those belonging to the $i$-th partition of the item set. As the optimal $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ solution cannot be worse than this solution, we conclude that $P o G(P) \leq \frac{t}{t-1}$.

As $\operatorname{Po} G(P)$ concerns an asymptotic ratio, one can exploit the availability of multiple copies of the items. In this view one can partition the content of (say) $t-D$ bins of a $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ solution into $t$ subsets of items, each producing a guillotinable pattern; this means that one has to consider that each item $j$ can be inserted in (at most) $D$ subsets, i.e., it can be removed by at most $D$ bins from the initial solution. Thus, the model for computing $\operatorname{Po} G(P)$ is as follows

$$
\begin{align*}
\min \frac{t}{t-D} &  \tag{3.15}\\
t=\sum_{k} y_{k} &  \tag{3.16}\\
\sum_{j \in Q_{i}} x_{j k} \geq y_{k} & \forall k, \forall i  \tag{3.17}\\
\sum_{j \in Q_{i}} x_{j k} \leq 3 y_{k} & \forall k, \forall i  \tag{3.18}\\
\sum_{k} x_{j k} y_{k} \leq D & \forall j  \tag{3.19}\\
x_{j k} \in\{0,1\} & \forall j, \forall k  \tag{3.20}\\
y_{k} \geq 0 \text { integer } & \forall k  \tag{3.21}\\
D \geq 0 \text { integer } & \tag{3.22}
\end{align*}
$$

where variables $y_{k}$ represent the number of times each pattern $k$ is selected, and $D$ is a new variable that indicates the maximum number of copies of each item that are used, i.e., the maximum number of copies of each item that one is allowed to leave unpacked. The new objective function (3.15) minimizes $\operatorname{PoG}(P)$, which is given by the ratio between the number of guillotine patterns that are produced and the number of bins that are considered in the $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ solution.

Model (3.15)-(3.22) is highly nonlinear in that

- the objective function is nonlinear with respect to variables $t$ and $D$; and
- constraints (3.19) include the product between $x$ and $y$ variables.

To resume to a linear objective function, one can solve the model several times, for different (and fixed) values of $D$ - that becomes a parameter in these settings. Thus, one has to minimize a decreasing convex function in $t$, which is equivalent to maximize variable $t$. As to the remaining nonlinearities, a straightforward way to linearize products that include a binary variable is to introduce additional variables $\alpha_{j k}$ that denote the number of copies of item $j$ that are actually inserted in subset $k$.

For a given value of $D$ the model reads as follows

$$
\begin{align*}
\max t &  \tag{3.23}\\
\sum_{k} y_{k}=t &  \tag{3.24}\\
\sum_{j \in Q_{i}} x_{j k} \geq y_{k} & \forall k, \forall i  \tag{3.25}\\
\sum_{j \in Q_{i}} x_{j k} \leq 3 y_{k} & \forall k, \forall i  \tag{3.26}\\
\sum_{k} \alpha_{j k} \leq D & \forall j  \tag{3.27}\\
x_{j k} \in\{0,1\} & \forall j, \forall k  \tag{3.28}\\
y_{k} \geq 0 \text { integer } & \forall k  \tag{3.29}\\
\alpha_{j k} \geq y_{k}-M\left(1-x_{j k}\right) & \forall j, \forall k  \tag{3.30}\\
\alpha_{j k} \geq 0 \text { integer } & \forall j, \forall k \tag{3.31}
\end{align*}
$$

where constraints (3.30)-(3.31) are used to link $\alpha$ variables to $x$ and $y$ variables, and $M$ is a large coefficient.

Back to problem P2, recall that we are interested in computing $\operatorname{PoG}=\sum_{P} P o G(P)$, i.e., our aim is to determine the value of the Price of Guillotinability for the worst-case $P$. We can prove the following result

Theorem 26. If $P$ consists of one or more Single Blocked Rings patterns, then

$$
\frac{7}{5} \leq P o G \leq \frac{3}{2}
$$

Proof. As to the upper bound, note that Theorem 25 implicitly provides a solution to model (3.15)-(3.22) with $t=3$ and $D=1$. This yields a $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ solution which uses a number of bins equal to $3 / 2$ of the number of bins required by any $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ solution.

Now consider the instance depicted in Figure 3.32. The optimal solution of model (3.15)-(3.22) provides $t=7$ and $D=2$, and is given by the following item sets: $\{2\}$, $\{4,8\}$ and $\{1,7\},\{3,8\},\{1,3,5\}$ and $\{4,7\}$ where the first item set is taken twice. This implies that given 5 bins of the $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ solution one can construct a 7 -bins solution to $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ i.e., $\operatorname{PoG}(P) \geq 7 / 5$, which provides a valid lower bound on $P o G$.

## Chapter 4

## Partial enumeration algorithms for $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$

### 4.1. Introduction

In ${ }^{1}$ the Two-Dimensional Bin Packing Problem (2BP) one is requested to pack a given set of small rectangular items into a minimum number of larger rectangular bins. Items must be packed without overlapping and orthogonally, with their edges parallel to the edges of the bin. As packing items into bins also models the problem of cutting items from larger sheets, this problem finds several applications in different contexts, e.g., in cutting wood or glass, loading boxes into vehicles, warehousing of goods, newspapers pagination, and telecommunications among others (see, e.g., [45], [73], [51]).

According to the specific application at hand and to the type of patterns that may be produced, many 2BP variants have been studied so far in the literature. A relevant case arises when one is allowed to rotate items by 90 degrees, to possibly achieve a better usage of the bin area. Note that rotation can be allowed for a subset of items only, whereas it should be avoided in case the bin has special features (e.g., it is a decorated piece of glass). Another relevant special case is to produce $k$-staged patterns, i.e., solutions in which each item can be obtained with a sequence of (at most) $k$ edge to edge cuts parallel to the edges of the bin. This kind of problems, introduced in [32], is motivated in applications in which automatic machines are used to cut the items, and some cost is incurred for each cut that is executed. Many papers in the literature addressed the case in which $k=2$, i.e., where items have to be packed into levels. Integer Linear Programming (ILP) models for level packing with a polynomial number of variables and constraints were given in [49,56], and were extended to the case $k=3$ in [66]. The problem in which no explicit bound is imposed on the number of cuts

[^1]that are allowed is known as the Two-Dimensional Guilloting Bin Packing. Figure 4.1 shows an example of a non guillotine pattern for a given set of items (left), as well as a packing of the same items that satisfies the guillotine requirement (right).


Figure 4.1: Example of non guillotine and guillotine patterns.
In this chapter we consider the Two-Dimensional Guillotine Bin Packing, which we will denote by $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ according to the three-field notation proposed in Lodi, Martello, Vigo [53]; similarly, the problem in which guillotine constraint is not imposed will be denoted as $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$. In addition, we will denote by $N=\{1, \ldots, n\}$ the set of items to cut, the $j$-th having width $w_{j}$ and height $h_{j}$, and by $W$ and $H$ the sizes of the bins. Finally, we assume without loss of generality that all input data are integer numbers.

An exact algorithm based on integrating column generation and constraint programming for solving both $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ and $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ was given in [64], whereas in [21] a dynamic programming algorithm was used to solve a related two-dimensional packing problem. As far as heuristic solutions are concerned, we observe that many algorithms for 2BP discussed in Section 2.7.2 and 2.7.3 (e.g., finite-best-strip and finite-first-fit [5], floor-ceiling and knapsack-heuristics [53]) pack items according to a 2-staged policy, hence producing patterns that are guillotinable. As to heuristic specifically devoted to $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$ we mention the agent-based algorithm proposed in [65], a constructive heuristic given in [13] and the three insertion heuristics introduced in [27]. A number of alternative methods for solving Two-Dimensional Bin Packing problems is given in [42].

In this chapter we propose a new heuristic algorithm, for the $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$, based on partial enumeration, and computationally evaluate its performance on a large set of instances from the literature. Computational experiments show that the algorithm is able to produce proven optimal solutions for a large number of problems, and gives a tight approximation of the optimum in the remaining cases.

The chapter is organized as follows. In Section 4.2 we give the general idea of our approach, while improvements over the basic version of the algorithm are discussed
in Section 4.3. Section 4.4 reports our computational experiments on a large set of instances from the literature, while Section 4.5 draws some conclusions.

### 4.2. Basic Heuristic Algorithm

Our algorithm is based on an enumeration tree that defines, at each level $p$, the current content for the $p$-th bin in the solution. The algorithm is heuristic in nature, in that not all possible feasible ways of packing the bins are taken into account. Leaf nodes correspond to complete solutions, in which all items have been packed. Intermediate nodes have a number of descendant nodes, associated with different ways to pack the next bin in a guillotine way. In particular, we use a set $\mathcal{S}$ of selection rules to determine the next item to pack (and its position in the bin) and a set $\mathcal{G}$ of guillotine split rules to satisfy the guillotine requirement, and generate a descendant node for each pair $(s, g)$ with $s \in \mathcal{S}$ and $g \in \mathcal{G}$. The search tree is explored according to a depth-first strategy, by considering descendant nodes according to the selection rule and then by the guillotine split rule. Obviously, if a feasible solution is found with value, say $z$, no descendant nodes are generated from nodes at level $z-1$.

Given a selection rule $s \in \mathcal{S}$ and a guillotine split rule $g \in \mathcal{G}$, the corresponding descendant node is obtained by applying the packing strategy described in Section 4.2.1. The sets of selection rules and guillotine split rules used in the algorithm are described in Sections 4.2.2 and 4.2.3, respectively.

### 4.2.1 Packing the current bin

In this section we describe the packing strategy that is used, at each node, to pack the current bin. We will denote by $J \subseteq N$ the set of items that have not been allocated in the previous bins (i.e., in the previous levels of the tree). Recall that each node implements a fixed selection rule and a fixed guillotine split rule.

Our packing strategy packs one item at a time in the free space of the bin, so as to guarantee that a guillotinable pattern is obtained. In particular, we maintain a list $\mathcal{F}=\left\{F_{1}, \ldots, F_{m}\right\}$ of pairwise disjoint free rectangles where the items in $J$ can be allocated. Initially, $\mathcal{F}=\left\{F_{1}\right\}$, i.e., there is only one rectangle that corresponds to the entire bin.

At each iteration, we determine the set $\mathcal{P}$ of pairs $\left(j, F_{i}\right)$ associated with feasible packings of an item $j \in J$ in a free rectangle $F_{i} \in \mathcal{F}$ and compute, for each such pair, an insertion score according to the given selection rule. The pair, say $\left(j^{*}, F_{i^{*}}\right)$ that produces a minimum is selected, item $j^{*}$ is packed with its bottom left corner in the bottom left corner position of rectangle $F_{i^{*}}$, and it is eliminated from $J$. The selected rectangle is then removed from $\mathcal{F}$, and split using the given guillotine split
rule, to possibly produce two smaller free rectangles that are inserted in $\mathcal{F}$. Finally, free rectangles are scanned to check if pairs of rectangles exist that can be merged into a unique larger rectangle. The current bin is closed if $J=\emptyset$, or $\mathcal{F}=\emptyset$ or no item $j \in J$ can be inserted in any free rectangle $F_{i} \in \mathcal{F}$.

A pseudocode implementation of the algorithm is given in Figure 4.2, where we assume the algorithm receives on input

- the set $J$ of unpacked items,
- the sizes $W$ and $H$ of the bin,
- a function $s\left(j, F_{i}\right)$ that returns the insertion score for item $j \in J$ into free rectangle $F_{i}$, and
- a function $g\left(j, F_{i}\right)$ that returns a possibly empty set of free rectangles obtained cutting item $j$ from rectangle $F_{i}$.

```
Algorithm GuillotineBin:
define an initial \(W \times H\) rectangle \(F_{1}\) at position \((0,0)\) and set \(\mathcal{F}=\left\{F_{1}\right\}\);
repeat
    let \(\mathcal{P}\) be the set of all pairs \(\left(j, F_{i}\right)\) such that item \(j \in J\) can be inserted in free
rectangle \(F_{i} \in \mathcal{F}\);
    if \(\mathcal{P} \neq \emptyset\) then
        let \(\left(j^{*}, F_{i^{*}}\right)=\arg \min \left\{s\left(j, F_{i}\right):\left(j, F_{i}\right) \in \mathcal{P}\right\}\);
        pack item \(j^{*}\) in rectangle \(F_{i^{*}}\) and set \(J:=J \backslash\left\{j^{*}\right\}\);
        set \(\mathcal{F}:=\mathcal{F} \backslash\left\{F_{i^{*}}\right\} \cup g\left(j, F_{i^{*}}\right) ;\)
    endif
until \(\mathcal{P}=\emptyset\);
```

Figure 4.2: Algorithm to pack a single bin.

### 4.2.2 Selection rule

Selection rules are used to simultaneously select the next item to be allocated and the associated free rectangle-recall that an item is always placed with its bottom left corner in the bottom left corner position of the selected rectangle. All the rules compute a score for each pair $\left(j, F_{i}\right)$ that indicates the "quality" of the packing. The smaller the better when the scores of two distinct pairs $\left(j, F_{i}\right)$ are compared. In case a pair, say $s\left(j, F_{i}\right)$, is found such that the current item $j$ perfectly fits the current free rectangle $F_{i}$, we set $s\left(j, F_{i}\right)=-\infty$, i.e., we pack item $j$ into rectangle $F_{i}$ without computing the remaining scores. Similarly, we assume that $s\left(j, F_{i}\right)=\infty$ in case item $j$ does not fit into rectangle $F_{i}$.

Let $W_{i}$ and $H_{i}$ denote the width and the height, respectively, of the free rectangle $F_{i}$. The following three different rules were used to perform the choice.

1. Best Area: $s_{B A}\left(j, F_{i}\right)=W_{i} H_{i}-w_{j} h_{j}$
2. Best Short Side: $s_{B S S}\left(j, F_{i}\right)=\min \left(W_{i}-w_{j}, H_{i}-h_{j}\right)$
3. Best Long Side: $s_{B L S}\left(j, F_{i}\right)=\max \left(W_{i}-w_{j}, H_{i}-h_{j}\right)$

These rules minimize the unused area in the free rectangle, the length of the shorter leftover side and the length of the longer leftover side, respectively. Similar rules were used in [42], together with rules that maximize these figures, to determine the best free rectangle to pack a given item; differently, we use selection rules to simultaneously determine the next item to pack and the associated packing position.

### 4.2.3 Guillotine split rule

Let $j$ and $F_{i}$ denote the item and the free rectangle, respectively, that have been determined using some selection rule. The algorithm packs item $j$ with its bottom left corner in the bottom left corner of rectangle $F_{i}$, producing a L-shaped free space. This free space can be split into two new free rectangles, either with a horizontal or with a vertical cut, as shown in Figure 4.3. In the former case, two new free rectangles are generated with sizes $W_{i}, H_{i}-h_{j}$ and $W_{i}-w_{j}, h_{j}$, respectively. If instead the cut is vertical, the two new rectangles have sizes $w_{j}, H_{i}-h_{j}$ and $W_{i}-w_{j}, H_{i}$, respectively. In both cases, if $w_{j}=W_{i}$ or $h_{j}=H_{i}$ only one rectangle is produced, whereas no rectangle is created if both equalities hold.


Figure 4.3: Example of horizontal (left) and vertical (right) guillotine cut.

We implemented a number of different strategies proposed in [42] to determine the type of cut to produce; preliminary computational experiments suggested to use three of them in our algorithm, namely:

1. Longer Leftover: cut is horizontal if $W_{i}-w_{j} \geq H_{i}-h_{j}$, and vertical otherwise;
2. Shorter Leftover: cut is horizontal if $W_{i}-w_{j}<H_{i}-h_{j}$, and vertical otherwise;
3. Min Area: cut is horizontal if $h_{j}\left(W_{i}-w_{j}\right)<w_{j}\left(H_{i}-h_{j}\right)$, and vertical otherwise.

The first two split rules select the cut direction according to the longer and shorter leftover side, respectively, whereas the third one is aimed at producing two new free rectangles having a similar area.

### 4.3. Enhanced Heuristic Algorithm

The basic scheme described in Section 4.2 can lead to search trees with a very large number of nodes, even for small instances. Indeed, combining the three selection rules with the three guillotine split rules, provides nine potentially different children for each node. This means that the number of nodes at the $p$-th level of the search tree is $9^{p}$, which can be extremely large even for small values of $p$. In this section we present two ways to improve the algorithm: the first one, described in the next section, is aimed at avoiding the multiple generation of decision nodes producing the same pattern, whereas the second one is a heuristic pruning of the nodes, as described in Section 4.3.2.

### 4.3.1 Removing duplicated nodes

Consider a certain node, say $d$ at a given level $p$ of the search tree. Let $\left(s_{1}, g_{1}\right)$ and $\left(s_{2}, g_{2}\right)$ denote two possible descendant nodes associated with different selection rules $s_{1}, s_{2} \in \mathcal{S}$ and/or different guillotine split rules $g_{1}, g_{2} \in \mathcal{G}$. Though the rules used in the two nodes are different, the packing strategy may produce two (possibly different) patterns that pack the same subset of items. In this case, the subtrees descending from these two nodes would be absolutely identical, and exploring both of them would be a waste of time.

To avoid these situations, the basic scheme has to be modified so as to generate descendant nodes only for those patterns that pack a different subsets of items. In principle, one should compare the set of unpacked items after processing node $d$, say $J(d)$, with the same set after each node of level $p$ has been processed, possibly fathoming the current node. As this check could be time consuming, we only compare $J(d)$ with the same set produced by brother nodes, i.e., nodes at level $p$ that have been generated by the same node using different selection and/or guillotine split rules.

### 4.3.2 Heuristic pruning

Our second strategy is a heuristic pruning of some nodes of the search tree, according to the current partial solution. Let $A=\sum_{j \in N} w_{j} h_{j}$ and $z$ be the total area of the items and the value of an incumbent solution, respectively (initially, $z=n$ ). In addition,
remind that $J(d)$ denotes the set of items that are still unpacked after the exploration of a given node $d$ at level $p$.

We compute the average filling of each bin in the partial solution at the current node $d$, say $A V$, and we compare this value with a measure of the average filling of each bin in a solution using one bin less than the current incumbent. In particular, if condition

$$
\begin{equation*}
A V:=\frac{A-\sum_{j \in J(d)} w_{j} h_{j}}{p W H} \leq \alpha \frac{A}{(z-1) W H} \tag{4.1}
\end{equation*}
$$

is satisfied, we fathom the current node. The rationale is that the current solution has an average filling of the already used bins that is unlikely to lead to improve the incumbent. The value of the parameter $\alpha$ in (4.1) is updated during the execution of the algorithm: initially, we set $\alpha=0$, i.e., at the beginning no node is pruned. After we explored a number, say $N_{1}$, of nodes without improving the incumbent, we increase the value of $\alpha$ by a quantity $\delta$, to avoid complete enumeration. The increase of parameter $\alpha$ (up to 1 ) is possibly repeated every $N_{2}$ non-improving nodes.

### 4.4. Computational experiments

The basic algorithm described in Section 4.2 (denoted as BSC in the following) and its enhanced version (ENH) of Section 4.3 were coded in C language and tested on an Intel Xeon E3-1220V2 machine running at 3.10 GHz on a large set of instances proposed in the literature. Preliminary computational experiments suggested to set $N_{1}=500$, $N_{2}=500$ and $\delta=0.1$ for algorithm ENH. As a benchmark, we considered the ten classes of instances proposed in [5] and in [61] for 2BP. Each class includes 50 instances (10 instances for each value of $n \in\{20,40,60,80,100\}$ ), so a set of 500 instances has been considered.

The first six classes proposed by Berkey and Wang [5] are so characterized:

Class $I: w_{j}$ and $h_{j}$ uniformly random in $[1,10], \mathrm{W}=\mathrm{H}=10$;
Class $I I: w_{j}$ and $h_{j}$ uniformly random in $[1,10], \mathrm{W}=\mathrm{H}=30$;
Class III : $w_{j}$ and $h_{j}$ uniformly random in $[1,35], \mathrm{W}=\mathrm{H}=40$;
Class $V I: w_{j}$ and $h_{j}$ uniformly random in $[1,35], \mathrm{W}=\mathrm{H}=100$;
Class $V: w_{j}$ and $h_{j}$ uniformly random in $[1,100], \mathrm{W}=\mathrm{H}=100$;
Class VI: $w_{j}$ and $h_{j}$ uniformly random in $[1,100], \mathrm{W}=\mathrm{H}=300 ;$

In the last four classes, proposed by Martello and Vigo [61], the items are classified in four types:

Type 1: $w_{j}$ uniformly random in $\left[\frac{2}{3} W, W\right], h_{j}$ uniformly random in $\left[1, \frac{1}{2} H\right]$;
Type 2: $w_{j}$ uniformly random in $\left[1, \frac{1}{2} W\right], h_{j}$ uniformly random in $\left[\frac{2}{3} H, H\right]$;
Type 3: $w_{j}$ uniformly random in $\left[\frac{1}{2} W, W\right], h_{j}$ uniformly random in $\left[\frac{1}{2} H, H\right]$;
Type 4: $w_{j}$ uniformly random in $\left[1, \frac{1}{2} W\right], h_{j}$ uniformly random in $\left[1, \frac{1}{2} H\right]$;

The bin sizes are $W=H=100$ for all classes, while the items are as follows:

Class VII : type 1 with probability $70 \%$, type $2,3,4$ with probability $10 \%$ each;
Class VIII: type 2 with probability $70 \%$, type $1,3,4$ with probability $10 \%$ each;
Class IX : type 3 with probability $70 \%$, type $1,2,4$ with probability $10 \%$ each;
Class $X$ : type 4 with probability $70 \%$, type $1,2,3$ with probability $10 \%$ each;

Tables 4.1 and 4.2 report the outcome of our experiments for algorithms BSC and ENH, respectively. Each algorithm was tested using different time limits, namely 60, 600 and $1,800 \mathrm{CPU}$ seconds. Each line of the tables refers to a given class and value of $n$, i.e., it summarizes ten instances. For each considered time limit, the tables report

- the sum of the best solution found by our heuristic algorithm,
- the number of instances for which the solution found is provably optimal,
- the average percentage error - for each instance the percentage error is given by $(U-L) / L$, where $U$ is the value of the solution found by the algorithm and $L$ denotes the best known lower bound value.

In addition, we report, for each class and value of $n$, the sum of the best known lower bounds for the ten $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ instances, i.e., when guillotine constraint is not imposed. ${ }^{2}$ Noting that $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ is a relaxation of $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$, this figure provides a lower bound on the optimal solution value. Finally, the last line of each table gives the same figures with respect to the whole benchmark.

Our computational experiments show that, even with the smallest time limit of 60 seconds, the basic algorithm is able to find the optimal solution value in 361 out of the 500 instances, and has an average error below $3.6 \%$. The improvements that can be obtained with a larger time limit are limited but regular: with 1,800 seconds, the algorithm saves overall 24 bins, and proves optimality for 20 more instances, with an average gap below $3.4 \%$. Noting that the produced solutions are compared with lower

[^2]

Table 4.1: Results on 2BP instances from the literature for the basic algorithm.


TABLE 4.2: Results on 2BP instances from the literature for the enhanced algorithm with $N_{1}=500, N_{2}=500$ and $\delta=0.1$.
bounds (or optimal values) for the relaxation of the problem in which guillotine constraint is not imposed, these results show that even the basic version of the algorithm is quite effective. Results are even better for the enhanced algorithm, which is able to solve to optimality 386 instances in the 60 seconds time limit, and has an average percentage error approximatively equal to $3.3 \%$. We note that these figures are slightly better than the results obtained by the basic algorithm in the 30 -minutes time limit; thus, it is not surprising that only marginal improvements can be obtained over these solutions with longer time limits. In particular, increasing the time limit to $1,800 \mathrm{CPU}$ seconds leads to saving 8 bins and to 7 additional optimal solutions.

In order to evaluate the quality of the results obtained we report in Table 4.3 the information on the overall number of bins required in the best known solutions in the literature (taken from [62]) for problem $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$. We want to stress again that this information is reported for reference only, to compare the performance of our heuristic with those of the state-of-the-art algorithms for a less constrained problem in which guillotine constraints are not imposed. This comparison shows that the global number of bins used over the 500 instances by algorithm ENH is about $0.5 \%$ more than the same figure for the problem in which guillotine constraint is not imposed ( 7281 vs 7241). This confirms that a very marginal increase in the solution value has to be incurred to impose the guillotine constraint, and makes the algorithm's performance comparable to those of the best heuristic algorithms proposed in the literature for $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$.

|  | $2 \mathrm{BP}\|\mathrm{O}\| \mathrm{F}$ |  | ENH |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
| class | $L B$ | $U B$ | $U B$ | \#opt | $\%$ gap |
| 1 | 993 | 997 | 997 | 46 | 0.004 |
| 2 | 124 | 124 | 126 | 48 | 0.027 |
| 3 | 687 | 696 | 705 | 32 | 0.041 |
| 4 | 119 | 124 | 126 | 43 | 0.053 |
| 5 | 883 | 892 | 899 | 35 | 0.017 |
| 6 | 108 | 112 | 116 | 42 | 0.110 |
| 7 | 813 | 827 | 834 | 29 | 0.023 |
| 8 | 826 | 835 | 839 | 37 | 0.013 |
| 9 | 2130 | 2130 | 2130 | 50 | 0.000 |
| 10 | 490 | 504 | 509 | 31 | 0.037 |
| Global | 7173 | 7241 | 7281 | 393 | 0.033 |

Table 4.3: Comparison between guillotine and non-guillotine heuristics. Time limit $=1,800 \mathrm{CPU}$ seconds.

### 4.5. Conclusions

In this chapter we considered the orthogonal Two-Dimensional bin packing problem in which items cannot be rotated and guillotine constraints are imposed. For this problem, denoted as $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$, we developed a heuristic algorithm based on partial enumeration, possibly enhanced so as to reduce the search space. An extensive computational analysis on a large set of instances from the literature shows that the algorithm is able to
solve more than $78 \%$ of the problems, with an average gap of $3.3 \%$, thus confirming the viability of the approach. As these performance numbers are computed with respect to some lower bound values for the relaxed problem in which guillotine constraints are not imposed (i.e., $2 \mathrm{BP}|\mathrm{O}| \mathrm{F}$ ), future research direction will be devoted in developing fast lower bounding techniques for $2 \mathrm{BP}|\mathrm{O}| \mathrm{G}$.
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