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Introduction

Particle accelerators are wonderful instruments. They are used for fundamental physics
research and for a variety of applications including medical imaging and radiotherapy. The
first accelerators were built in the 30s using electrostatic generators; the merits for the first
prototype go to Van de Graaff (1931) [1], followed by works by Cockcroft and Walton [2].
More recent tandem version allowed to double the potential and reached proton energies
above 10 MeV.

Higher energies have been reached with the linear accelerators, first proposed by Rolf
Widerøe in his thesis [3] where the use of alternating fields and multiple elements on a
straight line allowed to overcome the limitations of the electrostatic accelerators.

In parallel, circular accelerators were developed first by Lawrence [4] with his cyclotron
(1930), capable of producing a high intensity monoenergetic beam.

In the middle of last century particle accelerators got a substantial boost with the syn-
chrotron, first built by Edwin McMillan (1945) to accelerate electrons. The first synchrotron
for protons was designed by Sir Marcus Oliphant and built (1952) , see E. J. N. Wilson for
a nice review [5].

Synchrotron are the basic devices for modern ring storage and accelerators, such as the
state-of-the-art Large Hadron Collider at CERN, in Geneva. This device is enormous and
the largest ring, 27 km, is only the last of a sequence of interconnected smaller rings where
the protons or ions energy is progressively increased. At maximum design parameters,
7 TeV protons circulate in the largest ring in both directions and collide with extremely
high luminosity. The design of the future TeV electron positron linear colliders (like the
International Linear Collider or the Compact LInear Collider), if realized with traditional
technology, would be limited by the maximum achievable electric field in conventional
cavities (∼ 60 MV/m), so that the length would be several tens of km.

Since the size of and cost of accelerators for high energy physics have been continuously
growing and the limits of technical and economical feasibility are almost reached at present,
scientists started to look for new technologies to drive particle acceleration.

In this context was born the idea of using lasers. In 1979, Tajima and Dawson wrote a
paper [6] in which they proposed the idea of a wake field generated by a light packet within
an under-dense plasma. The plasma itself is produced by the laser beam and electron beam
are accelerated by the wake field to high energies in very short distances. This idea grew
in subsequent years, with also the very famous “Dream Beam” 2004 Nature cover [7, 8, 9].

The most recent achievements, using this technique, are related to multi-GeV electrons
production over distanced ranging from a few mm to a few cm [10, 11].

5



6 INTRODUCTION

Similar ideas were developed for proton and ion acceleration and in the latest years few
tens of MeV protons were produced in different laboratories around the world. Starting
from the famous experiment performed by Snavely et al. [12], many other experiments
were performed and theoretical models were developed. The Target Normal Sheath Accel-
eration (TNSA) mechanism, in which the protons are accelerated by the electrostatic field
created (by charge separation) by the displaced electrons, is now well established, but is not
satisfactory because of the low quality of the produced ions or protons beams. Other mech-
anisms like Radiation Pressure Acceleration or Magnetic Vortex Acceleration are presently
investigated with theoretical modeling, numerical simulations and, whenever possible and
technically feasible, also from the experimental point of view. Comprehensive reviews on
laser-driven proton acceleration can be found in [13].

In this thesis I will describe the basic aspects of laser plasma interaction for the acceler-
ation of protons and the techniques developed to diagnose and enhance the beam quality.
Even though the starting point is based on analytical models, the numerical methods, and
the software in which they have been implemented, play a key role to simulate and re-
produce laser-plasma acceleration experiments in High Performances Computing (HPC),
massively parallel computing environments. At present this is the only way to understand
the underlying physical mechanisms and to develop new theoretical models.

The driving line of this thesis will be the study and design of a compact system to
extract a high quality beam out of the bunch of protons produced by the interaction of a
sub PW laser beam with a thin solid target in the TNSA regime, which is experimentally
quite reliable. Such a system would be of interest for applications if the final energy and
intensity are sufficiently high. Applications to radiobiology require energies in the 30 MeV
range, whereas the threshold of interest for therapy is 60 MeV and the required dose is
achieved with ∼ 107 protons per bunch at repetition rate of 10 Hz.

With start to end 3D simulations of acceleration and transport, we will show that a beam
with at least 108 protons at 30 MeV, having a small energy spread and a small divergence,
can be selected from an initial proton bunch generated by a laser beam whose intensity is
the 1− 2 1021 W/cm2 range. This is compatible with some recent experiments. The key
idea for beam shaping is to exploit the chromaticity of a magnetic lens, since a collimator
placed on the focus of particles with the desired energy allows to select a monochromatic
beam.

In this thesis different transport lines are proposed and analyzed. The first is based on
a high field solenoid, some collimators and, for perfect filtering and post-acceleration, a
high-field high-frequency compact linac originally designed to accelerate a 30 MeV beam
extracted from a cyclotron.

The second one is based on a quadruplet of permanent magnetic quadrupoles: thanks
to its grater simplicity and reliability, it has a great interest for experiments, but the effec-
tiveness is lower than the one based on the solenoid and the final beam intensity drops by
an order of magnitude.

An additional order of magnitude in intensity is lost if the energy selection is achieved
with a chicane, the third beamline design, because of its very low efficiency for off axis
protons.

The proposed schemes have a solid computational support, even though the space
charge effects during the transport have been neglected, and could guide a near term
experiment.

A hybrid scheme is of great interest to merge the two worlds of laser-plasma and con-
ventional accelerators, trying to bring out the best of both, but the work in future must be
adapted to future acceleration regimes, like RPA. Also, full optical shaping of the proton
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beam may be achieved with new technologies. However, since these full optical scenarios
are not expected to be available within a decade or two, a big motivation for this thesis
was the development of near-term strategies for applications to biomedicine and material
physics.

Laser based accelerators can provide not only protons but also electrons of hundreds of
MeV and secondary X beams. Due to their moderate cost and size and high flexibility they
would be ideally suited for small laboratories or academic research environments.

In the first chapter, I will briefly describe history of laser development, from the
theoretical foundations at the beginning of the 20th century, to the first experiments in the
Sixties, and to recent achievements, like the many petawatt facilities already built or being
developed. I will also discuss analytical treatment and description of a laser pulse.

In the second chapter, the attention will be given to laser-plasma acceleration. The
implementation of this mechanism in a computer simulation is also briefly described. A
quick overview of electron acceleration is proposed: this technology is already well estab-
lished and the research community is now mainly focused on building multi-stage devices,
or complex solutions coupling different radiation sources. Ion acceleration, on the other
hand, is still in its early infancy from the development point of view. Since the interaction
between the laser pulse and protons is mediated by electrons, we are still unable to have
laser-driven monochromatic and collimated proton sources. We have broad spectra, in en-
ergy (exponential spectrum thanks to the thermal equilibrium with electrons) and in angle
(flat or Mexican hat spectrum).

In the third chapter, I will describe all the devices that we studied to design beam-
lines that control the emittance, reduce the size and perform an energy selection for a
laser-driven proton bunch. From the simple chicane, built around a collection of magnetic
dipoles, to quadrupoles, solenoids, RF cavities and other new plasma-based strategies, I
will describe their analytical treatment that is the basis that was used to build their numer-
ical representation in our simulation tools.

In the fourth chapter, I will briefly describe our results that came out from this research.
Starting from two of the papers that we published, I will explain pros and cons about
using solenoids, RF cavities, quadrupoles and chicanes when applied to real experiments,
in a description completely driven by fully 3D simulations done using our software. The
chapter concludes with a description of a recent experiment to which we could apply those
results.

In the appendices, dedicated to detectors, de-neutralization and INFN projects it’s pos-
sible to find some details about the detectors currently used in experiments, how to repro-
duce them in our simulations, techniques designed to remove the comoving electrons from
the proton bunch and, finally, an extremely quick description of Italian experiments and
Italian important participation in international laser experiments, through INFN.

Please download the latest version of this thesis from
http://stefano.sinigardi.it/PhD_thesis.pdf

http://stefano.sinigardi.it/PhD_thesis.pdf
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1
Laser development

Light from laser is extremely peculiar: it has unmatched coherency in space and time.

Laser was born in 1917 with the theoretical foundations by Albert Einstein [14], but its
serious life started in 1957 at Bell Labs, with the work of Charles Hard Townes and Arthur
Leonard Schawlow [15, 16], as a development of the maser concept.

When atoms have been induced into an excited energy state, they can amplify radiation
at the proper frequency. By putting such an amplifying medium in a resonant cavity,
feedback is created that can produce coherent radiation.

Modern compact systems, based for example on titanium doped sapphire crystals
(Ti:Sa) as the active media, are able to compress up to tens of joules of energy in a spot of
few squared micrometers and tens of femtoseconds, making available powers at the level
of the petawatt and intensities of 1022 Watts per squared centimeter.

Another possibility is to use neodymium doped YAG crystals (YAG is yttrium alu-
minum garnet, Y3Al5O12). While the wavelength is modestly increased with respect to
Ti:Sa crystals, from λ0 = 800 nm to λ0 = 1 µm, the main difference in this case is that the
pulse is extremely energetic (can be more than 100 J), while also being much longer (τ ∼ 1
ps).

The laser maximum intensity grew to these levels through many different leaps, with
the most recent one being the chirped pulse amplification (CPA) invention, recently cou-
pled with optical parametric amplifiers (OPCPA) [17].

An important and unavoidable characteristic of these kinds of pulses is the so called
pre-pulse. The manipulation of the pulse inside the elements, in fact, creates this extremely
short and intense light packet, but there’s a pedestal, before the main signal, whose du-
ration can be in the nanosecond scale order and whose intensity is a characteristic that is
measured through a very important parameter: the contrast. Contrast is the ratio between
the peak and the prepulse intensities and even if it can be up to ten orders of magnitude,
like a micrometric thickness when measuring a tens of kilometers height, it might be not
enough for some experiments. In fact, assuming a 1010 contrast ratio, if we are using a
petawatt-class laser with intensities up to 1022 W/cm2 (which is excellent), we have for few
nanoseconds an intensity that is in the order of 1012 W/cm2, enough to modify the shape
of a target or even destroy it (if it is dramatically thin). In fact, dealing with the prepulse
problem will be one of the topic of this thesis, discussed mainly in section 4.1.2.
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10 CHAPTER 1. LASER DEVELOPMENT

Figure 1.1: Graph showing the history of maximum laser pulse intensity
throughout the past 50 years as commonly found in many laser-plasma
textbooks. Note that for today and for the future, the line is extremely
optimistic. We are well below those values!

Laser τ [fs] E [J] I [W/cm2] ` [µm] Emax [MeV] T [MeV] ε

LOA [18] 40 0.8 6× 1019 6 8 — —
CRIEPI [19, 20] 60 0.1 ∼ 1× 1019 5 1.2 0.2 0.2%
ASTRA [21] 60 0.2 7× 1018 20 1.5 — 0.7%
JanUSP [22] 100 10 ∼ 1020 3 24 3.2 1%
MPQ [23] 150 0.7 ∼ 1019 10 2.5 — —
LULI100 [24, 25] 320 30 6× 1019 20 20 3 1%
CUOS [26] 400 5 5× 1019 12.5 12 — —
GEKKO [27] 450 25 5× 1018 5–25 10 3.4 —
NOVA PW [12] 500 500 3× 1020 100 58 6 12%
RAL PW [28, 29] 700 400 2× 1020 100 44 — 7%
RAL Vulcan [30] 1000 90 ∼ 1020 10 36 4.5 5%

Table 1.1: Parameters of some of the laser systems used for high en-
ergy proton acceleration experiments and typical parameters of the proton
beams produced as reported in the references. Taken from [31]
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1.1 An analytical model

In order to study the laser pulse generated by modern devices, and to reproduce it faith-
fully inside our simulation tools, it’s better first of all to give an analytical description of
it.

1.1.1 Maxwell equations

rot E = −1
c

∂

∂t
B (1.1)

div B = 0 (1.2)

rot B =
4π

c
j +

1
c

∂

∂t
E (1.3)

div E = 4πρ (1.4)

Scalar φ and vector A potentials are defined through:

B = rot A E = − grad φ− 1
c

∂

∂t
A (1.5)

This common choice of potentials makes it trivial to satisfy Maxwell equations 1.1 and 1.2.
If we choose also a gauge in which

div A +
1
c

∂

∂t
φ = 0 (1.6)

then equations 1.3 and 1.4 become wave equations for the two potentials:

(
∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2 −
1
c2

∂2

∂t2

)
A = −4π

c
j(

∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2 −
1
c2

∂2

∂t2

)
φ = −4πρ

in which ρ and j are density charge and current.
If we are in vacuum, there are no sources and we can choose, of course, φ = 0. In this

case the gauge becomes ∇ ·A = 0. The relationship with the fields becomes

B = rot A E = −1
c

∂

∂t
A

The vector potential A then satisfy the homogeneous wave equation:(
∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2 −
1
c2

∂2

∂t2

)
A = 0

Find a solution using Fourier transforms

Let’s consider an assigned field E(x, y, z; 0) = E(x, y, z; t0) at t0 = 0 (that could be an electric
field component, a magnetic field one, or a component of the vector potential). In order to
find its evolution, that obeys to the wave equation in the vacuum(

∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2 −
1
c2

∂2

∂t2

)
E(x, y, z, t) = 0
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we can use the Fourier transform

E(x, y, z, t) =
1

(2π)3

∫ +∞

−∞
dkxdkydkzÊ(kx, ky, kz)ei(kxx+kyy+kzz−ωt) (1.7)

where

ω = c
√

k2
x + k2

y + k2
z

and Ê(kx, ky, kz) is the Fourier transform of the initial condition

Ê(kx, ky, kz) =
∫ +∞

−∞
dxdydzE(x, y, z, 0)e−i(kxx+kyy+kzz)

The laser pulse

In order to analyze a monochromatic of finite time duration laser pulse we have to use
another representation, as customary in the literature.

E(x, y, z, t) =
1

(2π)3

∫ +∞

−∞
dkx dky dkz Ê(kx, ky, kz)ei(xkx+yky+z

√
k2

z−k2
x−k2

y−ωt) (1.8)

where the frequency is ω = ckz.
In this case Ê(kx, ky, kz) is the Fourier transform of the pulse at z = 0, where we may

assume to be located the focus of the pulse.

ˆE(kx, ky, kz) =
∫ +∞

−∞
dx dy d(ct) E(x, y, 0, t)e−i(xkx+yky−ct kz)

In order to write this representation we must know the pulse shape in z = 0 at any
time, and consequently its Fourier transform.

A laser pulse is an electromagnetic wave which propagates in a given direction (we
choose it to be the z axis) and which is determined by the knowledge of its behavior at the
focal plane z = 0.

In the simplest case we can represent the pulse at z = 0 as a Gaussian in the transverse
coordinates times a function f (t) which determines its temporal profile

E(x, y, 0, t) = exp
(
− x2 + y2

w2
0

)
f (−ct) e−ik0ct (1.9)

where ω0 = c k0 is the carrier laser frequency.
The corresponding Fourier transform is given by

Ê(kx, ky, kz) = πw2
0 exp

−
(

k2
x + k2

y

)
w2

0

4

 f̂ (kz − k0) (1.10)

where f̂ (kz) is the Fourier transform of f (z). In the monochromatic case f = 1 and
the pulse has an infinite time extension so that its Fourier transform reduces to f̂ (kz) =

2π δ(kz). For a beam with a Gaussian temporal profile we write

f (ct) = exp
(
−c2t2/w2

z
)

where wz/c is the a measure of its time extension. Its Fourier transform is given by

f̂ (kz) = wz
√

π exp
(
−k2 w2

z/4
)



1.1. AN ANALYTICAL MODEL 13

so that f̂ (kz − k0) has as a limit 2πδ(kz − k0) for wz → ∞ and we are back to the
monochromatic pulse.

Another type of frequently used temporal profile is given by f (ct) = cos2
(

π

2
ct
wz

)
if |ct| ≤ wz

f (ct) = 0 if |ct| > wz

and its Fourier transform is given by

f̂ (kz) =
sin(kzwz)

kzwz

π2

π2 − k2
zw2

z

also in this case we recover the monochromatic pulse in the limit wz → ∞.
In this Gaussian model for the laser pulse the main parameters are the following:
the central wavelength

λ0 =
2π

k0

the central frequency

ω0 = ck0 = 2π
c

λ0

the Rayleigh length

zR =
w2

0k0

2
=

πw2
0

λ

the beam aperture

θ =
w0

zR
= λπw0

Obviously the other two relevant parameters are the transverse waist w0 and the pulse
duration τ = wz/c.

A remarkable simplification occurs if zR � w0, since in this case the paraxial approxi-
mation can be made. We first consider the case of a monochromatic pulse in the paraxial
approximation first and then write the exact solution.

Monochromatic pulse

The solution for a monochromatic pulse with a Gaussian transverse profile can be written
as

E(x, y, z, t; k0) =
π w2

0

(2π)2

∫ +∞

−∞
dkx dky e−(k

2
x+k2

y)w2
0/4 ei(kxx+kyy+

√
k2

0−k2
x−k2

yz−ω0t) (1.11)

The solution can be evaluated exactly by reducing to a single integral after introducing
polar coordinates

x = ρ cos θ y = ρ sin θ kx = kT cos φ ky = kT sin φ

since the angular integration can be performed analytically and one obtains
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E(x, y, z, t; k0) =
πw2

0

(2π)2

∫ ∞

0
kT dkT e−w2

0k2
T/4 ei(z

√
k2

0−k2
T−k0 ct)

∫ 2π

0
dφ eikTρ cos(φ−θ) =

=
w2

0
2

∫ ∞

0
kT dkT e−w2

0k2
T/4 ei(zk0

√
1−k2

T/k2
0−k0 ct) J0(kTρ)

By expanding the exponential into a series of Hankel functions, the solution can be
written as a series. However, for numerical purposes, due to the exponential decay of the
integrand, very accurate results can be obtained with standard quadrature methods.

A more manageable solution is obtained if the following condition is satisfied

ε =
w0

2zR
=

1
w0k0

=
λ0

2πw0
� 1

Indeed we can expand the square root in the exponential by neglecting terms beyond
the quadratic ones so that the remaining Gaussian integrals are readily evaluated

√
k2

0 − k2
x − k2

y = k0

(
1−

k2
x + k2

y

2k2
0

+ . . .

)
= k0 −

k2
x + k2

y

2k0
+R

Neglecting the remainder R we can write

E(x, y, z, t; k0) = πw2
0 I(x) I(y) ei(k0z−ω0t)

where

I(x) =
1

2π

∫ +∞

−∞
dke−

k2

2σ2 +ikx =

√
σ2

2π
e−σ2x2/2 σ2 =

1
w2

0/2 + iz/k0

The final results reads

E(x, y, z, t) = w2
0

σ2

2
e−σ2 x2+y2

2 ei(k0z−ω0t)

After separating in σ2 the real and imaginary part, it can be cast in the standard form

E(x, y, z, t; k0) =
w0

w(z)
exp

(
− x2 + y2

w2(z)

)
exp

(
i(x2 + y2)

z/zR

w2(z)
− iδ

)
ei(k0z−ω0t) (1.12)

where

w(z) = w0

√
1 +

(
z

zR

)2

δ = arctan
(

z
zR

)
The phase δ is known as Gouy phase.

Envelope equation

The solution for a monochromatic wave can be written as

E(x, y, z, t) = E0(x, y, z) ei(k0z−ω0t)

where E0(x, y, 0) is determined by the transverse distribution in the focal plane at t = 0.
The equation for E0 reads



1.1. AN ANALYTICAL MODEL 15

∂2E0

∂x2 +
∂2E0

∂y2 +
∂2E0

∂z2 + 2ik0
∂E0

∂z
= 0

One can immediately verify that

E0(x, y, z) =
1

(2π)2

∫ +∞

−∞
dkxdkyE(kx, ky) ei(kxx+kyy+z (

√
k2

0−k2
x−k2

y−k0))

where

E(kx, ky) = exp
[
−ω2

0
4

(
k2

x + k2
y

)]
satisfies this equation. If we perform the scaling

x = w0x′ y = w0y′ z = zRz′

the equation becomes

∂2E0

∂x′2
+

∂2E0

∂y′2
+ 4ε2 ∂2E0

∂z′2
+ 2i

∂E0

∂z
= 0

where

ε =
1

k0w0

If ε � 1 the term proportional to ε2 can be neglected and we obtain the so called
envelope equation

∂2E0

∂x2 +
∂2E0

∂y2 + 2ik0
∂E0

∂z
= 0

It is straightforward to say that

E0 =
1

(2π)2

∫ +∞

−∞
dkxdkyE(kx, ky) ei(kxx+kyy−z(k2

x+k2
y)/2k0)

satisfies exactly the envelope equation. In particular, if we choose

E(kx, ky) = e−w2
0(k2

x+k2
y)/4,

then the envelope E0 of equation 1.10, namely

E0 =
w0

w(z)
exp

(
− x2 + y2

w2(z)
+ iΦ

)
where

Φ =
x2 + y2

w2(z)
z

zR
− δ,

satisfies exactly the envelope equation.
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Finite pulse

Let us consider a pulse with a fixed duration (or at least with a fast decrease in time beyond
a given interval) with central wave number k0 and central frequency ω0 = ck0. For example
we might choose the pulse in the focal plane E(x, y, 0, t) given by equation 1.9 so that its
Fourier transform is given by 1.10. In this case, if we let w0 → ∞, the pulse becomes one
dimensional, its Fourier transform is f̂ (kz − k0) (2π)2 δ(kx)δ(ky) and the solution becomes

E(z, t) = f (z− ct)ei(k0z−ω0 t)

If we denote for convenience E(x, y, z, t) = Emono(x, y, z, t; k0) we have

Emono(x, y, z, t; kz) =
π w2

0

(2π)2

∫ +∞

−∞
dkxdky e−(k

2
x+k2

y)w2
0/4 ei(xkx+yky+z

√
k2

0−k2
x−k2

y−ω0t)

The solution for a pulse of finite duration can be written as

E(x, y, z, t) =
1

2π

∫ +∞

−∞
dkz f̂ (kz − k0) Emono(x, y, z, t; kz) =

=
1

2π
E(0)

mono(x, y, z, t; k0)eik0(z−ct)
∫ +∞

−∞
dkz f̂ (kz − k0)ei(kz−k0)(z−ct)

In the limit of a monochromatic pulse we have f̂ (kz − k0) = (2π)δ(kz − k0) and we
recover the previous solution 1.11. If the paraxial approximation holds for the monochro-
matic wave, we have the following representation

Emono(x, y, z, t; kz) = E0(x, y, z; kz) ei kz(z−ct)

If time extension of the pulse is large so that its Fourier transform is sharply peaked
around k0, then in the integral we can replace E0(x, y, z; kz) with E0(x, y, z; k0) obtaining,
after integration on kz, the following approximation which amounts to a factorization of
the monochromatic pulse envelope with one dimensional longitudinal pulse:

E(x, y, z, t) = E0(x, y, z; k0) eik0(z−ct) f (z− ct)

In order to evaluate the error present in this approximation we assume that it satisfies
the wave equation exactly

∂2E0

∂x2 +
∂2E0

∂y2 + 2ik0
∂E0

∂z
+

∂2E0

∂z2 + 2
∂E0

∂z
∂ log f

∂z
= 0

This reduces to the envelope approximation if the last two terms can be neglected. In
order to appreciate their weight, we scale the variables according to x = w0x′, y = w0y′ and
z = zR z′. The term before the last one has a factor ε2 after the scaling. To compute the last
term we suppose f (z) = e−z2/w2

z which implies | f ′(z)/ f (z)| = 2|z|/w2
z . As a consequence

after the scaling the last term is proportional to w2
0/w2

z . If wz > zR then we have that the
contribution of the last term is of order ε2 and can be neglected.

As an example, we consider a laser pulse with the following parameters expressed in
µm:

λ0 = 2 w0 = 4 −→ zR = 8π ' 25 ε = 0.08
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Figure 1.2: Left side: color for the envelope of a monochromatic Gaus-
sian pulse. Right side: color plot for the envelope of the finite pulse
cos2(πz/2wz) where wz = zR. The coordinates are scaled: x′ = x/w0, z′ =
z/zR.
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Figure 1.3: Color plot of the absolute value of the field E for a Gaussian
pulse of finite duration cos2(πz/2wz) where wz = zR. The coordinates are
scaled: x′ = x/w0, z′ = z/zR.

In fig. 1.2 we compare the envelope of E for the monochromatic pulse and for a pulse
of finite duration where f (ct) = cos2(πz/2wz) for |ct| < wz and null elsewhere having
chosen wz = zR.

During my PhD I was the tutor of G. Bondanelli that wrote his bachelor thesis on this topic.
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2
Plasma acceleration

In a plasma there are few basic parameters that characterize its dynamic evolution and
the propagation of an electromagnetic pulse through it. The first one is the Debye radius,
which measures the size of the region on which collisional effects are relevant. This value
is obtained by considering a plasma in thermal equilibrium at temperature T and a local
deviation from neutrality. By solving Poisson’s equation, where the charge density is given
by Maxwell’s distribution, one finds that the electrostatic field created by the local charge
Q vanishes exponentially as

V =
Q
r

e−r/λD λ2
D =

kBT
4πe2n0

where n0 is the local charge density. The charge q(r) is a sphere of radius r; it is Q for
r = 0 and vanishes for r → ∞ according to q(r) = Q e−r/λD (1 + r/λD) since the charge
fluctuation is compensated at large distances. Letting rc = e2/mec2 cm be the classical
electron radius, the Debye length can be written as

λ2
D =

1
4π rc n0

kB T
mec2

The second parameter to be considered is the frequency of the electrostatic oscillations
which are created thanks to an electric density fluctuation. Using the linearized fluid
equations and the Poisson equation, one finds that the plasma oscillations frequency is
given by

ω2
p =

4πe2n0

m
As a consequence for the Debye length we can write the following expression

λ2
D =

T
mω2

p
=

v2
T

ω2
p

where vT denotes the thermal velocity.
The plasma is an active medium and when an electromagnetic wave passes through it,

it behaves as a medium with a refractive index n. By computing the electric displacement
field D related to the electric field by D = n2

ref E we find that

nref =

(
1−

ω2
p

ω2

)1/2

19
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where ω is the frequency of a monochromatic electromagnetic wave. If the density
is low, then nref is real and the medium transparent to the wave. If the density is high,
then nref is purely imaginary and the medium is opaque, since the electromagnetic waves
does not propagate but becomes evanescent. The transition occurs when ω2

p = ω2 and the
corresponding density value is called critical density

nc =
ω2

4π c2 rc
=

π

λ2 rc

When the medium is overcritical, the wave is damped exponentially as e−z` (supposing
the propagation is along the z axis) where the damping length, called skin depth, is given
by

` =
λ

2π

(
ω2

p

ω2 − 1

)−1/2

and for ωp � ω reduces to ` ' c
ωp

.
Simple analytical models are an important tool to understand the fundamental mech-

anism underlying complex physical phenomena. This is, of course, valid also in plasma
physics and extremely valuable when trying to understand experiments and design new
ones.

Unfortunately, laser-plasma interactions are extremely complex in nature and a bare
simplification with analytical models are almost impossible except for some uncomplicated
situations, still far from experimental conditions, often limited to 1D case. This is the
reason why in this field numerical simulations are so important, we can say fundamental,
to understand more the evidences and the models.

2.1 Action principle formulations

Our systems can be described determining coordinates, angles or displacements, for every
particle. We can denote these generalized coordinates by qi(t), where i = 1, 2, . . . , N and
N is the number of degrees of freedom of the system. From those we could obtain the
Lagrangian L = T −V and from that the action functional as

S[q] =
∫ t1

t0

L(q, q̇, t)dt

Thanks to the principle of least action, or its full realization in the Morse theory, we can
assume that physical paths are those extremal. It means that the functional derivative of
the action vanishes

δS[q]
δqi = 0

and this gives us the Lagrange’s equations of motion

∂L
∂qi −

d
dt

∂L
∂q̇i = 0

If we prefer the Hamiltonian formulation, we should first calculate canonical momenta
using Legendre transformations

pi =
∂L
∂q̇i
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and from them we can write the Hamiltonian as

H(q, p) = pi q̇i − L

where we are using the Einstein notation, so the repeated indices are summed.
Since plasma physics can be described and is governed (in these regimes) by classical

physics, the action principle that follows embodies all. It described the dynamics of N
relativistic, electrically charged, massive particles, coupled to Maxwell equations to include
the electromagnetic fundamental force. As already said, qi(t) are the particle positions,
φ(x, t) is the electrostatic potential, A(x, t) is the vector potential. It is possible to split the
summations into electrons, ions, any number of species that we would like, but this would
just make it more cumbersome.

S[q, φ, A] =−
N

∑
i=1

∫ t1

t0

dt mic2

√
1−

q̇2
i

c2 +

−
∫ t1

t0

dt
N

∑
i=1

ei

∫
dx
[

φ(x, t)− q̇i

c
A(x, t)

]
δ (x− qt(t))+

+
1

8π

∫ t1

t0

dt
∫

dx
[
E2(x, t)− B2(x, t)

]
(2.1)

The first term is the kinetic part of the action and involves only the particle variables.
The second term represents the coupling between particles and fields. The last term in-
volves only the fields and E and B should be viewed as the shorthands for their expression
in terms of the known potentials: E = −∇φ− (∂A/∂t) /c and B = ∇×A. As can be seen,
it is discarded when calculating the derivative of the action by qi(t).

Given the great level of generality contained in eq. 2.1 (few minor things are missing,
like dissipation, quantum mechanics and general relativistic phenomena, but we can as-
sume their importance is not that much for now in present experimental conditions), we
could be tempted to say that we are done, and with a very easy and understandable formal-
ism. However, we have the standard problem that is typically used to motivate statistical
mechanics: since N is extremely large, even solving all the equations of motion would be
an unuseful task, too great to have any practical avail.

There exist many references for analytical approaches to plasma physics and nice re-
views can be found in [32] and [33]. Besides approximations and reductions in the descrip-
tion of our system, this renders explicit the importance of numerical simulations.

2.2 The Maxwell-Vlasov equations

The Vlasov equation determines the phase space distribution f . For a single species,
f (r, v, t) defined in R6 fulfills the Liouville’s theorem:

∂ f
∂t

+ v · ∂ f
∂x

+
( e

m
E +

e
mc

v× B
)
· ∂ f

∂v
= 0

E and B satisfy Maxwell’s equations with sources:

div E = 4πρ rot B =
1
c

∂E
∂t

+
4π

c
j

where
ρ = Q

∫
dv f j = Q

∫
dv v f
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and Q is the total charge.
Notice that the function f is normalized:∫

dx dv f = 1

These equations depend only on the total charge Q and on the ratio e/m. Of course it
is necessary to solve them consistently.

If there are s species with charges and masses qi and mi, the extension of f is straight-
forward:

∂ f
∂t

+
s

∑
i=1

[
vi ·

∂ f
∂xi

+

(
qi

mi
E +

q
mic

vi × Bi

)
· ∂ f

∂vi

]
= 0

with sources

ρi =
s

∑
i=1

Qi

∫
dvi f ji =

s

∑
i=1

Qi

∫
dvi vi f

where, as before, Qi is the total charge for the ith species.
Vlasov system is obtained in the limit N → ∞, keeping total charge and mass constant

(and consequently also the ratio e/m).
We can see here just the treatment of the single species case, since the extension to s

species is trivial.
After taking the limit, one can introduce any finite value N, e, m for the particle number,

charge and mass, just imposing that Ne = Qphys and e/m = ephys/mphys. As a consequence,
if N = Nphys, then e = ephys and m = mphys.

In the numerical procedure, f is sampled with a finite number of points, namely (refer-
ring to a single species)

f =
1
N

N

∑
k=1

S(x− xk(t))δ(v− vk(t))
∫

S(x)dx = 1

where S(x) is a positive function, peaked at x = 0. Then N is the number of macropar-
ticles (the numerical particles) and e and m are their charge and mass.

The distribution f is then consequently sampled with N macroparticles with mass and
charge

m = mphys
Nphys

N
e = ephys

Nphys

N

each one evolving according to the equations of motion

dxk

dt
= vk m

dvk

dt
= eE +

e
c

vk × B

where the fields satisfy Maxwell’s equation with sources

ρ = e
N

∑
k=1

S (x− xk(t)) j = e
N

∑
k=1

S (x− xk(t)) vk(t)

This is the Particle-In-Cell solution of the Vlasov system.
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2.3 ALaDyn

As just said, in the PIC technique, the particle phase-space fs is sampled by a lower num-
ber of numerical particles. With this approximation, the characteristics of Maxwell-Vlasov
equations are obtained by solving the relativistic equations of motion setting qi/mi =

qs/ms, so that the ratio charge over mass is preserved. In this way, we keep constant
the main characteristics of the plasma, λ0 and ωp. The numerical particles acquire a weight
to transform them to physical particles that is governed by the requirement that the total
mass and the total charge of the system are preserved.

The other approximation is related to the fields, that are discretized on a spatial grid.
The interpolation procedure is done with smoothing functions and their choice is of funda-
mental importance, since the evaluation of the fields on the particle position is then done
through an interpolation.

Spatial integration is done through finite difference algorithms and time integration
with usual leapfrog or Runge-Kutta algorithms.

This is the basic foundation for Particle-In-Cell (PIC) algorithms. The fundamental book
describing this technique is reported in [34], but also some interesting papers exist on this
topic, with a nice review being noted in [35].

The PIC code developed in our group to deal with laser-plasma simulations is called
ALaDyn (Acceleration by Laser and Dynamics of charged particles) [36, 37, 38]; while al-
ready being under development before 2008, it has been reviewed extensively in the last
year thanks to a PRACE (PaRtnership for Advanced Computing in Europe) project that was
awarded to a collaboration that involved our group in Bologna and another group in Pisa.
This project, called Large Scale Acceleration of Ions by Lasers (PRACE LSAIL), granted
us a total of 10M CPU hours and allowed us to do some new studies. The computational
requirements were much heavier than any other simulation already done and this project
required some development in the I/O routines, in the visualization and in the numerical
descriptions of few target models. The result is a faster code, that scales better on new
BlueGene/Q architecture and that is much more reliable in general. For the future, other
codes are under development. A C++ version is under construction, while a CUDA one
[39] is already in production for few cases [40]. The main repository is available online,
under request, on GitHub1.

ALaDyn is already extremely flexible but the user can easily add its own modules. There
are many different target shapes and models, different species, laser polarizations, but any
new case can be user defined in the code.

Basic Time Cycle

At the core of any Particle-In-Cell code there are very few dynamic variables: at each grid
point we have to know E and B fields, while for each macro-particle we store r and p.
Neglecting the details of the time integration and any possible numerical scheme trick, like
the possible time-staggering required by the Leap-Frog algorithm, a basic time cycle can be
outlined as described in figure 2.1.

Visualization

Originally the code had just an IDL interface, but since the PRACE project, I developed an-
other custom visualization interface, that does all the analysis on the fly and uses gnuplot

1https://github.com/cenit/ALaDyn.git

https://github.com/cenit/ALaDyn.git
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Figure 2.1: Basic PIC cycle scheme

as the drawing interface, since the gigantic (multi-terabytes) output coming from these new
massively parallel simulations is not feasible for IDL. The code is available for free on a
repository on GitHub2.

2.4 Electron acceleration

A laser pulse interacting with a underdense gas-jet, ωp � ωc generates a train of electron
plasma waves (the wakefield) with wavelength λp � λ0. At sufficiently high intensities,
I > 1018 W/cm2 the associated longitudinal electrostatic field Ez can attain values in the
1− 10 GV/m range and can then be used as compact linac for electrons acceleration (Tajima
and Dawson [6]).

Different acceleration mechanisms have been identified and experimentally investi-
gated, depending on the laser-plasma configurations and on the basic ordering parame-
ters: ne, the unperturbed plasma electron density, and a0, the adimensional laser vector
potential. For a recent discussion see the V. Malka review paper [41].

In a broad classification of electron acceleration two main configurations have been
designed:

i external injection;

ii self-injection.

In the former configuration, a low-charge high-quality electron bunch, with energy 0.1÷ 1.0
GeV, produced by a conventional linac, is injected in the region where the wakefield attains
the maximum acceleration field. To assure significant and stable energy increase, it is then
necessary that the witness bunch has a small size and propagates over long distances in
phase with the laser-driven wakefield. These conditions require linear or weakly nonlinear
laser intensity, which means a0 < 1, low plasma electron density, ne = 1014 ÷ 1016 cm−3, to
reduce the laser pulse depletion, and a proper shaping of the plasma channel to control the
laser propagation (optical guiding, [42]). In the self-injected configuration, the laser-driven
wakefield produces directly bunches of high energy electrons by acceleration of the low
energy background electrons.

2https://github.com/cenit/leggi_particelle.git

https://github.com/cenit/leggi_particelle.git
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A promising and efficient self-injection mechanism, working at high laser intensity
a0 > 2 and high plasma density ne > 1018 cm−3, the so called “bubble regime”, has been
identified. Here, the laser ponderomotive force ∇|A|2/2 is strong enough to expel all the
electrons in the region just behind the main pulse, forming a positively-charged cavity. The
strong electrostatic fields produced by this charge separation forms a non-linear wakefield
behind the bubble. At the same time, a significant fraction of the electrons, pushed on the
boundary of the cavity, are injected and accelerated by the first bucket of the wakefield.

Figure 2.2: “Bubble” regime, electron self-injection and acceleration with
lasers. 3D simulation done with jasmine .

This mechanism has been investigated numerically in 2002 by Pukhov and Meyer-Ter-
Vehn [43], and then and experimentally observed for the first time in 2004 [9, 8, 7]. We can
see a simulation result of bubble electron acceleration, obtained with our code jasmine ,
in figure 2.2.

One of the most recent results on laser-plasma acceleration of electrons has been ob-
tained at the Texas Petawatt Laser Facility [11], with 2 GeV electron bunch reported.
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2.5 Ion acceleration

Since early 1960’s, ions have been accelerated from laser-produced plasmas. One of the first
reported papers on this subject [44] describes the results of a single “giant” (for that time)
pulse shot on a target plate. In its bibliography we can find the first reports on laser-plasma
ion acceleration. Those results, even if based on a 0.2 J laser pulse, with a duration of 40
ns FWHM (5.4 MW of peak power), were already encouraging: ion energies of 1 KeV were
obtained and it was already possible to observe that:

• The ion energy on the upstream layer was independent of the thickness of the target

• If the target was not very thick, the energy of ions on both sides are almost the same,
or different by a factor of two at most

• It was also found that, on a first analysis, the product of thickness and ion energy on
the downstream layer was approximately constant.

As more powerful lasers were built and used as research tools, the amount of pulse energy
that was converted into fast ions was determined to be substantial.

When intense laser light is absorbed on a target, producing plasma, we also know that
an extremely strong magnetic field appears. This is well known since the 70s [45] and
in fact it was proposed that these self-generated fields effectively insulate fast electrons
from the surface of the target, and the resulting space charge electric field acts to accelerate
large numbers of ions. In the 1986 [46], using a CO2 laser facility, ions up to the MeV
range were observed. A correlation between the fast ion energy, the laser intensity and the
electron temperature, as measured from the slope of the bremsstrahlung x-ray spectrum,
was already extremely difficult. An interesting point to notice was that they already saw
few populations, different for their temperatures, in the x-ray data, a feature that we will
see also in recent complex experiments that is difficult to interpret and for which only
numerical simulations, most of the times, can give a glimpse on the meaning.

A major breakthrough in laser-driven proton beams was obtained in 2000, at LLNL. In
[12], Snavely et al. reported proton energies up to 58 MeV, with the important characteristic
of the beam that is the good collimation perpendicular to the rear (un-irradiated) surface.

I will take a short description of this experiment because of its importance and because,
differently from many other more recent experiments, they collected a lot of data extremely
useful to explain how we then decided to proceed in our analysis.

Snavely et al. used a CPA laser system generating 1 PW pulses of 500 fs duration, fo-
cused up to 3× 1020 W cm−2 on a focal spot of 9 µm FWHM, with 30% of the energy inside
the first minimum. In the paper there’s also an interesting discussion about the prepulse.
During the experiment, the amplified spontaneous emission was estimated to be a 4 ns
emission, with 10−4 of the main pulse energy, followed by a 2 ns prepulse with 3× 10−4

energy, all before the arrival of the main pulse. In this paper the analysis of the experimen-
tal condition was extremely well defined and they measured the effect of this precursor
radiation as the generator of a micrometric plasma describable with an exponential density
profile having a scale length of 40 µm.

The proton beam was detected with a stack of radiochromic films, and it was recorded
as a beam well collimated emitted perpendicular to the rear target surface, so at 45 degrees
with respect to the laser axis (the shot was not normal to the target, as almost always, to
reduce risks for the reflected light to go back inside the laser optics, destroying them). The
reconstruction of the proton energies was calculated as a function of the response of each
RC film layer using the SRIM code [47, 48, 49]. As already said, the maximum energy was
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recorded as a cutoff at about 58 MeV, fitted by an exponential with a mean energy of 4 MeV
and a wonderful conversion fraction of laser energy to protons with kinetic energy higher
than 10 MeV at 12%. Similarly corresponding data were also acquired with the magnetic
spectrometer, operated via a hole in the RC film detector.

This experiment can be considered as the starting point for the modern laser-plasma
acceleration of ions and protons. In fact, the interpretation that they did about the gen-
eration of the proton beam was as a planar electrostatic acceleration by a dynamic Debye
sheath formed at the rear target surface by hot electrons.

Beyond the following proton/ion acceleration models I’m going to describe, there exists
also other mechanisms: the “Coulomb explosion” [50, 51], the “Shock acceleration” [52, 53]
and the “Break-Out Afterburner” [54, 55, 56, 57].

2.5.1 Target Normal Sheath Acceleration

The Physical Review Letter by Snavely et al. [12] relies on other papers to give a theoretical
explanation of the results they were observing: Y. Kishimoto et al. [58], S. Hatchett et al.
[59], and Wilks et al. [60].

As described in the Hatchett paper, the leakage prepulse generate a preformed plasma,
measured by interferometry, to have an on-axis electron density of 3× 1019 cm−3 70 µm
away from the target and a density profile exponentially falling to lower densities with a
scale length of 40 µm. The interaction of the main laser pulse with the preformed plasma
and the underlying solid target generate a source of relativistic electrons directed into and
through the target, generating x-rays inside. Laser pulse self-focusing in the preformed
low-density plasma [61] also acts to increase the intensity and the mean pulse in this way
becomes an intense hot electron source. It is estimated in the paper that 1014 hot electrons
were generated. This leaves all the ions building the material behind and a great positive
charge is created inside the target. Only a very small fraction of these electrons can leave
from behind the target before the resulting Coulomb potential traps the rest. They will fly
through the target in a broad angular beam as can be seen from bremsstrahlung data in
[59], be turned around near the back and then bounce back and forth through the target
drifting transversely.

A nice and deep theoretical analysis on the problem has been written by Passoni and
Lontano in 2003 [62]. Starting from the work by Hatchett et al. and Wilks et al., they try
to describe a one dimensional analytical model to briefly analyze what happens. They call
this mechanism Target Normal Sheath Acceleration (TNSA).

In fact, even if many theoretical and numerical studies have been done, the interpreta-
tion of the experimental results, often contradictory because of the many parameters that
come into play, not to forget also the total lack of stability of these prototypal systems, is
absolutely not an easy job.

Before studying in more detail the TNSA model, it’s useful to remark that even if
lasers are extremely energetic and intensities are very high, their pulse is still not enough
to directly accelerate ions. In fact, as clearly explained in [63], the transverse quivering
momentum of a charged particle of mass M and charge Ze in an electromagnetic wave
is proportional to the adimensional laser parameter a0. Writing with me the mass of the
electron, the formula reads:

vi

c
=

Zme

Mi
a0

This shows that in order to get a relativistic ion motion from the laser fields, we need an
a0 that is comparable with the ratio of the mass of our particle to the mass of an electron.
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For protons, this is ∼ 2000, absolutely beyond what is technologically feasible nowadays
(a0 ∼ 30).

This clearly explains that the ion acceleration is currently mediated by the electrons.
Let’s see a basic analytic description of the model itself.

For simplicity we consider a one dimensional configuration in which the laser pulse
propagates along the z direction, is linearly polarized so that Ay(z) is the only non vanish-
ing component of the vector field and interacts with a particle (electron) of mass me and
charge e. The conjugate momenta are

Px = 0 Py = py −mec a Pz = p a =
e Ay

mec2

where we denoted by a the dimensionless vector potential. Since Py = py − mca is
conserved and it is initially zero before the laser pulse interacts with the particle we have
py = me c a and the electron kinetic energy is

T = mec2(γ− 1) = me c2

[(
1 +

p2

m2
e c2 + a2

)1/2

− 1

]
The electron temperature is the average kinetic energy of the electron and supposing

that a� p/mec (and a� 1) we have

T ' mec2a T[MeV] =
a
2

In order to estimate the energy gained by the protons in the electrostatic field created by
the charge separation due to hot the electrons diffusion we assume that the electrostatic po-
tential fulfills the Poisson-Boltzmann equation. Letting −e be electron charge the equation
reads

d2V
dz2 = 4π e n0 eeV/T

which in the dimensionless variables ζ = z/λD and Φ = eV/T becomes

d2Φ
dζ2 = eΦ

If the thickness of the layer is h by imposing that V ′(0) = V ′(h) = 0 integrating by parts
and letting η = h/λD the solution reads

Φ = log
(

1 + tan2
(

ζ − η√
2

))
The potential V(z) = T/e Φ(z/λD) is a decreasing function of z so that the energy

gained by an ion of charge Z in the transit from z = 0 to z = h is

Emax = ZeV(0) = ZT log
(

1 + tan2
(

h
λD
√

2

))
The parameter h represents a Debye length for hot electrons h2 = T/(4π e2 n0 hot) so

that

h2

λ2
D
=

n0

n0 hot
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Some simulations suggest that that h ' 2λD since the density of hot electrons is about
25% of the total electrons density.

Finally for Emax[MeV] = Emax/2mec2 we obtain the following result

Emax[MeV] =
Za
2

log
(

1 + tan2
√

2
)
' 2Za

For a proton, the maximum energy (expressed in MeV) is 2a, whereas its temperature,
assuming local thermal equilibrium, is equal to the electron temperature a/2. The ratio
between the proton temperature and its maximum energy for the 1D model is 1/4, while
3D simulations and experiments suggest a ratio ∼ 1/8. From 2D simulations a ratio ∼ 1/6
is obtained. The suggested dependence on the dimension D is

T
Emax

=
1

2(D + 1)

The model suggests that the proton energy spectrum is exponential (Boltzmann distri-
bution) 

dN
dE

=
N0

E0

e−E/E0

1− e−Emax/E0
forE < Emax

dN
dE

= 0 forE > Emax

and N0 is the total proton number. For Emax � E0 the distribution is fairly well approx-
imated by 

dN
dE

=
N0

E0
e−E/E0 forE < Emax

dN
dE

= 0 forE > Emax

The constant E0 is just the proton temperature T. For an exactly exponential spectrum
the average energy is 〈E〉 = N0E0 so that we can write

T = E0 =
〈E〉
N0

In simulations and experiments E0 obtained from the slope of the straight line approx-
imating log dN/dE and the average energy 〈E〉 may differ from N0E0, since log dN/dE is
not linear on the whole interval [0, Emax]. The discrepancy gives a measure of how far
we are from thermal equilibrium. In analyzing the data we compute the temperature T by
identifying it with E0 where 1/E0 is the slope of the straight line approximating log dN/dE.

Experiments on laser-plasma acceleration of ions clearly show that the electron popula-
tion produced at the rear target surface can be characterized by at least two temperatures.
We can try to limit us to this lower level of just two, one cold and one hot, and try to
re-analyze the model [64].

The hot electron population is created directly by the laser heating and its pondero-
motive force at the front surface of the target. Electrons in this population form a beam
propagating inside the target normally to the surface, even if the laser was impinging non
normally and the divergence seems to be not so high, around π/20. Traditional estima-
tions [64] put the energy conversion at a staggering level of 30%. Nowadays, confirmed
also from numerical simulations, this value seem really exaggerate, and we consider a good
laser energy conversion efficiency when we talk about 10%. This means, anyway, that the
population is extremely big, at the order of 1013 electrons, with a density around two orders
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of magnitude lower than the solid density. Their motion creates big fields inside the target
itself and a noteworthy charge imbalance. Because of this phenomenon, when shooting
on metallic targets, the conduction electrons around the spot are put in motion and they
form a return current. In insulators, this free electron population is created by the thermal
ionization and the fields themselves.

This is the cold electron population and since its density is of the order of the solid
density, it’s not important that they have a high speed to neutralize the charge imbalance.
In fact they’re cold, their temperature can be much lower than that of the hot electrons,
even if we should understand that the laser interaction itself, mainly if it’s a long process,
can heat them up anyway.

Let’s consider a semi-infinite slab of matter with a step-function density distribution for
ions (ni = n0i for x = 0 and ni = 0 for x > 0, where x is the normal to the target surface)
and two density profiles for the two electron populations, dependent on x, while their tem-
peratures Th/c are constant. Both electron populations follow the Boltzmann distribution]

ne(h/c) = n0(h/c) exp(eφ/Th/c)

where n0(h/c) is the initial unperturbed hot/cold electron density. We can describe the
electrostatic potential with the Poisson equation, that, imposing as before Ze as the charge
for the charged particles (ions or protons, depending on the cases), reads as

∂2
xφ = 4πe(neh + nec − ZNi)

Since we are considering a semi-infinite slab, on the left side (x → −∞) we are inside the
solid and we can say that reasonable boundary conditions requires no fields: ∂xφ(−∞) =

φ(−∞) = 0. The same applies for the right side, in the vacuum, for x → ∞: ∂xφ(∞) =

φ(∞) = 0, but unfortunately the choice of a Boltzmann distribution collides with it and
we have to just accept ∂xφ(∞) = 0 and φ(∞) → −∞. Of course this is a problem, since it
means that we can have particles with a divergent final kinetic energy, but it is solved in
[58, 62].

Applying the previous equation inside the target, it becomes:

∂2
xφ = 4πe(n0he(eφ/Th) + n0ce(eφ/Tc) − ZN0i) (2.2)

If we define, for our convenience, the terms

a ≡ n0c/n0h

b ≡ Tc/Th

ϕ ≡ eφ/Th dimensionless potential

λdh ≡
√

Th/ (4πn0he2) unperturbed hot electron Debye length

knowing the first integral of 2.2 as

λ2
dh(∂x ϕ)2 = 2

[
eϕ + abeϕ/b − (1 + ab)− (1 + a)ϕ

]
(2.3)

then the implicit solution can be written as

∫ ϕ(x)

ϕ(0)

dϕ√
eϕ + abeϕ/b − (1 + ab)− (1 + a)ϕ

= −
√

2
x

λdh
(2.4)
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As noted by [64], far from the plasma surface the arguments ϕ and ϕ/b are small
enough to be not considered and so we can find the explicit solution

ϕ ≈ ϕ(0)e
[
(1+ a

b )
1/2 x

λdh

]
(2.5)

Outside of the plasma (x > 0), the Poisson-Boltzmann equation for the potential ϕ reads

λ2
dh∂2

x ϕ = eϕ + aeϕ/b (2.6)

that has
λ2

dh(∂x ϕ)2 = 2
[
eϕ + abeϕ/b

]
(2.7)

as the first integral and ∫ ϕ(x)

ϕ(0)

dϕ√
eϕ + abeϕ/b

= −
√

2
x

λdh
(2.8)

as the implicit solution.
Taking the limits a → 0 and b → 1 in equations 2.4 and 2.8 corresponds physically to

consider a single-temperature electron population, a simpler model discussed in [65].
At x = 0, that is the interface between the two solutions, we have to require the con-

tinuity of the potential and of the electric field. This condition gives us a way to compute
them, evaluating 2.3 together with 2.7 at x = 0.

This gives us

ϕ(0) = −1 + ab
1 + a

or, using original symbols,

eφ(0) = −Thn0h + Tcn0c

n0h + n0c

The maximum electric field E(0) is then given by

E(0) =
√

2
Th

eλdh

√{
e−b[(1+ab)/(b+ab)] + abe(1+ab)/(b+ab)

}
and from it we can infer subsequent details about the maximum energy that we can

transmit to protons [64].
In figures 2.3 it is shown the base mechanism in action: the laser pulse hit the target

and get reflected.
In figures 2.4 and 2.5 it is shown the effect of the laser pulse on electrons and, indirectly,

on protons. As electrons are heated and expelled from the solid structure, protons feel the
strong fields and are pulled out.

2.5.2 Radiation Pressure Acceleration

The Radiation Pressure Acceleration (RPA) mechanism was found and has been developed
numerically by Esirkepov et al. [66, 67]. At intensities I > 5× 1021 W/cm2, this acceleration
method that we are going to briefly analyze starts to dominate over TNSA.

The fundamental difference with the TNSA mechanism relies on the fact that the in-
teraction between the laser and the plasma is not mediated by a thermal heating of the
electrons. The ponderomotive force acts directly accelerating electrons (and also protons
and ions) in this regime [68].
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Figure 2.3: B fields for a TNSA simulation at t=33,166,333 fs. Target param-
eters: `preplasma = 2.8µm, npreplasma = 3.0nc with an exponential ramp to
the target density that is ntarget = 100nc, `target = 0.5µm, `contaminants = 80
nm. Laser parameters: τ = 40 fs, a0 = 23.5, λ = 0.8µm, w0 = 3.25µm

Figure 2.4: Electron density for the same 2D TNSA simulation at
t=66,133,333 fs.

To see just a basic feature of this mechanism, let’s see how an electromagnetic wave car-
ries not only energy but also momentum. Let’s consider a plain electromagnetic wave prop-
agating in vacuum and a planar surface Σ perpendicular to the wave propagation direction
x. This surface is made of electric charges (ionized atoms, so electrons+ions/protons), with
a planar density σ. Lorentz force in this case is:

Fσ = σ(E + vσ × B)

where vσ is the speed transferred by the electric field to the electric charges.
The total effect on the material surface is

Fσ · vσ = σE · vσ + σvσ × B · vσ = σvσE
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Figure 2.5: Proton density for the same 2D TNSA simulation at
t=133,200,333 fs, and final proton spectrum.

The term with B is canceled and so it does not contribute to the absorbed power. In-
tensity given by the wave to the surface (energy per unit of time and surface) on average
is

I = σ〈vσE〉 (2.9)

This intensity does not produce a global mechanical effect on the surface, since E is
parallel to it. The net effect is just a current. On the other hand, the magnetic force produces
a mechanical effect without contributing to the absorbed power. In fact, on average we have

〈F〉 = σ〈vσ × B〉 = σ〈vσB〉ux (2.10)

We can rewrite 2.10 as
〈F〉 = σ

c
〈vσE〉ux =

I
c

ux,

where we have also used the 2.9 relationship.
This average force, calculated per unit of surface, corresponds to an average pressure,

also knows as radiation pressure, exerted by the wave on the surface Σ.
On the other hand, if the wave gives the energy I to the surface Σ, it’s not out of mind to

think that it received also the pulse I/c. These results are valid for fully absorbing surfaces.
The other, totally opposite case, is for surfaces completely reflective: in this situation, the
wave after the reflection is propagating along −ux, so the momentum has flipped the
direction and the pulse transmitted to Σ is double than before:

Prad =
2I
c

In general, a surface partly absorbs and partly reflects the electromagnetic incident
energy. Denoting with R the reflection index, we can write:

Prad = (1 + R)
I
c

Finally, if the direction of propagation is not normal to Σ, just the normal component
of the momentum participates to the interaction and so there’s a cos θ factor. Also, we
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should consider that if the laser cross-section is the same, the spot size is increased and the
pressure is reduced, again of a factor cos θ.

Prad_non_norm = (1 + R)
I
c

cos2 θ

This radiation pressure is at the basis of the RPA mechanism. From the local micro-
scopic point of view, Prad is given by the integral over the target volume of the temporal
average of the J× B force over a period. As already said, and confirmed in [69], since the
ponderomotive force scales with the inverse of the particle mass, its effect on ions is exis-
tent but negligible: the transfer of momentum is again mediated by electrons, which are
not heated by the laser now but just pushed away in the forward direction. In general, both
TNSA and RPA mechanisms give a contribution in every solid-target laser-plasma experi-
ment. Usually TNSA dominates, but it is observed and there’s an agreement in simulations
that RPA will become progressively more important at very high intensities (still technically
unfeasible), beyond 1023 W/cm2. These considerations are valid only for linearly polarized
pulses, since for circularly polarized ones electron heating is strongly suppressed and RPA
should dominate even at much lower intensities.

Two different regimes of RPA can be distinguished by the value of the target thickness:
the first, for thick targets, that is known as the “hole boring” (HB) regime [70], the second,
for thin targets, known as “light sail” (LS) regime [71].

Let’s try now to see some basic features in more detail.
When a laser pulse interacts with a particle the rapid oscillations of the field determine

a rapid oscillatory transverse motion whereas the pulse envelope causes a longitudinal
motion basically through the mechanism or radiation pressure. In order to examine its
origin we average the Hamiltonian in order to drop out the effect of the rapid oscillations
of the e.m.field. In the Lorentz gauge the Hamiltonian for a non relativistic particle reads

H =
1

2m
(P−mca)2

The one period average on the field gives 〈a〉 = 0 and consequently for the ordinary
momentum p = P−mca gives 〈p〉 = 〈P〉. The averaged Hamiltonian becomes

〈H〉 = 〈P〉
2m

+
mc2

2
〈a2〉 = 〈p〉

2m
+

mc2

2
〈a2〉

Choosing 〈p〉 as new canonical variable the equations of motion reads

dx
dt

=
〈p〉
m

d
dt
〈p〉 = −mc2∇〈a2〉

In the 1D case given a pulse propagating along z with polarization along y and ay =

a0 f (z− ct) cos(k0(z− ct)) accelerates a free particle initially at rest so that it moves with
speed

ż =
c
2

a2
0 f 2(z− ct)

As a consequence supposing f (z) has a support in [−wz, 0], a particle initially at rest
comes back to rest after the pulse has passed by. Within a a plasma the radiation pressure
may accelerate particles in the longitudinal motion at a final speed when the pulse has
passed by.

In the so called hole boring regime by equating the electrostatic and radiation pressure
one estimates the energy gained by a proton according to
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Ep(MeV) =
nc

n
a2

At high values of a, the model of the relativistic is used. In this case a thin layer is
considered which is rigidly accelerated by the laser pulse due to radiation pressure. Letting
µ be the surface density the equation of motion reads

µc
d
dt

β√
1− β2

=
2I′

c
=

2I
c

1− β

1 + β

where beta = v/c, I/c is the pressure in moving frame and I′/c the pressure in the
laboratory frame. The pulse shape, whose time duration is τ, is specified by a function
f (u) which is positive in the interval [−1, 1] and vanishes elsewhere

I = I0 f
(

t− x/c
τ

− 1
) ∫ 1

−1
du f (u) = 1

By solving the equation one finds that a proton initially at rest gains an energy Ep

according to

Ep =
mpc2

2
α2

α + 1

The parameter α is defined by

α =
2I0 τ

µc2 =
2I0 S τ

N mp c2 =
2Elas

N mp c2

where S is the foil surface assumed to be equal to laser focal spot and N mp c2 = µS c2 =

n ` S c2 is the rest energy of the foil. For simplicity we have considered a H foil, so that the
proton and electron densities are equal and are both denoted with n. As a consequence the
energy of the foil is

Efoil = N Ep =
N mpc2

2
α

α

α + 1
= Elas

α

1 + α

As a consequence the efficiency of the acceleration process

η =
α

1 + α

tends to 1 for α� 1.
We remark that α increases as in the inverse of the foil thickness ` since the surface

density is µ = mp n `. However, a lower limit on ` is imposed by relativistic transparency
for a given intensity, namely for a given value of a. Indeed the foil remain opaque as long
as

πσ ≥ a σ =
n `

ncr λ

For a given density and intensity the critical thickness is

`cr = λ
a nc

π n
We can now express α in terms of σ recalling that the relation between the intensity and

a is given by
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I0

c
= mec2 n a2

Replacing this expression in the definition of α we obtain

α =
2I0τ

µc2 =
2 me c3 n a2τ

mpn ` c2 = 2
me

mp

ne

n
a2 cτ

`

Denoting with `las = cτ the laser pulse length we can express α in therms of the nor-
malized density σ obtaining

α = 2
me

mp

ne

n
λ

`
a2 `las

λ
= 2π

me

mp

a
πσ

a
`las

λ

As a consequence to remain below the transparency limit we must have πσ > a so that

α ≤ 2π
me

mp
a
`las

λ

Where the maximum value is obtained for ` = `cr . Choosing for instance `las = 10λ we
would obtain α ≤ a/31. At the transparency limit for a = 100 we would have α ' 3 and
a proton energy of about 1 GeV. The critical thickness of a frozen H layer whose density is
5 1022 cm−3 for a 1 µm wavelength would be `cr = 0.6 µm.

The estimates of the simple one dimensional models have severe limitations since in 3D
phenomena like Rayleigh Taylor instabilities can set in, severely limiting the efficiency of
the methods and causing a loss of the mono-energetic nature of the beam.

This regime has been investigated, especially during this last year thanks to a PRACE
project I was involved in.

Results are still unpublished but, as can be seen from figures 2.6 and 2.7, we can observe
that, differently from TNSA, electrons and protons are moving almost together and the
laser pulse is not reflected by the target. On the contrary, it destroys completely the foil
that is pushed forward with it.

Since it is still not easily accessible experimentally, it was not considered for our sim-
ulations on laser-plasma acceleration and injection in a linac, even if for the future it is a
very interesting and promising path.

2.5.3 The Magnetic Vortex Acceleration mechanism

Recently, attention has been paid to mechanisms allowing to produce high energy ions
using a laser interaction with a near-critical ne ' nc density plasmas (NCD) [72, 73, 74,
75, 76]. A low intensity laser pulse, impinging on the surface of overcritical ne > nc

plasma, can be transmitted and absorbed only over a short depth, the largest part of the
pulse being reflected. At high intensity a � 1, relativistic transparency effects allow a
laser transmission over a longer distance LNCD, which can be estimated using the standard
relation

ne

nc

LNCD

λ0
' a,

where intensities corresponding to values a = [20÷ 30] are considered.
As documented by numerical simulations, during the laser propagation, ponderomo-

tive effects push electrons forward and a low density channel is formed behind the laser
pulse, much alike the bubble regime in the under dense plasmas.
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Figure 2.6: RPA acceleration mechanism sequence. In red scale, the elec-
tron density is reproduced; in blue scale, is showed the proton density. CP
laser: I0 = 1.7 · 1023 W/cm2, w0 = 3.5µm, τ = 24 fs, λ = 0.8µm, plasma
formed by electrons and protons, initial thickness ` = 0.8µm and density
ne = 64nc.

The low density channel is characterized by a strong return electron current on the axis
and by dense filaments of protons (or ions) on the axis and along the channel boundary.
This complex phenomenology can be illustrated by figure 2.8, where a near-critical density
laser-plasma configuration is considered, in a 2D simulation.

From these numerical studies, we can show that the energy of the propagating laser
pulse is transformed, partly in relativistic particle kinetic energy and partly in the form of
a slowly evolving transverse (azimuthal in cylindrical geometry) magnetic field.

The formation of these magnetic structures, for laser pulses propagating in NCD plas-
mas, has been intensively studied even experimentally, in a general perspective not nec-
essary related to proton accelerations. In fact many studies are pursued to find other
applications for these extremely strong magnetic fields that are generated.

Numerical simulations show that to achieve protons (ions) acceleration it is necessary
to design a proper target configuration at the exit of the channel. If the NCD plasma
experiences a fast transition to a low density material or to vacuum, the azimuthal magnetic
field expands and a longitudinal electric fields is induced by the Faraday effect, which
accelerates the protons of the end layer of the NCD channel.

For a smooth transition to a lower (ne < nc) density plasmas, a model has been pro-
posed, where the expanding magnetic field is transformed in a magnetic vortex around
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Figure 2.7: Laser pulse pushing target forward during RPA acceleration
mechanism. CP laser: I0 = 1.7 · 1023 W/cm2, w0 = 3.5µm, τ = 24 fs,
λ = 0.8µm, plasma formed by electrons and protons, initial thickness ` =
0.8µm and density ne = 64nc.

the channel exit side (Magnetic Vortex Acceleration, MVA) which then acts as a reservoir
of relativistic electrons. The acceleration mechanism is then of TNSA type, driven by the
electrostatic longitudinal field produced by the trapped electrons ([77]).
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Figure 2.8: An example of Magnetic Vortex Acceleration. In the first frame
we can see the electron density, in the second the Bz field and in the third
the proton spectrum. a0 = 22, laser power P = 100 TW. These shots are
taken at t ≈ 250 fs.
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3
Beam shaping

The kind of proton bunches that are produced nowadays from TNSA is extremely poor
from a traditional point of view and needs finding different applications and/or ways to
improve energy spread and angular divergence.

Otherwise, the risk is just to have a device that produces a huge load of radiations, in
form of electrons, X/γ rays, protons, ions, just to have to remove all of them, to keep a
small slice of just one species.

Anyway, what we tried at first was just attempting to couple laser-driven proton bunches
with conventional beamlines. It was a hard job from the beginning, but blending these two
different worlds gave us invaluable knowledge and understanding of the problem.

We tried many different beamline configurations, in order to find which one was work-
ing the best for compactness, reliability, beam quality and feasibility.

Although space charge is neglected in our transport simulations (for now), our thoughts
are that it acts like a defocusing lens. In an ideal beam with uniform charge density, the
self-induced electric field, and hence this defocusing force, are proportional to the radius r
and the net effect is an increasing in the focal length. In practice, the charge density is not
uniform, and this non uniformity causes spherical aberrations.

3.1 Chicane

Mass spectrometers seem a very easy and reasonable solution to the problem of selecting
an energy slice inside a laser-driven proton bunch. And in fact it was the first thing that we
tried at the beginning of my PhD [78]. Unfortunately, results were extremely disappointing
from many points of view and here it is why.

The biggest problem is the beam divergence. Let’s analyze how it works through a
study of the Thomson spectrometer.

Let’s consider two fields, one magnetic and the other electric, uniform and parallel,
inside the region 0 ≤ z ≤ `.

E = Eey B = Bey

Let’s consider first of all the effects of the magnetic field, evaluating how it deflects
a particle (an ion) with a charge q = Ze and mass m = Amp, propagating with a speed
v = βc along z axis.

We can see a schematic drawing in figure 3.1. Since ions describe an arc of radius ρ in
the region with the B field (let’s consider it between z = 0 and z = `), with

41
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` = ρ sin α

ρ can be obtained forcing an equality between the centripetal force and the Lorentz
force.

1
ρ
=

ZeB
Ampvc

=
Z
A

ΩB

β

where we have defined

ΩB =
eB

mpc2

Out of the B field of course the trajectory is again rectilinear, tangent to the arc that the
particle was describing inside the magnetic field.

After the deviation, on the screen the particle position is after the two deflections QA
and AB, where

QA = ρ(1− cos α) AB = d tan α

The total deviation is xs = QA + AB = ρ(1− cos α) + d tan α. Let’s consider the case in
which α� 1, keeping terms just up to the second order. In this case we can write tan α ≈ α,
because α ≈ `/ρ, and 1− cos α ≈ α2/2.

xs = ρ
α2

2
+ αd

Substituting the α value

xs =
`2

2ρ
+

d`
ρ

=
`

ρ

(
d +

`

2

)
=

Z
A

ΩB

β
`

(
d +

`

2

)
If we consider now just the electric field, the motion equations for a particle of mass

Amp, charge Ze and initial speed along z equal to v are:

Ampÿ = Zeε z̈ = 0 (3.1)

The schematic representation can be found in 3.2.
The solution is

y =
1
2

Zeε

Amp
t2 z = vt (3.2)

To determine Q′A′ we can say that, at time t = t∗ = `/v,

Q′A′ = y(t∗) =
1
2

Zeε

Amp

`2

β2c2

α is determined by

tan α =
vy(t∗)

vz
=

Zeε

Amp

`

β2c2

The deviation made by the electric field can be written as
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Figure 3.1: B field spectrometer

ys = Q′A′ + A′B′ = Q′A′ + d tan α = (3.3)

=
1
2

Zeε

Amp

`2

β2c2 + d
Zeε

Amp

`

β2c2 =
Z
A

eε

mpc2
`

β2

(
d +

`

2

)
= (3.4)

=
Z
A

ΩE

β2 `

(
d +

`

2

)
(3.5)

where, similarly to the purely magnetic case, we have defined an ΩE such that

ΩE =
eε

mpc2

Combining both results, we have parabola arcs on the screen, described by

ys =
A
Z

ΩE

Ω2
B

x2
s

` (D + `/2)

This tool can be used to diagnose the beam if we select a very small fraction of it in an
extremely narrow angle. In fact we can use a slit instead of a screen and select an energy
slice, as narrow as the aperture diameter. But in order to understand better how to select,
let’s firstly study a realistic case of a spectrometer to fully appreciate its strengths and
weaknesses.

3.1.1 Numerical results for a realistic case

Let’s consider a spectrometer with a magnetic field generated by a permanent magnet and
two electrodes with a potential difference between them. Some realistic values can be

B = 1 T E = 1 MV/m V = 1 KV ` = 1 cm D = 50 cm

We can use the approximation

E = Ampc2
[(

1− β2)−1/2 − 1
]
' Ampc2 β2

2
Let’s calculate now the deflection spectrum from the energy one. In order to simplify

the calculations, let’s go back to have just a magnetic field and a pure exponential energy
spectrum for our ions.
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Figure 3.2: E field spectrometer

dN
dE

= N0ρ(E) ρ(E) =
1
E0

e−E/E0

where we have chosen for simplicity
∫ ∞

0 ρ(E)dE = 1 and where 〈E〉 = E0 is the average
energy.

Let’s calculate the x distribution, that is

ρ̂(x)dx = ρ(E)dE

In order to do that, it’s better to first define

k =
Z
A

ΩB`

(
D +

`

2

)
so that

x =
k
β

(3.6)

Since

E = mpc2 β2

2
=

Eion
A

and

E0 = mpc2 β2

2
we can write

ρ̂(x) = ρ(E) dE
dβ/

∣∣∣ dx
dβ

∣∣∣ = ρ(E)mpc2β
β2

k
= mpc2 β3

k
ρ(E)

and so the distribution of the deviations along x, that is ρ(x), is described by

ρ̂(x) =
2β2

kβ2
0

e−β2/β2
0

ρ̂(x)dx = −e−β2/β2
0
2βdβ

β2
0

= −e−β2/β2
0
dβ2

β2
0
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where the − sign is explained by the fact that the β interval [0,+∞] is transformed into
[+∞, 0]. Substituting 3.6 we obtain

ρ̂(x) =
2x2

0
x3 e−x2

0/x2

where x0 = k/β0.
If we study the resulting distribution function, we can find that there’s a maximum at

x = xM:

dρ̂

dx
=

(
−6

x2
0

x4 + 4
x4

0
x6

)
e−x2

0/x2
= 0 −→ xM =

(
2
3

)1/2

x0

which correspond to a value of βM of

βM =

(
3
2

)1/2

β0 −→ EM = mpc2 β2
M
2

=
3
2

mpc2 β2
0

2
=

3
2

E0

Note that βM is not the maximum of ρ(β), since ρ̂(x) = ρ(β)|dβ/dx| = ρ(β)β2/k. In
fact, the maximum of ρ(β) is βmax = β0.

A device using just magnetic fields and apertures, properly configured along the way,
is one of the simplest tool to do some energy selections and diagnostics on a beam. In fact
it was the first device I studied during the PhD to “clean” a laser-driven proton bunch [78]
and it’s used in many experiments to study the bunch properties. But until now, as we
have seen, we have never discussed about transverse momenta. This is a serious issue for a
Thomson spectrometer and in fact it’s always used after two very narrow pinholes, in order
to guarantee that the protons going inside have not any velocity on the plane perpendicular
to the main direction of motion.

What happens if we try to include some transverse speed?

3.1.2 A more realistic case using complex distributions

From PIC simulations of laser-driven proton acceleration, the spectra are always exponential-
like in energy, with an upper cutoff, and Mexican-hat style in angle θ, where

p⊥ = pz tan θ and p = p⊥ + pz.

z is the reference direction for the proton bunch motion. Along the other angle φ,
the one that describes a rotation around z, we can assume a uniform distribution since a
cylindrical symmetry is perfectly justifiable.

In order to simplify our calculations a little, let’s assume that we cut the θ distribution
at a certain θmax thanks to a collimator and that the Mexican-hat distribution is instead
uniform. Let’s also consider just a deflection along x. A schematic draw can be found in
fig. 3.3.

The position xs of the particle on the screen is given by

−xs = QA + AB = Q′A′ + D tan(θ + α) (3.7)

Since Θ = A′ÔQ′ is

Θ = 2π −
(

π − θ +
π

2
+

π − α

2

)
= θ +

α

2

we can write
Q′A′ = OA′ sin Θ = OA′ sin

(
θ +

α

2

)
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Figure 3.3: B field spectrometer with non-normal incidence

From the isosceles triangle COA′ we have that

OA′ = 2ρ cos
(

π − α

2

)
= 2ρ sin

α

2

so that
Q′A′ = 2ρ sin

α

2
sin
(

θ +
α

2

)
(3.8)

With normal incidence, we find again

Q′A′ = 2ρ sin2 α

2
= ρ(1− cos α)

being ` = ρ sin α we have

Q′A′ = 2`
sin2(α/2)

sin α
= ` tan

(α

2

)
Back to the general case, inserting 3.8 into 3.7 we have

−xs = 2ρ sin
α

2
sin
(

θ +
α

2

)
+ D tan(θ + α)

When θ � 1 and α� 1 we can write ` = ρ sin α ≈ ρα so that

−xs = ρα
(

θ +
α

2

)
+ D(θ + α) =

`

ρ

(
D +

`

2

)
+ D(θ + `)

Remembering that
1
ρ
=

Z
A

ΩB

β

and defining k as

k =
Z
A

ΩB`

(
D +

`

2

)
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we can rewrite the result as

−xs =
k
β
+ θ(D + `)

This is a simple yet almost general case to describe how a chicane works, both from the
energy selection point of view and the detector behavior.

During my PhD I was one of the tutor of S. Basile, that wrote his master thesis on this topic.

3.2 Quadrupole

In a behavior similar to light rays, also particle beams have a tendency to spread out thanks
to an inherent beam divergence. This is true for conventional beams, mainly because of the
self-interaction of particles with the same charge. It becomes extremely true for laser-driven
bunches because the acceleration models themselves cause an initial strong divergence in
the bunch.

To keep particle beam together and not having to select just those propagating along
the axis as we were doing with the chicane, we can use focusing devices. As in optical
lenses, the properties of these devices must be that the “particle rays” must be deflected by
an angle proportional to the distance of the ray from the center of the “lens”, in order for
them to work.

Any magnetic field that deflects a particle by an angle proportional to its distance r
from the axis of the focusing device will act in the same way as a glass lens does in the
approximation of paraxial, geometric optics for visible light [79]. If f is the focal length,
the deflection angle α is defined by

α = − r
f

(3.9)

Charged particles passing through alternating field gradients receive a strong focusing
effect and the net result is a beam convergence.

Strong focusing was first conceived by N. Christofilos in 1949 [80], but was almost un-
noticed before it was independently developed by E. Courant, M. S. Livingston, H. Snyder
[81] and J. Blewett [82] at Brookhaven National Laboratory. Afterward, they recognized
the priority of Christofilos’ idea but it was just after their work that the advantages of this
technique were realized, and deployed in some particle accelerators.

Courant and Snyder found that the net effect of alternating the field gradient was that
both the vertical and horizontal focusing of protons could be made strong at the same time,
allowing tight control of proton paths in the machine. This increased beam intensity, while
reducing the overall construction cost of a more powerful accelerator.

Quadrupole fields are a special case of cylindrical multipole fields, which satisfy the
condition ∇ · E = 0 and ∇× B = 0. The variation of the radial field component is propor-
tional to f (z)rn−1 cos [2(n− 1)θ] [83].

A magnetic quadrupole field is described by

Br =
B0r
a

sin 2θ Bθ =
B0r
a

cos 2θ

or, in Cartesian coordinates,

By = B0
x
a

Bx = B0
y
a

where a is the radius of the inner quadrupole bore.
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The equations of motion are

γmẍ = −qvzBy = −qvz
B0

a
x γmÿ = −qvzBx = −qvz

B0

a
y

or

ẍ +
qvzB0

γma
x = 0

ÿ− qvzB0

γma
y = 0

These equations are in the form ζ̈ ± ω2
0ζ = 0, that have solutions ζ = A cos ω0t +

B sin ω0t or ζ = A cosh ω0t + B sinh ω0t depending on the sign.
We can simplify the formalism of these equations eliminating the time t, rewriting the

equations as trajectory equations.
Noting that z = vzt, vz ≈ v ≈ const, d2/dt2 = v2 (d2/dz2) we have{

x′′ + kx = 0

y′′ − ky = 0
(3.10)

where
k =

qB0

γmav

With initial conditions x = x0, x′ = x′0, y = y0, y′ = y′0 at z = 0, the solution is

x = x0 cos
√

kz +
x′0√

k
sin
√

kz

x′ = −
√

kx0 sin
√

kz + x′0 cos
√

kz

that we can write in matrix form as(
x
x′

)
=

(
cos
√

kz 1√
k

sin
√

kz

−
√

k sin
√

kz cos
√

kz

)(
x0

x′0

)
and (

y
y′

)
=

(
cosh

√
kz 1√

k
sinh
√

kz√
k sinh

√
kz cosh

√
kz

)(
y0

y′0

)
As well described in [83], usually the lens approximation is valid if the quadrupole

length ∆z = ` is greater than the semi-aperture a, but less than
√

k.
In fact, there is a fringe field outside of the ideal quadrupole that forms a transition to

the field-free region; however, if we fall under previous conditions, we can use an equiva-
lent hard-edge approximation that is perfectly valid for the paraxial analysis.

Quadrupole lenses can have two different orientations: F quadrupoles are horizontally
focusing but vertically defocusing and D quadrupoles are vertically focusing but horizon-
tally defocusing.

A schematic representation of the magnetic field lines inside a quadrupole can be found
in figure 3.4.

As can be seen from the picture of the field lines, it’s impossible for a quadrupole to
focus in both planes at the same time, but if two of them are placed in sequence, then the
overall effect is what we were looking for. Of course, if we place an F and a D quadrupole
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Figure 3.4: Magnetic field of an idealized quadrupole with forces.

immediately next to each other, the field lines change and they do not flow inside the same
quadrupole, but they flow from one to the other, completely canceling out the field inside
them.

This is the reason why, usually, lattices built from quadrupoles are called FODO: O

stands for “nothing”, it’s just simple drift, between the quadrupoles.
The equations 3.10 cannot be solved in general since the k parameter is determined by

the distribution itself, but integrating them over a short distance ∆z we can calculate the
deflection angle:

α = y′ − y′0 =
∫ z0+∆z

z0

y′′dz

On the other hand, if the gradients are not “extreme”, we can write∫
kydz ≈ ky∆z

and so, applying 3.9, we can write

1
fx

= +k∆z = +
e

cp
∂By

∂x
∆z

1
fy

= −k∆z = − e
cp

∂Bx

∂y
∆z

In an attempt to solve the equations of motion 3.10, we have to note that the principal
solutions of those differential equations are

C(z) = cos
(√

kz
)

S(z) =
1√
k

sin
(√

kz
) for k > 0


C(z) = cosh

(√
|k|z
)

S(z) =
1√
|k|

sinh
(√
|k|z
) for k < 0
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Identifying with u both x or y, any arbitrary solution can be expressed as a linear
combination of those two principal solutions:

u(z) = C(z)u0 + S(z)u′0
u′(z) = C′(z)u0 + S′(z)u′0

(derivatives are with respect to the independent variable z).
These solutions can be expressed in a matrix form:(

u(z)
u′(z)

)
=

(
C(z) S(z)
C′(z) S′(z)

)
·
(

u0

u′0

)
With this formulation, we are ready to follow a particle trajectory along a complicated

beam line by repeating matrix multiplications from element to element.

3.2.1 A beamline with quadrupoles

Let’s first recap the matrix form for each element of a FODO lattice. For a drift space, it’s
easy to see that (

u(z)
u′(z)

)
=

(
1 `

0 1

)
·
(

u0

u′0

)
As expected, the distance from the axis changes only if the trajectory has an initial

non-vanishing slope u′0 6= 0, while this transverse speed doesn’t change at all.
For a quadrupole, the ‘strength’ k can be positive as well as negative, as we have seen,

depending on if it’s a focusing F or defocusing D quadrupole. For k > 0(
u(z)
u′(z)

)
=

(
cos ψ 1√

k
sin ψ

−
√

k sin ψ cos ψ

)
·
(

u(z0)

u′(z0)

)

where ψ =
√

k(z− z0), for every z and z0 that lies inside the same quadrupole.
For a full focusing quadrupole of length ` and strength k, we can set φ =

√
k` and the

transformation matrix becomes(
uend
u′end

)
=

(
cos ψ 1√

k
sin ψ

−
√

k sin ψ cos ψ

)
·
(

ubeginning
u′beginning

)
The transformation matrix for a defocusing quadrupole of length ` and φ =

√
k` is

therefore: (
uend
u′end

)
=

(
cosh ψ 1√

|k|
sinh ψ√

|k| sinh ψ cosh ψ

)
·
(

ubeginning
u′beginning

)
Now that we have the ingredients, the transformation matrix for an arbitrary sequence

of drift spaces and quadrupoles can be easily obtained from the product of the individual
matrices; for example, for a lattice composed of 10 elements, the total transformation would
be:

M =M10 . . .M5M4M3M2M1

and the particle trajectory would be summed up by(
u(z)
u′(z)

)
=M(z|z0)

(
u(z0)

u′(z0)

)
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This is an extremely useful formalism to describe and calculate trajectories for a single
particle or even for a virtual particle representing the central path of a whole beam. This
multiplication is easily performed on a computer.

Sometimes, it’s useful to calculate analytically the approximate properties of a small set
of elements; in these cases, we can use what is called the thin lens approximation. In this
approximation, it’s assumed that the length of the quadrupole is small with respect to the
focal length, so that we can assume `→ 0 keeping the focal strength constant.

In this approximation, we can simplify sin ψ→ ψ, sinh ψ→ ψ, cos ψ→ 1 and cosh ψ→
1 so that

MF =

(
1 1√

k
ψ

−
√

kψ 1

)
=

(
1 0
−k` 1

)

MD =

(
1 1√

|k|
ψ√

|k|ψ 1

)
=

(
1 0
k` 1

)
Let’s consider a line composed of → O1 → D → O2 → F →, where the arrows define

the beam direction. F and D quadrupoles have the same strength and so the same focal
length f , while the two drifts have lengths of L1 and L2. In the R2

x plane, with x = (x, x′)
and x′ = dx/ds (s is the curvilinear path) the single transport matrices are the following:

F =

(
1 0
− 1

f 1

)
D =

(
1 0
1
f 1

)
O =

(
1 L
0 1

)
The total transfer matrix is:

Mx = FO2DO1 =

(
1 + L2

f L1 + L2 +
L1L2

f

− L2
f 2 1− L2

f −
L1L2

f 2

)

Since the two quadrupoles are identical except for a 90◦ rotation, we can say that the
full transfer matrix in the R2

y plane, with y = (y, y′) and y′ = dy/ds, can be expressed
using the matrices for the R2

x plane just exchanging the F and D terms:

My = DO2FO1 =

(
1− L2

f L1 + L2 − L1L2
f

− L2
f 2 1 + L2

f −
L1L2

f 2

)

This is quite a common result in beam transport literature, since a FODO line is the
most common one.

Let’s add another drift O3 of length L3 after the final F. This is because at the end of this
other drift we want another focus. We found that it was possible to do beam shaping and
energy selection using just quadrupoles [84]. Starting from a laser-driven proton source in
x = (0, x′0) and y = (0, y′0), we want to have another focus for both planes at a certain z f
position.

The full transfer matrices are

Mx = O3Mx = O3FO2DO1 =

=

1 + L2
f −

L2L3
f 2 L1 + L2 +

L1L2
f + L3

(
1− L2

f −
L1L2

f 2

)
− L2

f 2 1− L2
f −

L1L2
f 2
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and

My = O3My = O3DO2FO1 =

=

1− L2
f −

L2L3
f 2 L1 + L2 − L1L2

f + L3

(
1 + L2

f −
L1L2

f 2

)
− L2

f 2 1 + L2
f −

L1L2
f 2


Imposing in z f that x f = (0, x′0 f ) and y f = (0, x′0 f ):(

x f
x′f

)
= Mx

(
0
x′0

) (
y f
y′f

)
= My

(
0
y′0

)
we obtain a condition on Lx

3 and Ly
3 that is

Lx
3 = −

L1 + L2 +
L1L2

f

1− L2
f −

L1L2
f 2

Ly
3 = Lx

3 = −
L1 + L2 − L1L2

f

1 + L2
f −

L1L2
f 2

(3.11)

Since we need that the foci are overlapped at the same z, so that they are the same on
both planes, we must match the two results

Lx
3 = Ly

3 −→ L2
1L2

f 2 = 2L1 + L2

Fixing L1 and L2 we can obtain f :

f =

(
L2

1L2

2L1 + L2

)1/2

If we substitute this f in 3.11 we obtain that Lx
3 = Ly

3 = L1. We have found a very precise
value for a point in which our beam gets refocused, almost replicating the initial conditions
at the source (the initial point): this happens at a distance d = L1 + L2 + L1 = 2L1 + L2.

This map can also be iterated as many times as we want, since it’s easy to find that
at each z = n(2L1 + L2) the beam is refocused. Unfortunately, on the other hand, the
transverse speeds increase and so the beam divergence. This can lead to losses inside the
lattice and so a plain repetition of the structure should be avoided as much as possible. In
fact, if we now consider a lattice as follows:

→ O1 → D→ O2 → F→ O1 → O1 → O1 → F→ O2 → D→ O1 →

because of its symmetry, we can say that at the z = 2(2L1 + L2) we have a focal point again,
with the peculiar condition that x′f = x′0 f and equally y′f = y′0 f . Unfortunately, if the initial
point has not x0 = 0, but for example x0 > 0, we find that x′f grows. Iterating n times we
find that

xn = x0 but also x′n = x′0 + nλx0

3.2.2 Thick lenses

In case of a thick lens, the B field can be expressed as

B = B′yex + B′xey

If the speed is v = ẋex + ẏ + ey + v0ez and |ẋ|, |ẏ| � v0, Lorentz force is given by

F =
ev0B′

c
(−xex + yey)
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Motion equations are given by

mẍ = − ev0B′

c
x mÿ =

ev0B′

c
y

where m and e are mass and charge of the proton. If we use s = v0t as the longitudinal
variable

m
d2x
ds2 = − eB′

mv0c
x m

d2y
ds2 =

eB′

mv0c
y

In a quadrupole typically the maximum field B0 is at the edge and d is the separation
between the edges. In this case we can assume B′ = B0/d

It’s useful to define

k =
eB′

mv0c
1
β
=

eB0

mc2
1

βd

Using this definition, the matrices in R2
x are given by the evolutions described by

d2x
ds2 + kx = 0

d2y
ds2 − ky = 0

If LQ is the quadrupole length and α =
√

kLQ, we can write

F =

(
cos α k−1/2 sin α

−k1/2 sin α cos α

)
D =

(
cosh α k−1/2 sinh α

k1/2 sinh α cosh α

)

O =

(
1 L
0 1

)
If we consider now a line

→ O1 → D→ O2 → F→

the full transfer matrix in R2
x is

Mx = FO2DO1 =

(
Mx

11 Mx
12

Mx
21 Mx

22

)
where

Mx
11 = cos α cosh α + L2

√
k cos α sinh α + sin α sinh α

Mx
12 = L1 cos α cosh α + k−1/2 cos α sinh α + L2 cos α cosh α+

+ L1L2
√

k cos α sinh α + k−1/2 sin α cosh α + L1 sin α sinh α

Mx
21 = −

√
k sin α cosh α +

√
k cos α sinh α− L2k sin α sinh α

Mx
22 = −L1

√
k sin α cosh α− sin α sinh α + cos α cosh α+

+ L1
√

k cos α sinh α− L2
√

k sin α cosh α− L1L2k sin α sinh α

Let’s symmetrize the previous line:

→ O1 → D→ O2 → F→ O1 →

Its transfer matrix is

M
x
= O1FO2DO1 = O1M

x =

(
1 L1

0 1

)(
Mx

11 Mx
12

Mx
21 Mx

22

)
=

=

(
Mx

11 + L1M
x
21 Mx

12 + L1M
x
22

Mx
21 Mx

22

)
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In order that we have another focus at z = L1 + LQ + L2 + LQ + L1 = 2L1 + L2 + 2LQ
we must have

M
x
(

0
x′0

)
= x′0

(
Mx

12 + L1M
x
22

Mx
22

)
=

(
0
x′

)
This means that Mx

12 + L1M
x
22 must be zero. This is not trivial, since the full expression

is extremely complicated:

Mx
12 + L1M

x
22 = (2L1 + L2) cos α cosh α + L2

1L2
√

k cos α sinh α+

− L2
1L2
√

k sin α cosh α + k−1/2 sin α cosh α(1− L2
1k)

+ k−1/2 cos α sinh α(1 + L2
1k)− L2

1L2k sin α sinh α = 0

We can just give an analytical result in the case L1 = L2 = 0, which simplifies to

cos α sinh α + cosh α sin α = 0

Unfortunately the results are not realistic, since

α = 2.365, 5.5, 8.64, . . .

If we choose
√

k ∼ 0.1, an ordinary value for a quadrupole, we would have that the
shortest quadrupole would have a length LQ = α/

√
k ≈ 22 cm, exaggeratedly long. Also,

this analytic case is absurd since we cannot put two quadrupoles close, side by side: the
magnetic field lines, as already said, would collapse between the two, removing any field
from the bore.

So, in order to build a line that works with quadrupoles for proton transport and energy
selection, we proceeded fixing some parameters and doing some numerical simulations, in
order to obtain realistic parameters.

Some results with beamlines based on a multiplet of quadrupoles are presented in
chapter 4.2.2.

During my PhD I was the tutor of J. S. Pelli Cresi that wrote his bachelor thesis on this topic.

3.3 Solenoid

The solenoid has been found as the most effective device to do beam shaping and energy
selection for laser-driven proton acceleration [85].

Let’s consider a solenoid of length L, with a uniform B = B0ez field inside it (z is the
solenoid axis). The field on the border (entrance and exit) is extremely important, as we
will find out, since it determines the focusing properties of the device itself: if missing, we
would only have a rotation in the phase space of the particles. To describe the fringe fields,
the best way is just to impose div B = 0 and exploiting cylindrical symmetry around z axis.

B = Br(r, z)er + Bz(z)ez

If we impose a null divergence, we have

div B =
1
r

∂

∂r
(rBr) +

1
r

∂Bφ

∂φ
+

∂Bz

∂z
= 0

Since Br is limited, rBr goes to zero for r = 0 and so we have

rBr = −
∫

0
rr′Bz(z)dr′ Br = −

r
2

B′z(z)
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The vector potential is given by

A =
r
2

Bzeφ

since, calculating its rotor, we have back the previous results:

rot A =
1
r

er reφ ez

∂r ∂φ ∂z
0 rAφ 0

 = − r
2

B′zer + Bzez = Brer + Bzez

Calculating the Lorentz force we have

F =
e
c
(
ṙer + rφ̇eφ + żez

)
× (Brer + Bzez) =

=
e
c
[
rφ̇Bzer + (żBr − ṙBz) eφ − rφ̇Brez

]
The equation of motion then are:

m
(
r̈− rφ̇2) = e

c
rφ̇Bz

m
r

d
dt
(
r2φ̇
)
= (żBr − ṙBz)

e
c

mz̈ = −rφ̇Br
e
c

If we transform these equations in Cartesian coordinates we have:

B = erBr + ezBz = −
( x

r
ex +

y
r

ey

) r
2

B′z + ezBz =

= − x
2

B′zex −
y
2

B′zey + ezBz

and the Lorentz force in matrix form:

F =
e
c

 ex ey ez

ẋ ẏ ż
−xB′z/2 −yB′z/2 Bz

 =


Fx =

e
c

ẏBz +
e

2c
yżB′z

Fy = − e
c

ẋBz −
e

2c
xżB′z

Fz =
e

2c
B′z (xẏ− yẋ)

To proceed further, it’s useful to describe Bz as Bz = B0 f (z), where

f (z) = H(z)− H(z− L) (3.12)

where, as previously defined, L is the solenoid length. With this definition, and defining
ωL as the Larmor frequency

ωL =
eB0

2mc

we have


Fx = ωL2mẏ f (z) + ωLmyż f ′(z)

Fy = −ωL2mẋ f (z)−ωLmxż f ′(z)

Fz = ωLmxẏ f ′z −ωLmyẋ f ′(z)

=⇒


ẍ = ωL

(
2ẏ f (z) + yż f ′(z)

)
ÿ = −ωL

(
2ẋ f (z) + xż f ′(z)

)
z̈ = ωL f ′(z) (xẏ− yẋ)

(3.13)
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A proper choice for H(z) is

H(z) =
1 + tanh

( x
2λ

)
2

=
1

1 + e−x/λ
(3.14)

so that the derivative is

H′(z) =
1

4λ

1
cosh2 ( x

2λ

) =
1
λ

e−x/λ

(1 + e−x/λ)
2 (3.15)

If we restrict ourselves to the paraxial approximation, we can assume

ż ≈ v0 (3.16)

The speed along z is constant and so z̈ = 0.
We can also use the variable s to describe the longitudinal position:

s =
∫ t

0
vdt ≈ v0t = z

so that
x′ =

dx
ds
≈ dx

d(v0t)
=

dx
dz

=
dx

v0dt
=

ẋ
v0

=
1
β0

ẋ
c

and the Larmor frequency

ΩL =
eBz

2mc2 Ω′L =
dΩL

dz
=

eB′z
2mc2

We should note that B′z = dBz/ds ≈ dBz/dz.
Under this paraxial approximation, we can rewrite 3.13 as

x′′ = 2
ωL

β0
y′ +

Ω′L
β0

y

y′′ = −2
ωL

β0
x′ − Ω′L

β0
x

(3.17)

where we have discarded z′′ since it is now an extremely small correction thanks to 3.16.
We can also rewrite these equation in a complex form using w = x− iy:

w′′ = 2
ωL

β0
iw′ + i

Ω′L
β0

w (3.18)

If we introduce the rotating reference system defined by

w = wLeiΦ (3.19)

where

Φ(z) =
∫ z

0

ΩL(z′)
β0

dz′

the first derivative is
w′ = w′LeiΦ + i

ΩL

β0
wLeiΦ (3.20)

and the second one is

w′′ = w′′LeiΦ + 2i
ΩL

β0
w′LeiΦ + i

Ω′L
β0

wLeiΦ − Ω2
L

β2
0

wLeiΦ (3.21)
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Inserting 3.19, 3.20 and 3.21 into 3.18 and dividing by eiΦ the motion equation reads

w′′L + 2i
ΩL

β0
w′L + i

Ω′L
β0

wL −
Ω2

L
β2

0
wL = 2i

ΩL

β0
w′L − 2

Ω2
L

β2
0

wL + i
Ω′L
β0

wL

simplified:

w′′L +
Ω2

L
β2

0
wL = 0 (3.22)

3.3.1 Maps in the thin lens approximation

We can consider the solenoid in the limit for λ → 0, when the 3.15 goes to a δ(z). In this
case, the focusing effect does not disappear, it becomes a kick.

Inside the solenoid we can write the map using the previously obtained motion equa-
tion:

w(s) = eiΦ(s)wL(s) (3.23)

where wL(s) satisfy the 3.22. In order to streamline the notation, we can define

k =

(
ΩL

β0

)2

=

(
eB0

2mcv0

)2

α ≡ Φ(s) =
ΩL

β0
s =
√

ks

The solution of 3.23 for 0 < s < L is(
wL(s)
w′L(s)

)
= S

(
wL(0)
w′L(0)

)
where

S =

(
cos α k−1/2 sin α

−k1/2 sin α cos α

)
Going back from w to the real x, y coordinates we have

xL(s)
x′L(s)
yL(s)
y′L(s)

 =

(
S 0
0 S

)
=


xL(0)
x′L(0)
yL(0)
y′L(0)


It would be interesting also to go from the rotating system to the fixed one, using the

3.19. Noting that

w(s) = wL(s)eiα w′(s) = w′L(s)e
iΦ + i

√
kwL(s)eiΦ

and using the rotation matrix

R =

(
cos Φ(s) sin Φ(s)
− sin Φ(s) cos Φ(s)

)
we can write (

x(s)
y(s)

)
= R

(
xL(s)
yL(s)

)
(

x′(s)
y′(s)

)
= R

(
x′L(s)
y′L(s)

)
+ k1/2R

(
yL(s)
−xL(s)

)
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We should notice that, for the first time, we are mixing x and y original components.
Defining Q = cos Φ(s) and Z = sin Φ(s), the final form of the map can be written as

x(s)
x′(s)
y(s)
y′(s)

 = R f


xL(s)
x′L(s)
yL(s)
y′L(s)

 = R f · S f


x(0)
x′(0)
y(0)
y′(0)


with

R f =


Q 0 Z 0

−k1/2Z Q k1/2Q Z
−Z 0 Q 0
−k1/2Q −Z −k1/2Z Q


and

S f =


Q k1/2Z 0 0

−k1/2Z Q 0 Z
0 0 Q k−1/2Z
0 0 −k1/2Z Q


As we will see later from simulations, the solenoid is an exceptional tool to do energy

selection, through focusing them at a certain position, where we can place an aperture to
absorb all the non-focused protons. Unfortunately, beyond the desired energy, also particles
with much lower energy are focused at the same point.

In the sharp edge approximation we can justify the presence of several peaks in the
spectrum. For a given energy E∗ = 30 MeV we consider the focus of the solenoid which is
located at zfoc = D + L+ D1 where D1 is such that, from equation 4.3, we obtain A(E∗) = 0:

zfoc = D + L +
D cos α + k−1/2 sin α

Dk1/2 sin α− cos α

At z = zfoc we place a collimator of radius r. A particle with energy E 6= E∗ and a given

value of θ0 =
(
x′0

2 + x′0
2)1/2

reaches the focal plane at a distance d from the z axis, where

d =
(
x2(zfoc) + y2(zfoc)

)1/2
= θ0|A(E)|

and will go through the collimator only if d < r. As a consequence the condition that
the particle passes through the collimator is d < r.

We first consider the position of the focus zfoc = D + L + D1 as a function of E and look
for values of E such that zfoc(E) = zfoc(E∗). Indeed there are multiple values of the energy
for which the same focus occurs. Choosing D = 2 cm, B0 = 10 Tesla and L = 27 cm we
find that at E = 30 MeV with x′0 = y′0 = 0.05, which corresponds to pz = 0.2523, we have
D1 = 58.2 cm so that zfoc = 87.2 cm. These values are somewhat different from the case
with a smooth fringe field. Changing x′0, y′0 we change pz and the focus slightly changes.
For instance with x′0 = y′0 = 0.01 we have pz = 0.2528 and zfoc = 88.4 cm. In figure 3.5 we
show the position of the focus as a function of energy E by keeping x′0 = y′0 = 0.01. The
same focus z = 88.4 cm occurring for E = 30 MeV is also obtained for E = 4.3 MeV and
E = 1.6 MeV. The same figure shows the distance d from the z axis at z = 88.4 cm when
the energy is varied and compares it with the collimator radius r = 0.5 mm.

We consider now a beam having an exponential spectrum and a uniform angle distri-
bution within a given range.

dN
dEdθ0

= N0ρ(E, θ0)
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Figure 3.5: Upper frame: plot of the focus as a function of the energy
compared with the focus for E = 30 MeV. Lower frame: comparison of the
distance d = Aθ0 from the z axis at the point z = 88.4 with the collimator
radius r = 0.5 mm when the energy varies and x′0 = y′0 = 0.01

∫ Emax

Emin

dE
∫ θmax

θmin

dθ0 ρ(E, θ0) = 1

where N0 is the total number of particles having crossed the first collimator. We assume
for simplicity a factorization of the distribution according to ρ(E, θ0) = ρE(E) ρθ(θ0) where

ρE(E) =
1
E0

exp (−E/E0)

e−Emin/E0 − e−Emax/E0
χ

[Emin,Emax ]
(E)

and
ρθ(θ0) =

1
θmax − θmin

χ[θmin,θmax](θ0)

having defined χ[a,b](x) the characteristic function of the interval [a, b]. If Emin � E0 and
Emax � E0 then e−Emin/E0 − e−Emax/E0 ' 1. The spectrum at the exit of the second collimator
at zfoc = L + D + D1 is given by

ρ1(E) =
∫ θmax

θmin

dθ0 ϑ(r− Aθ0)ρE(E) = g(E)ρE(E)

The function g(E) gives the fraction of particles transmitted at a given energy through
the collimator. We recall that A depends weakly on θ0 because pz = p0(1 + θ2

0)
−1/2 and

for non relativistic particles βz ' pz we have k1/2 = ΩL/βz '
(
1 + θ2

0
)1/2ΩL/p0 and

θ0 � 1. When r decreases, the width of the peaks decreases too and a spectrum of lines is
approached. When the value of θmin decreases the peaks become larger and a background is
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progressively created because the particles almost parallel to the z axis cross the collimators
whatever is their energy. In figure 3.6 we show the function g(E) for two different values
of θmin equal to 0.001 and 0.005 respectively

During my PhD I was the tutor of S. Fazzini that wrote his bachelor thesis on this topic.

3.4 Other devices

3.4.1 RF cavity

For the purpose of improving the characteristics of laser-produced protons that have ther-
mal characteristics and a Maxwellian distribution, rotation of the particles in the longitudi-
nal phase-space (“phase rotation”) has been proposed [86, 87, 88, 89].

The principle of its design is almost easy: if we let the laser-driven bunch propagate for
some centimeters, the length of it will become longer than the wavelength of the RF cavity.
It’s then possible to inject the bunch and, thanks to a good calibration of the device and the
different phases of the RF electric field the protons will experience, the relatively higher
energy ions will be decelerated and lower energy ones will be accelerated, collecting at the
end just a well-defined energy region.
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Figure 3.6: Upper frame: Plot of the function g(E) = ρ1(E)/ρE(E) which
gives the fraction of particles having overcome the second collimator, at a
given energy, whatever is their initial value of angular deviation θ0. The
spectrum is obtained for an angular distribution whose lower bound is
θmin = 0.001. Lower frame: the same as the upper frame with a larger
value of the angular spectrum lower bound θmin = 0.005. In this case the
spectrum is narrower.
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This idea was also used in our works and combined with a post acceleration stage: the
RF cavity was acting as a “perfect” filter and also as a device that raised the energy, in our
cases from ∼ 30 to ∼ 60 MeV [85].
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Figure 3.7: On-axis field for PHELIX Solenoid (GSI-Darmstadt), measured
and both in the hard-edge approximation and in the analytical fringe-field
representation.

Figure 3.8: CAD drawing of ACLIP, an RF cavity designed by INFN and
used for our studies in paper [85].
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3.4.2 Plasma lens

It has been proposed [90] to use lasers also to create their own devices for beam focusing
and energy selection. The advantages would be connected to their ability to withstand
large ion beam currents, the fact that they can be switched over picosecond time scales
and their property to support large deflecting fields on microscales. As described by the
authors, the proposed method uses a compact laser-driven micro-lens arrangement. The
process begins with relativistic electrons injected through the cylinder’s wall, produced by
the laser, which spread evenly inside and initiate the hot-plasma expansion. The transient
electric fields associated with the expansion are used in a radial geometry to focus protons
obtained by the main laser pulse impact on the thin planar foil.

This method is extremely interesting but was not considered by us, at least in these ini-
tial stages, because we were looking for a design that was able to sustain a high-frequency
operation mode.

3.5 Propaga

At the beginning of my PhD I continued the development of a particle tracking code that I
started to write during my Master Thesis.

The main goal of this software is to be able to transport all the particles that come out
from our particle-in-cell code and any other code, through extremely flexible interfaces, in-
side elements of a conventional beamline. The code is available under request on GitHub1.

Algorithms

A conventional transport code is not “enough” for laser-plasma driven transport simula-
tions, since almost all of traditional codes have important drawbacks that make it difficult
to use them with laser-driven bunches. The main trouble is the exponential spectrum of
the particles, an assumption valid for all the species. This peculiarity renders unusable all
the tools that use an optical formalism to do the transport, like PARMILA [91] or TRANS-
PORT [92], since their fundamental requirement is a strictly monochromatic beam, and
also many other tools that relies on the integration of the motion equation that simplify
the tracking using just a single virtual particle located at the center of the bunch. Since the
bunch becomes very long just after few centimeters, and because particles with different
energies have different behaviors, using these tools can be very troublesome: our solution,
when we had to handle this problem, was to split the full bunch in thousands of “almost
monochromatic” sub-components and so the full simulation was split inside thousands of
sub-simulations.

The code is fully parallelized with MPI and OpenMP, in order to be able to scale as
much as possible. It includes all the basic elements of a conventional beamline with the
algorithms for a time integration of the particle tracks. At each time step, for each particle
it overlaps the contribution at its position of every field in the structure, so that even very
long fringe fields can be considered in case of complex overlapping. Then it applies the
geometry, and flags the particle if it doesn’t fit inside the constraints.

The code contains a proper description of quadrupoles, solenoids, chicanes, RF cavities,
drift tubes and apertures. It has been thoughtfully checked with other codes, such as
ASTRA from Desy [93, 94]. All of the tests were done in the proper approximations valid
for those other codes and the results are perfectly matched.

1https://github.com/cenit/Propaga.git

https://github.com/cenit/Propaga.git
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There’s also an experimental routine to calculate the space-charge effect as an electro-
static one. We don’t use it in our daily simulations, since in laser-plasma literature the
space-charge effect is almost always considered as negligible, at least after a couple of cen-
timeters from the source, since the charge is diluted enough. Also, the routine does the
calculations as an N-body algorithm and so it’s extremely hard to make it scale to many
particle system as the ones we are dealing with. This is a loss only for a special kind of
problems that we are still not dealing with and that is not very well treated also in lit-
erature, that is the interaction of the protons with the comoving electrons. Fast electrons
produced during the laser-plasma interaction, in fact, go away pretty soon, and so they
can be removed with a chicane. But what happens with electrons contained inside the
proton/ion bunch is much more difficult to understand, since the self-interaction can be
very strong and so it could be very troublesome to separate them.

In Appendix B I will discuss a way to do bunch de-neutralization as studied at GSI
(Darmstadt), using a foil, that can be made of copper or carbon, to absorb electrons and
reduce as much as possible the number of secondary emitted ones.

Visualization

Plotting of bunch parameters and statistical values along the lattice is done through a
gnuplot interface. Most important plots that we have for a simulation are the emittances
and the bunch envelope along the beamline, and the spectra at different positions (inte-
grated in time) or time steps (integrated along the whole line). The code is extremely
modular, so it is possible to do many other evaluations easily if requested by the user. Data
converters and post-processing tools are available on other GitHub repositories2,3,4.

2https://github.com/cenit/dataproc.git
3https://github.com/cenit/converter.git
4https://github.com/cenit/ALaDyn_Fluka_Astra_tools.git

https://github.com/cenit/dataproc.git
https://github.com/cenit/converter.git
https://github.com/cenit/ALaDyn_Fluka_Astra_tools.git
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4
Increasing the proton bunch quality

Since laser-plasma acceleration of protons has been demonstrated as a proof-of-concept
technology that works, many laboratories now are trying to improve the quality of the
proton bunch obtained.

This is an extremely important work, since almost all of the applications, like fast ig-
nition, laboratory astrophysics, material studies, biological irradiation, cancer therapy, re-
quire a stable and reproducible beam, with well-defined properties.

In this chapter, I will analyze the work that we have done in order to improve the
quality of laser-driven protons. Starting from the foundation of beam shaping discussed
in chapter 3 and describing some new ideas, I will present the most up-to-date results that
we had from simulations and that we presented in our papers.

Improving the beam quality can be seen as a broad topic. In fact it could mean improv-
ing the maximum energy, the average energy, the charge of the bunch, its divergence and
size, the emittance in general, reducing the broadness of the energy spectrum to increase
monochromaticity, . . . . First of all I will describe few ways to increase the cut-off energy
and then I will present some beamline designs that perform energy selection and bunch
size confinement.

4.1 Target optimization and development

In these years of laser-plasma ion acceleration research, most of the focus has been devoted
to improve the quality of the lasers. Enhancing the pulse energy, improving the contrast,
reaching new level of intensity on the focal spot, a great work has been pursued on de-
livering more energy in a shorter pulse on the target. This was important in order to be
able to shoot on very thin target and transfer as much energy as possible to ions, without
“burning” energy ablating a thick target.

On the other hand, not so much work has been done to this very important ingredient
of the experiment. In a typical configuration, the target is a simple metallic foil, without
much characterization. Few alternative target designs exist, like plastic foils, micro-grooved
targets, double layer (foam-coated), ultrathin, mass-limited, conical-shaped, but the impres-
sion that we have is that this is an area that can benefit a lot from future work.

An alternative to solid target could be shooting on clustered gas jets [95], but the results
were not extremely enthusiastic and so this path looks like difficult to pursue; fortunately,
an effort is going on also in other labs like LOA.

65
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4.1.1 Foam

An interesting role in enhancing laser pulse conversion into fast electrons, and so faster
ions, was found with the foam-coating of metallic targets [96]. In fact, since the plasma ob-
tained from a bare metal foil is highly overcritical (ne > 100nc), for a laser with optical/near-
infrared wavelength, the penetration depth is just a “skin” layer, of thickness ∼ c/ωp =

(λ/2π)
√

nc/ne. This means that the interaction of the laser with the target is a surface one,
rather than a volume one. Most of the laser is usually reflected, even if a good part of it
can be absorbed via different mechanisms [97].

In order to enhance the laser absorption, a low-density coat on the upstream (illu-
minated) side of the target was deeply studied in our group [63]. The presence of this
near-critical-density layer allows the laser to penetrate inside the target, enhancing energy
conversion into fast electrons through an higher absorption.

This technology is extremely promising, even if it adds some complications to the de-
sign of an experiment. In fact it may be extremely difficult to deposit such a layer on a very
thin target, in an accurate and non-destructive way.

In our simulations, we considered many different electron densities n f and thicknesses
` f for the foam: 1 ≤ n f ≤ 4nc and 1 ≤ ` f ≤ 8µm. Behind the target, on the downstream
side, there’s a contaminants layer, whose characteristics are not very important for the
results of the simulations. Usually it is kept to a very low thickness (`c ≤ 10 nm) and
densities at about ten times the critical density.

In figure 4.1 we can see the drastic improvement that a foam coating can bring to the
energy spectra, without having to modify anything on the laser side.

Figure 4.1: From [63], a comparison of the energy spectra obtained with
the same target and the same laser, just coating with different foam thick-
nesses.
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4.1.2 Prepulse shaping and preplasma

Pre-heating the target with a second pulse or exploiting the prepulse is an extremely in-
teresting and difficult topic. The major constituent of the prepulse is the nanosecond-scale
amplified spontaneous emission (ASE). This energy, delivered on target with low intensity
(with respect to the main pulse, not really on an absolute point of view) and long time
scales (nanoseconds instead of femtoseconds) heats, melts, evaporates, ionize and ablate a
portion of the initially solid “conventional” bare target. This ablated material creates a pre-
plasma that can be studied, and, contrary to an intuitive expectation, that such preplasma
hinders the ion acceleration due to the main pulse depletion, what can be found is that,
under certain optimal conditions, the acceleration can be substantially enhanced as com-
pared to the (purely numerical, still not feasible) clean laser-pulse case. This may be due
to the relativistic self-focusing of the main pulse, or also to the enhanced laser conversion
in the low-density region into fast electrons.

Citing the conclusions found in [98], having a petawatt class laser with a clean pulse
is of course extremely beneficial even with those results, since in this case a second lower
intensity laser pulse can be used to create the optimum preplasma, instead of having to
rely on an unstable (shot by shot) phenomenon.

Anyway, we can say that the plasma slab formed by the pre-pulse plays an important
role, but understanding this mechanism is not so straightforward. In [98] and [99], to
describe the melting, evaporation and ablation they use a hydrodynamic code. Both article,
especially the second, describe in good detail the governing equations implemented in the
code and the algorithms used in the simulations. The output of this hydrodynamic code is
then used as an input for the PIC code to describe the interaction of the main pulse with
the “residual” target. All their work has been done in 2D and it is one of my personal goal
for the next future to do some 3D simulations on this topic.

Since I don’t have any hydrodynamical code, to tackle this problem I started using bops1

[100, 101]. This is an extremely nice PIC code, 1D-3V (1 spatial, 3 velocity coordinates),
originally created by Paul Gibbon. Of course the oversimplifications of a 1D code are big,
but what I was looking for were just some density profile along the laser propagation
direction for the targets hit by the ASE prepulse (modeled as a continuous sinusoidal
wave with low intensity). Unfortunately the code is not parallelized and this made the
task unfeasible. Anyway, what we learnt from this experience was invaluable and we are
planning for 2D simulations of these extremely long interactions using our ALaDyn code in
2D mode. We didn’t use it from the beginning since it is still not working in 1D.

In order to have density profile for the targets as an input for ALaDyn 2D/3D, reading
from literature [102] I got some realistic models obtained with other hydrodynamic codes
like MULTI [103]. The typical given description of a target after the prepulse is essentially
a thinner target, whose ablated material created a low density cloud in front of it, that
is describable with an exponential ramp and a long, uniform, low density layer at the
beginning.

Examples of average energy evolutions in time for different preplasma are shown in
figure 4.2.

1https://github.com/cenit/bops.git

https://github.com/cenit/bops.git
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Figure 4.2: Comparison of average energies obtained from different target
preplasmas. All the shots were done using the same laser pulse. We can
notice that the case without preplasma is the one reaching the lowest av-
erage energy at the end (all the preplasma configurations considered were
enhancing ones). Also to note that the one without preplasma is the one
starting first, since the laser does not have to penetrate any layer at the
beginning.

4.2 Beamline development

4.2.1 Beamline with solenoid and LINAC

Using the solenoid as a bunch compressor and an energy selection device, we studied many
simulations in order to obtain few realistic configurations.

In every condition, we had to choose the best energy slice, that was the highest energy
with at least 108 protons. Following there is an example.

During my PhD I was the tutor of C. Benassi that wrote his bachelor thesis on this topic.
This work was very instructive for the paper [85], where we analyzed conventional

post-acceleration of laser-driven proton bunches.
In that work, trying to have a configuration as close as possible to the experimental

condition of LILIA Phase II, we chose as a target a composite model given by a thin foil
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Figure 4.3: PIC Simulation: a0 = 20, n/nc = 40, ` = 0.2 µm, `c = 0.05 µm,
` f = 0.0 µm. Transport Simulation: first collimator at z = 1 cm, cutting
at 50 mrad, solenoid from z = 2 cm to z = 32 cm with a field of 7 T and
a fringe field λ factor of 2 and the energy selector (second collimator) at
z = 86 cm.

with a layer of foam for the TNSA mechanism and a target with critical density for the
MVA regime.

The injection into a linac for post-acceleration could be done directly without any beam-
line at the beginning, but this strategy has at least a couple of drawbacks:

• we are not compressing beam divergence and so only the protons coming out from
the target with very low angles are accepted inside the cavity;

• since we are giving the task to do energy selection fully to the RF cavity, we are
loosing a lot of particles inside the first module. This may not be a problem at the
beginning, but with the strategy in mind to design a high-repetition device, this
would compromise the functionality and the maintenance of it, since we would have
the activation of the material. Clearing the bunch, as much as possible, before the
entrance is extremely useful.

So, since at INFN there’s ACLIP (ACceleratore LIneare compatto per Prototerapia) [104,
105] ready, which has an injection energy of 30 MeV, we chose target designs in order to end
up with a maximum proton energy of at least 60 MeV using a laser configuration similar
to FLAME for LILIA Phase II.

It was important to have a good number of protons at 30 MeV and the transport line is
designed in order to reduce as much as possible the losses for that slice.

Similar experiments and simulations, done independently but at the same time, have
been done at GSI and are reported in few papers [106, 107].

The first transport line that we considered for these studies was based on a solenoid,
because it appeared to be more efficient than a multiplet of quadrupoles. To reduce the
angular spread of the initial beam to 50 mrad we start with a collimator, which does not
cause a relevant reduction of the intensity. To select the energy we place a second collimator
after the solenoid, precisely on the focus of the protons having the energy 30 MeV of the
selected slice. We observe that the same focus occurs for lower energy protons, but the
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energy separation is so large that the low energy peaks can be easily removed. Again, the
use of a collimator to perform energy selection has been independently proposed in [108].

After the transport and energy selection the beam has a small size and transverse emit-
tance so that it is possible to inject it into the RF cavity. But let’s see the configuration in
more detail: we analyzed the behaviors of two different bunches inside the same beamline,
one obtained on a solid target, the other on a quasi critical density target.

For the TNSA regime we consider a linearly polarized laser pulse of duration τ = 25 fs
FWHM (Full Width Half Maximum), wavelength λ = 0.8 µm and power P = 270 TW. With
a waist w = 3 µm the intensity is I = 2 1021 W/cm2 which corresponds to a = 30.

The target we consider is a composite one: on the illuminated side is deposited a layer
of foam having quasi critical density and thickness of 2 µm, while on the rear of the Al
foil (electron density ne = 40nc and thickness ` = 0.5µm) we put a layer of contaminants
(hydrogen) of thickness 0.05 µm and density ne = 9 nc.

The ionization state of the Al foil is limited to the ninth electron. A non-full ionization
state of the foil is justified since the absorption of laser energy occurs mainly in the foam
layer. The foam layer is H fully ionized.

In the upper frame of figure 4.4 we show the protons energy spectrum for the composite
target, where the maximum energy is 60 MeV and the average energy is 7.2 MeV; we also
compare the full spectrum with the energy spectrum obtained with a cutoff in the angle θ

at 50 mrad. In the lower frame we show the energy-angle distribution dN/(dEdθ) where
θ = arctan(p⊥/pz) having denoted by p⊥ = (p2

x + p2
y)

1/2 the transverse component and by
pz the longitudinal component of the momentum of each proton.

The longitudinal resolution for overcritical targets has been chosen in order to resolve
the skin depth in the foil, which in our case is `skin = λ/(2π(ne/nc − 1)1/2) ' 20 nm.
The computational box is Lz = 22 µm, and Lx = Ly = 32 µm transversally. The grid size
is ∆z = 10 nm, ∆x = ∆y = 30 nm so that the number of cells is 2.5 109 whereas the
total number of macroparticles describing the electrons is 2 109 and the number of ions is
correspondingly chosen on the base of the ionization state. Transversally the laser pulse
and electron density variations are milder so that we can allow a space resolution larger
than the skin depth.

For the quasi-critical targets, where the MVA regime dominates, the key laser parameter
is power rather than intensity [77]. We have considered a circularly polarized laser pulse
with P = 155 TW of duration 25 fs FWHM. The waist is 2.5 µm so that the intensity is
I = 1.58 1021 W/cm2 which corresponds to a = 19. The target thickness is 40 µm and
its electron density is n = nc. In this case PIC simulations provide a maximum energy
Emax ∼ 100 MeV.

The full energy spectrum and the spectrum with a cutoff in the angle at 50 mrad are
shown in the upper frame of figure 4.5. The distribution in the energy-angle plane is
presented in the lower frame of the same figure: it shows that the angular spread is higher
than in the overcritical case. For this configuration the computational box is Lz = 40 µm
and Lx = Ly = 20 µm with a grid size ∆z = 25 nm and ∆x = ∆y = 50 nm. The total number
of cells is 2.5 108 and the average number of macroparticles per cell is 8 so that the total
number is 2 109 (the initial distribution is uniform).

Let’s analyze now the bunch propagation along the beamline. First of all, let’s say that
when dealing with a laser-driven bunch the description itself can be cumbersome since all
the conventional statistical parameters are always known for monochromatic bunches.

When the full beam is considered, a given point z is reached at different times by
particles having different energies. In our case, we adopt a strategy based on the com-
putation of the RMS invariants in order to characterize its properties. At any time we
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Figure 4.4: Upper frame: plot in a logarithmic scale of the proton initial
energy spectrum (blue line) and after an angular selection θ < 50 mrad
(light brown line) for the composite foam+foil target (TNSA) with a = 30.
Lower frame: initial energy-angle distribution of the bunch in a logarithmic
color scale.

compute the averages 〈xi〉, variances σ2
i of the space variables and the emittances εi. Let-

ting x1 = x, x2 = y, x3 = z they are defined by

σ2
i = 〈(xi − 〈xi〉)2〉 (4.1)

ε2
i = 〈(xi − 〈xi〉)2〉〈

(
x′i − 〈x′i〉

)2〉+

−
(
〈(xi − 〈xi〉)(x′i − 〈x′i〉)〉

)2 (4.2)

These averages are computed at each time step but to display them we use 〈z〉 rather
than t itself. Indeed the longitudinal position of the center of mass of the beam 〈z〉 provides
a more intuitive picture of the propagation of the beam. When its longitudinal size, mea-
sured by σz, becomes large the interpretation of the dependence of the position variances
and emittances on 〈z〉 is no longer intuitive as for a short bunch.

The spectrum may be filtered to reduce its support to a smaller interval, by using a
suitable focusing and collimation system. Supposing that 〈z〉 is 1 m and that δ1 = 10%
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Figure 4.5: Upper frame: plot in a logarithmic scale of the proton initial
energy spectrum (blue line) and after an angular selection θ < 50 mrad
(light brown line) for the target with critical density (MVA) with P = 155
TW and a = 19. Lower frame: initial energy-angle distribution of the
bunch in a logarithmic color scale.

then σz is close to 3 cm. If δ1 = 1% then σz = 3 mm and the whole bunch is suitable
for injection into a high frequency RF cavity. In such cases the use of 〈z〉 as independent
variable is very appropriate.

The early propagation of the beam, from t = 0 up to t ∼ 0.15 ps, where the acceleration
process terminates, is described by the PIC simulation. The subsequent propagation up to
a few ps is mainly ballistic, but the interaction of electrons and protons still plays a role
at least for charge neutralization. The propagation of the beam is treated by neglecting
the electrons, part of which is still comoving with the protons. The separation of protons
becomes large due to free motion and the dilution of the proton bunch allows, at first
approximation, to neglect space charge effects. It would be desirable to model these effects
but the available simulation schemes are still inadequate to fully address this issue.

In appendix B I will show some strategies to remove the comoving electrons and ease
this constraint.

The transport line we considered is made of a drift of length D and a circular collimator
of radius r, followed by a solenoid of length L.
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Figure 4.6: Schematic drawing of the transport line. DA = DB = 10 mm, D1
= 510 mm, L = 300 mm, first iris radius = 0.5 mm, second iris radius = 0.5
mm, second iris minimum thickness = 5 mm.
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Figure 4.7: Upper frame: plot of the transverse emittances εx, εy in mm-
mrad as a function of 〈z〉 in cm for an energy selection of the beam 29 <
E < 31 MeV. Lower frame: plot of the RMS beam sizes σx, σy in mm for
the same energy selection. The focus of the solenoid for this quasi mono-
energetic beam is at z = 83 cm

As described in chapter 3, the analytic treatment of the solenoid is elementary only
in the sharp edge limit. In this case, we have a focusing in both phase planes (x, x′) and
(y, y′) followed by a rotation in the (x, y) and (x′, y′) planes. Letting βz = vz/c ' pz/mc
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Figure 4.8: Upper frame: plot of the transverse emittances εx, εy in mm-
mrad as a function of 〈z〉 in cm for an energy selection of the beam 3 <
E < 60 MeV. Lower frame: plot of the RMS beam sizes σx, σy in mm for
the same energy selection.

we define √
k =

ΩL

βz
=

eB0

2mc2βz
α =
√

kL

The particles trajectories at the exit of the solenoid are parallel to the z axis if k1/2 tan α = 1.
At a distance D1 from the end of the solenoid the particle crosses the transverse plane at
(x1, y1) such that

x2
1 + y2

1 = A2(E)
(

x′0
2
+ y′0

2
)

where
A = D cos α + k−1/2 sin α− DD1 k1/2 sin α + D1 cos α (4.3)

As a consequence, the focus for particles of a given energy occurs at a distance D1 such
that A = 0. If we put a collimator of radius r at z = D + L + D1, only the particles having
A(x′0

2 + y′0
2)1/2 < r will get through and energy selection is achieved, even if secondary

peaks exist as described in section 3.3. The presence of a low energy component is not
desirable for the injection into a RF but it does not affect significantly the acceleration
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process as we will show later. The elimination of this component can be achieved with a
weak chicane or a thin foil. The absorption of these components in the linac would not be
a problem due to their low intensity.

The particles with energy E = 30 MeV are focused at z = 83 cm namely after a drift of
D1 = 51 cm from the end of the solenoid, and there the second collimator is located, see
figure 4.6.

The second collimator is chosen as a Al slab 1 cm thick, such that all protons up to 60
MeV are stopped. The hole is a cone with an aperture of 1 mm radius, small basis of 0.5
mm radius and height of 5 mm, followed by a cylinder of 0.5 mm radius and 5 mm height.
The thickness of 5 mm is sufficient to stop protons up to 35 MeV.

We first perform a numerical selection of the spectrum at E = 30± 1 MeV and follow
the bunch along this transport line.
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Figure 4.9: Upper frame: plot in a logarithmic scale of the proton energy
spectrum after the second collimator (dark green curve) for the composite
target foam+foil (TNSA) compared with the spectrum after the first colli-
mator which selects the angle to θ < 50 mrad (light brown curve). Lower
frame: plot of the energy-angle distribution of the bunch after the second
collimator in a logarithmic color scale

The corresponding transverse emittances and transverse size RMS values are shown in
figure 4.7 where we choose 〈z〉 as independent variable. Along the same transport line,
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Figure 4.10: Upper frame: plot in a logarithmic scale of the proton energy
spectrum after the second collimator (dark green curve) for the target with
critical density (MVA) compared with the spectrum after the first collima-
tor which selects the angle to θ < 50 mrad (light brown curve). Lower
frame: plot of the energy-angle distribution of the bunch after the second
collimator in a logarithmic color scale

we have propagated all the protons in the energy interval [3, 60] MeV. The transverse emit-
tances and transverse RMS size values are reported in figure 4.8. We observe oscillations in
the transverse RMS sizes and emittances because the slow protons are still in the solenoid
long after the center of mass of the bunch has overcome it. As a consequence the interpre-
tation of these plots is not intuitive. An exhaustive information can only be obtained from
analyzing a full sequence of monochromatic energy slices.

The second collimator performs an energy selection as can be seen in figure 4.9 where
we plot the energy distribution and the energy-angle distribution for the composite target
(TNSA). In figure 4.10 the same distributions are shown for the target with critical density
(MVA).
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Figure 4.11: Upper frame: Energy spectra for a bunch with initial energy
of 30 MeV ± 0.1 MeV (blue line) post-accelerated in 1 module of ACLIP
(red line). Lower frame: post-acceleration in 5 modules. The values refer
to the actual number of particles for each bin and each bin has a width of
∆E = 0.1 MeV.

Post-acceleration

Starting from the bunch selected in energy by the previously described transport line,
we have simulated the post-acceleration in the linac ACLIP. This was conceived as a Side
Coupled Linac (SCL) designed as a booster for a 30 MeV proton injector working at 3
GHz. This high frequency implies a linac more compact and shorter than the standard
lower-frequency proton linacs, used as injector of most synchrotrons, since the permissible
accelerating field is roughly proportional to f 1/2 ( f is the RF frequency) [109]. The final
energy is 62 MeV.

The linac consists of 5 different modules, each with a maximum of 30 accelerating cells
arranged in 2 tanks, powered by a single RF feed. Beam focusing is obtained through the
use of permanent magnetic quadrupoles (PMQs). The total length of the five modules is
3.1 m. Eleven PMQs (gradient of 190 T/m) are positioned between the adjacent tanks and
at the beginning and the exit of ACLIP. All the modules are essentially identical, except for
their progressive increase in length, due both to the increasing velocity of the protons and
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to the different numbers of accelerating cells. The RF design is based on the same mean
accelerating field on axis in all the 10 tanks. The design foresees a mean axial field value
of E = 20 MV/m.

The synchronization process between the laser pulse and the RF power amplifier can
be a major issue. The phase acceptance window of the linac is of the order of 30 ps and
it turns out that the synchronization among laser pulses and RF fields has to be in the
ps scale. Nevertheless the SPARC Lab (Sorgente Pulsata Auto-amplificata di Radiazione
Coerente) layout in Frascati already foresees devoted electronic and optical equipment to
provide timing and synchronization in the femtosecond scale between 3 GHz accelerating
structures of the electron linac SPARC and the laser pulses. The fast timing structure has
been developed to allow Thompson emission and plasma acceleration experiments, and it
is supposed here that the same infrastructure, with minor changes, can be used for these
tests [110].

One of the critical issues of the hybrid acceleration scheme is compactness. The princi-
pal laser components can be located in a 20 m2 room. The interaction chamber, the trans-
port line and the linac (3.2 m long and less than 1 m wide) can be located in a radiation
shielded room of a similar size.

The simulations of the post-acceleration stages have been carried out using ASTRA [94].
In figure 4.11 (upper frame) we can see that if we inject a monochromatic bunch at E = 30
MeV with a spread ∆E = 0.1 MeV into the first module of ACLIP, in phase with the field
in the cavity, a good portion of it is accelerated up to 35 MeV. After five modules the bunch
is accelerated up to 62 MeV without additional losses, see lower frame of figure 4.11.

The monochromatic bunch is just a slice of the whole bunch that propagates along our
beam-line. We have injected the whole bunch, obtained from the laser interaction with a
composite foam+foil target (TNSA), coming out from the second collimator, and we found
that a similar energy gain can be obtained. The final spectrum after five modules has a
divergence less that 10 mrad, see figure 4.12 (lower frame). The energy distribution is
peaked at 62 MeV with a spread less than 1 MeV and has a low background, see figure 4.12
(upper frame). The number of protons in the peak is ∼ 107. The main bunch parameters,
including efficiency and energy spread, for the composite target (TNSA) at various stages
(initial, after first collimator, second collimator and at the end of the linac) are shown in
table 4.1.

In figure 4.13 we consider the angle and energy distribution of the bunch obtained
from the laser interaction with a target having critical density (MVA) post-accelerated after
selection by the second collimator. We still observe the angle cutoff at 10 mrad, the energy
peak at 62 MeV and a negligible background. The total number of protons is comparable.

〈z〉 (cm) Nptot Eptot (mJ) εx (mm mrad) εy (mm mrad) ∆E/E Npslice

0 3.5 1011 195 0.021 0.023 5.98 108

1.5 8.7 1010 79 0.24 0.21 3.58 108

84 2.1 109 2.8 0.48 1.91 3% 2.69 108

400 8.4 106 0.08 0.71 0.39 0.2% 7.53 106

Table 4.1: Bunch parameters for the composite target (TNSA) at different
stages. The values quoted in the columns for Nptot and Eptot refer to the
whole proton bunch, with E > 1 MeV for z > 0. The values quoted
in the columns εx, εy, ∆E/E, Npslice refer to the energy slice defined in
the last column. The laser energy is 6.75 J. The energy spread ∆E for a
distribution peaked at E is defined by dN/dE(E ± ∆E) = e−1dN/dE(E).
The last column is referred to protons belonging to the slice 30± 1 MeV
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Figure 4.12: Upper frame: plot in a logarithmic scale of the proton energy
spectrum after post-acceleration by five modules of ACLIP (red curve) for
the composite target foam+foil (TNSA) compared with the spectrum af-
ter the second collimator which selects the angle to θ < 50 mrad (dark
green curve). Lower frame: plot of the energy-angle distribution after
post-acceleration in a logarithmic color scale.

Considerations about this beamline

The beam has been injected into the linac and accelerated up to 35 MeV, with a single
module, and up to 62 MeV, with 5 modules, without additional significant losses.

The conclusion is that one can post accelerate ∼ 107 protons up to 62 MeV with a small
spread ∆E/E < 1% after an energy selection based on a solenoidal lens.

Acceleration to higher energies is possible using another stage such as the linac LIBO
(LInac BOoster) [111, 112, 113].

Supposing that these results can be confirmed in a single shot experiment, important
technological developments are necessary to reach the 10 Hz maximum laser repetition
rate in a stable and reliable way.

The start-to-end simulation was carried out in order to avoid initial guesses on the laser
accelerated proton beam and to follow consistently the evolution along the transport line
and the accelerating modules. The neglected space charge effects are not expected to be
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Figure 4.13: Upper frame: plot in a logarithmic scale of the proton energy
spectrum after post-acceleration by five modules of ACLIP (red curve) for
the target with quasi critical density (MVA) compared with the spectrum
after the second collimator which selects the angle to θ < 50 mrad (dark
green curve). Lower frame: plot of the energy-angle distribution after post-
acceleration in a logarithmic color scale.

relevant. What might be more relevant is the structure of the targets we used. Such foam-
coated or quasi-critical density targets are not presently available. Taking into account also
recent experimental results [114], one may estimate that using presently available targets
the number of protons after energy selection would be ∼ 107 and decrease to 106 or below
after post-acceleration. The composite targets we have considered are much less sensitive
to the thickness and electron density of the foil. As a consequence the results that we
have obtained should be close to reality provided that a homogeneous foam layer can be
prepared. The near critical targets, that are expected to be available soon from upgraded
gas jets, have been modeled in a realistic way and might be the best candidates to provide
a post-accelerated beam with 107 protons at a high repetition rate.
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4.2.2 Beamline with quadrupoles or chicanes

Previously we have shown that a transport line based on two collimators and a high field
solenoid is adequate to perform the energy and angular selection required for the injection
into a compact linac.

Another work [84] was done using different lattice beamlines for the transport phase.
Beam focusing and energy selection are achieved also with multiplets of PMQ and,

similarly to the solenoid case, selection is provided by a collimator located in the focal
plane of protons of the chosen energy. Similar configurations have been already reported
in literature [115, 116].

The laser beam we consider is very similar to the previous TNSA case: linearly po-
larized, has a duration of 40 fs FWHM and a peak intensity I = 2 1021 W/cm2. Also the
target is the same, in order to give comparable results: it is an Al foil of 0.8µm with a
layer of foam 2 µm thick on the upstream side. With these parameters, we obtained in the
simulation a maximum energy of Emax = 56 MeV, with an average energy of E0 = 10 MeV.
It’s different from before since the density of the target and the laser focal spot size are
minimally different.

Let’s say from the beginning that for PMQ transport line the number of energy selected
protons is one order of magnitude lower than that for the solenoid.

We have also considered a chicane as a possible transport alternative for energy selec-
tion. Because this device is efficient for a parallel beam, the divergence of the beam in our
case causes a decrease of the proton number by an additional order of magnitude after
energy selection.

The quadrupole parameters are chosen in such a way that the focus in both xz and yz
planes is the same, having denoted with z the beam propagation axis which is normal to
the target. Since the beam size at the beginning is only a few µm, it can be considered point-
like. The momenta of each macroparticle produced by the 3D PIC simulation are denoted
by px, py, pz and the angle with the z axis is θ = arctan(p⊥/pz) where p⊥ = (p2

x + p2
y)

1/2.
The trajectory of each macroparticle is the same as a proton with the same initial conditions
since the mass to charge ratio is the same. The angular deviations in the xz and yz planes
are defined by x′ = px/pz, y′ = py/pz and if we replace pz by the momentum modulus p
there is no significant difference as long as p2

⊥/p2
z � 1.

The condition for the focus to be same in the xz and yz planes can be easily worked out
in the thin lens approximation, using the equations described in section 3.2

A realistic and conservative solution is given in table 4.2.

Ξ O D O F O F O D O
` 2 6 4 6 4 6 4 6 45
$ 80 80 95 115

Table 4.2: Ξ denotes the elements: O for a drift, F for a focusing
quadrupole and D for a defocusing quadrupole; ` is the length, expressed
in cm; $ is B0/d, expressed in T/m

For protons with E = 30 MeV, the focus in x and y occurs for the same value z f = 83
cm.

The full aperture of the quadrupoles is assumed to be 2 cm (1 cm radius); to avoid big
losses inside the line, the first collimator selects protons with |θ| ≤ 20 mrad.

The energy and energy-angle spectra are shown in figure 4.14.
The number of selected protons is lower by almost one order of magnitude but, in
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Figure 4.14: Upper frame: sketch of the transport line using a PMQ
quadruplet. Middle frame: proton energy spectra for the the triple layer
target. (cyan initial spectrum, green after selection at |θ| < 20 mrad im-
posed by the first collimator, red after energy selection operated by the
second collimator after the PMQ quadruplet). Lower frame: color plot for
energy angle spectrum after energy selection by the PMQ quadruplet.

contrast to the solenoid case, no low energy peaks are present.
We have considered also the possibility of performing the energy selection with two

magnetic dipoles (chicane), whose arrangement has been calculated following equations
described in 3.1.

The chicane we have considered consists of two dipoles with B0 = 1 T of extension
` = 10 cm placed at a distance of 10 cm. No fringe fields have been considered. The
spectrum after the selection by a slit with ∆x = 0.1 cm, placed at a distance D = 29 cm
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Figure 4.15: Upper frame: sketch of the transport line using magnetic
dipoles. Middle frame: proton energy spectra for the triple layer target.
(cyan initial spectrum, green after selection at |θ| < 10 mrad imposed
by the first collimator, red after energy selection operated by the second
collimator after the chicane). Lower frame: color plot for energy angle
spectrum after energy selection by the chicane.

from the second dipole, is shown in the upper frame of fig. 4.15. The initial angle selection
has been restricted to |α| ≤ 10 mrad in order to have a good selection efficiency. The final
number of selected protons is one order of magnitude lower than the system based on
quadrupole transport.

We have also considered the same PMQ transport system with an aperture of 4 cm,
rather than 2 cm, and an initial angular selection at 50 mrad, as for the solenoid. Even



84 CHAPTER 4. INCREASING THE PROTON BUNCH QUALITY

though the initially collected number of protons is higher, the peak of the energy spectrum
after the second collimator at the end of the line is not significantly enhanced, at the expense
of the quality of the beam, so that the final number of protons suitable for post-acceleration
is comparable with the previous case.

For the chicane, if we perform an initial selection at 50 mrad, the losses during the
transport are much higher, so that the spectrum after the second collimator is about the
same as for the initial selection at 10 mrad. A reduction in ∆E in the spectrum of the
energy after the second collimator is possible reducing the size of the pinhole, but it causes
even more losses for protons at 30 MeV. Considering the fact that the total number of
injected protons is not very high, for now we consider that the losses inside the RF cavity
are not a problem and reducing the size of the pinhole or moving it further are not worth
enough.

Considerations about these beamline

We have considered different transport lines, based on a multiplet of PMQ and two mag-
netic dipoles to focus and achieve energy selection of a laser accelerated proton beam, in
order to inject it into the first module of a linac.

Because of PMQ lower effectiveness with respect to the solenoid, in comparison with
previous results, after the energy selection at 30 MeV the number of protons is lower by
one order of magnitude; this is then reflected on the final beam intensity at the exit of the
linac.

A selection system based on two magnetic dipoles appears to be effective only if the
beam divergence is very low.

So, considering that only the very low initial divergent protons are going to survive
this transport line, the final number of selected protons before injection and after post-
acceleration is two orders of magnitude smaller than that of the solenoid based transport
line.

Anyway, what we learned with these simulation was invaluable to learn the best meth-
ods to guide future post-acceleration experiments and the general development of hybrid
integrated laser-driven ion accelerator systems (HILDIAS) [117].

4.3 Collaborating with KPSI

The conditions required for the injection into a compact linac like ACLIP could be achieved
at the laser FLAME facility in Italy [118]. But it is also possible to obtain them in other
facilities, like the Kansai Photon Science Institute (KPSI) in Japan.

In fact, as described in [114], recently they obtained protons with energy up to 40 MeV.
During the third year of my PhD I spent some months at the KPSI Institute. This

was a great opportunity to have many fruitful discussions with some of the best talented
people in this field, establish many connections that triggered interesting exchanges of
ideas with people from there or just visiting the lab like me, and also because it offered me
the opportunity to start working on a 3D PIC simulation that, for the first time, is trying
to reproduce an experiment, understand the actual results and suggest future possible
development paths.

The work is still completely in progress, but we hope to have publishable results as
soon as possible. A brief description of the experiment conducted at the end of 2011 and
later published in [114] follows.
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4.3.1 Description of the recent results obtained at KPSI

At KPSI the laser available, J-KAREN, is a Ti:Sa hybrid laser system (λ = 0.8µm), with a
nominal power of 200 TW and an optical parametric chirped-pulse amplification technol-
ogy. They focused the linearly polarized laser pulse to intensity of up to 1021 W/cm2 at
the incidence angle of 45◦. The pulse has an energy of 7.5 J and a length FWHM of 40 fs.
The temporal contrast is 1010 : 1, obtained without plasma mirror but using a saturable
absorber inserted between the high-energy CPA oscillator and the stretcher.

The laser pulses are focused in a spot that is 3 µm long (FWHM) along the laser po-
larization axis and 2 µm in the perpendicular plane. 23% of the full laser energy was
contained in this spot.

It was measured, at 50 TW operation mode, that the temporal contrast of 3× 1010 : 1
was maintained down to about 20 ps before the main pulse, with an estimation that this
value lowered to 1× 1010 : 1 in 200 TW mode. This means that a good portion of energy
reached the target before the main pulse and so a proper description of the prepulse effect
is extremely important to simulate this experiment.

Energy-resolved spatial distributions of proton fluence along the target normal were
determined using nuclear track detector with CR-39 films, described in appendix A. This
technology gives the ion energy and angular distribution, since the ion energy determines
the penetration range, calibrated with SRIM [47, 48, 49].

Another point in favor of an important preplasma is the nearly absent specular reflec-
tion of the laser pulse. This indicates a substantial absorption of the main pulse at the
target surface.

The proton energy spectrum is exemplified in figure 4.16, obtained counting the total
number of protons at each CR-39 plate. This counts gave also an estimation of single shot
conversion efficiency of the laser pulse energy into proton kinetic energy. For energies
above 15 MeV, it is estimated around 0.1%, corresponding to a proton bunch energy of 7.5
mJ.

Since the CR-39 plates were all illuminated, up to the end, they were not able to measure
the cut-off energy. From estimations using the hot electron temperature, they predicted a
maximum proton energy of 54 MeV, values extremely interesting for our HILDIAS pro-
posed structures.

A proper simulation work is still in progress. In the meantime, I was able to reproduce
the spectrum using a different laser-target configuration. Results are presented in figures
4.16 and 4.17.
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Figure 4.16: Proton spectrum obtained during the 2011 proton acceleration
experiment at KPSI [114] and comparison with a preliminary PIC simula-
tion.
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Figure 4.17: Test for a HILDIAS device for the proton bunch produced
during the 2011 experiment at KPSI: in the first two frames there are the
energy spectra and the energy-angle plot before and after the transport
line based on a solenoid (30 cm, 10 T); in the third frame there’s the energy
spectra before and after the injection into the ACLIP RF cavity. Simula-
tions will be optimized after a proper PIC simulation of the laser-plasma
experiment will be done.
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Conclusions

Laser driven particle acceleration is experiencing a thriving momentum since the recent
developments in laser technologies. New experiments demonstrate the possibility to obtain
proton beams with very high maximum energy from compact systems, while theoretical
work is fervent in order to propose new schemes that can guarantee even higher quality
bunches, associated with energies greater and greater.

An important part of this process is done by numerical simulations and in this thesis
a technique widely used in this field, that is exploiting Particle In Cell algorithms, is de-
scribed, analyzed and used, to study some interesting cases, using our code ALaDyn . It has
been developed in the previous years and my work in this context was related to enhance
its scaling on massively parallel architectures, while introducing at the same time new rou-
tines to deal with new target descriptions. This work was the basis for the subsequent
process of beam analysis and shaping.

In fact, as extensively described throughout the thesis, laser driven proton energy spec-
tra are exponential in nature. The main aim of this work was to study and design a
beamline that control the emittance, reduce the size of the bunch and perform an energy
selection on it, in order to obtain parameters that are comparable with the one from con-
ventional accelerators, that were unmatched for quality.

From the simple chicane, built around a collection of magnetic dipoles, to quadrupoles,
solenoids, RF cavities, many strategies have been analyzed throughout numerical simula-
tions and analytical calculations and their results are reported. This work was driven with
the purpose of designing a line already technically feasible, so that it would be possible to
build it now and do some experiments with it.

The best beamline structure is obtained with a high field pulsed solenoid, coupled with
a RF conventional linear accelerator, that doubles the final energy and performs a strict
cleaning of the bunch.

Thanks to some good collaborations we have with other groups around the world, in
this thesis there’s described some work I did with GSI (Darmstadt-DE) on bunch deneu-
tralization: removing electrons comoving with the protons, since they are unwanted, is a
task of great interest and few ideas to do it are analyzed and simulated.

Another preliminary work presented here is done thanks to a collaboration with KPSI
(Kyoto-JP) to reproduce with 3D numerical simulations an experiment they completed in
2011 and presented in 2012, when they obtained proton record energies of ∼ 40 MeV
using the J-KAREN laser. This experiment is very well suited for our transport and post-
acceleration studies and, on the grounds of a recent memorandum of understanding signed
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by KPSI and INFN, it is possible that some of the results presented in this work will be
tested in a real experiment in the next few years.
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A
Detectors

A.1 CR-39

CR-39, or allyl diglycol carbonate (ADC), is a plastic polymer commonly used in the man-
ufacture of eyeglass lenses. The abbreviation stands for “Columbia Resin #39”, because it
was the 39th formula of a thermosetting plastic developed by the Columbia Resins project
in 1940

It’s born as a multipurpose plastic; thanks to its low chromatic aberration, it’s an ad-
vantageous material for eyeglasses and sunglasses. It’s a plastic polymer resistant to most
solvents and other chemicals, gamma radiation, can be used continuously in temperature
up to 100 ◦C. Anyway, it is also a great solid state nuclear track detector: CR-39 is used
in fact in many laboratories to detect the presence of ionizing radiation. Energetic parti-
cles colliding with the polymer structure leave a trail of broken chemical bonds and when
immersed in a concentrated alkali solution,hydroxide ions attack and break the polymer
structure, etching away the bulk of the plastic at a nominally fixed rate. However, along the
paths of damage left by charged particle interaction, the concentration of radiation damage
allows the chemical agent to attack the polymer more rapidly than it does in the bulk,
revealing the paths of the charged ions.

As this brief description perhaps clearly explain, CR-39 is extremely cheap, but also
extremely time-consuming to use as a detector. In fact, simple things like counting the
tracks at different material depths is usually done manually.

A numerical model of a CR-39 detector can be fully realized with FLUKA [119, 120],
but to correlate depth and energy of the proton simpler programs like SRIM [47, 48, 49] are
much more common in laboratories.

A.2 Radiochromic films

Measuring the depth-dose distribution using conventional measuring systems, such as ion-
ization chambers, semiconductors, thermoluminescent detectors (TLDs) and radiographic
films, can be very cumbersome.

The difficulties encountered resulted in a search for a radiation dosimeter with high
spatial resolution which does not require a special developmental procedure, while giving
permanent absolute values and being acceptably accurate and precise.

Some of these features have been achieved with the introduction of radiochromic dosime-
ters, under the commercial name of GafChromic. They offer very high spatial resolution,
relatively low spectral sensitivity variation, they are insensitive to visible light (allowing
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handling and preparation of experiments in room light). On top of that, radiochromic
dosimeters color directly and do not require chemical processing.

A.3 Thomson Parabola

The Thomson parabola spectrometer, a device built in 1912 by J. J. Thomson to discover the
electron [121], is successfully used also in laser-plasma acceleration experiment as charged
particles analyzer for studying ion beams ejected. As described in chapter 3.1, it consists of
parallel electric and magnetic fields and both perpendicular to the direction of the incident
beam. The main feature of this kind of spectrometer is to provide information on energy
and charge-to-mass ratio of the deflected ions.

Assuming that both field are uniform over a length L and zero outside, using a small
angle approximation by setting tan θ ≈ θ,it can be shown that the trajectories of non-
relativistic ions moving perpendicularly to the electric field is parabolic and the deflection
angle at the exit of the electrodes is:

θe =
ZeEL
Aµv2 =

ZeEL
2Ekin

where θe is the electric deflection angle in radians, Z is the charge state of the ion, e is
the electronic charge, EL is the product of the electric field and its length, A is the ion mass
number, µ is the proton mass, v and Ekin are the velocity and kinetic energy of the ion.

Similarly, the trajectories of ions moving perpendicularly to the magnetic field is circular
and the deflection angle at the exit of the magnets is:

θm =
eBL
Aµv

=
ZeBL√
2AµEkin

where θm is the magnetic deflection angle in radians and BL is the product of the
magnetic field and its length.

Since the fields are parallel, the corresponding deflections are orthogonal each other.
The electric and magnetic deflection are proportional to the corresponding deflection angles
by:

θi = xi/D

where i = e, m stays for electric or magnetic angle and D is the drift length between
the electromagnetic device and the detector plane. Thus assuming that the magnetic field
deflects on x axis and the electric field deflects on y axis, from the above equations one
gets:

y =
qELD
2Ekin

x =
qBLD√

2mv

where q = Ze is the ion charge and m = Aµ is its mass in kilograms.
Solving the second equation for v and replacing it in the first one we get the parabolic

equation:

y =
mE

qLDB2 x2

which means that particles with the same charge-to-mass ratio and different energies
are deflected on a parabolic trace on the detector plane. The previous equation shows that
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a Thomson spectrometer provides a separation of all ion species and charge state according
to their q/m. Every single parabola on the detector belongs to a different ion charge-to-
mass state ratio. The information one can obtain from the two-dimensional deflection can
be directly derived from previous equations. For instance, the momentum per charge can
be found as:

Aµv
Ze

=
BL
θm

mv
q

=
BLD√

2x
which is inversely proportional to the magnetic deflection and independent to the elec-

tric one. Thus in the plane θe vs θm any horizontal line θm = const. corresponds to a
constant momentum per charge.

Similarly, the kinetic energy per charge can be expressed as

1
2

Aµv2

Ze
=

1
2

EL
θe

mv2

q
=

ELD
y

which is inversely proportional to the electric deflection and independent to the mag-
netic one. Thus in the plane θe vs θm any horizontal line θe = const. corresponds to a
constant energy per charge.

The ions velocity can be found by taking the ratio of the first two equations as:

v =
EL
BL

θm

θe

which is independent on charge or mass. This means that any straight line crossing the
origin of the deflection coordinates is a constant velocity line.

Similarly, we can find the charge-to-mass ratio of ions as:

Ze
Aµ

=
EL

(BL)2
θ2

m
θe

Thus ions of different energies with the same charge-to-mass ratio form a parabolic
trace on the deflection plane.

The Thomson spectrometer provides the charge-to-mass ratio of a given parabola using
a reference parabola of known q/m ratio.

Thomson spectrometer does not indicate the charge or mass of the parabola separately
but the number of intersections of the constant velocity line from the origin to the parabola
of interest can give information on the charge state. Thus knowing the charge-to-mass ratio
and the charge state it is possible to get the ion mass and to identify the ion species.

An interesting feature of the spectrogram is that the peak energy per charge of each
parabolas is constant.

During my PhD I was one of the tutor of F. Schillaci, that wrote his master thesis on this topic.
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B
Bunch de-neutralization

B.1 An overview of the problem

Bunches from the TNSA acceleration are charge neutral [122]. Because of these charge-
neutrality, all the results that are typically reported in literature for the proton/ion trans-
port along a beamline are not fully valid, since they are ignoring the contribution from the
electrons glued with them.

As I described in section 3.5, our code cannot deal very well with space-charge. It works
just for very few particles. To increase the number, some enhancements to the code must
be done: using an octree algorithm instead of a basic N-body one [123], or switching to a
PIC are two possibilities.

Another possibility is to tackle the problem from a very different point of view: what
about removing electrons from the bunch, since they are also unwanted at the end of the
line?

In literature there is a technique known as “Electron Clearing System”, that was built at
the Los Alamos Proton Storage Ring [124, 125]. The idea is to use a foil (that can be made
from different materials, here for example it’s made of copper) to strip away electrons
and not disturb the protons, thanks to their different interactions with matter and energy
deposition.

This foil can be placed right at the beginning of the beamline, as we can see from fig.
B.1

Figure B.1: The foil is at the beginning of the beamline, just after the initial
acceleration phase, before the bunch enters the solenoid.

This technique was considered extremely interesting by the PHELIX experimental team
at GSI (Darmstadt), so I started a work with them on simulating this topic. Carbon foils
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have been already used by their Accelerator Group in previous works, even if it was with
very different purpose: to “smooth” original profiles, in energy as well as transverse den-
sity, in order to obtain final spectra which are independent from the beam optics as well
as from random fluctuations in the laser acceleration output [108]. Of course, in this case,
the main problem is not to smooth any proton profile. On the contrary, we hope to get the
minimum effects on them. Our goal is to remove effectively electrons (so that the primary
electrons do not matter anymore and we do not create too many secondary electrons during
the process).

The absorption process is well described in literature, but also the electron emission
from impinging protons or ions is known, under the name of Ion-Induced Electron Emis-
sion (in our case, in particular, Proton-Induced Electron Emission). Some fundamental
references [126, 127] may be useful as a basis to counter-check the results obtained. There
are many kind of secondary emission due to this process, but the one that’s interesting for
us in this work is the knock-on electron production (also known as δ-rays).

B.2 Numerical simulations

The most important work on this topic has been done on the numerical point of view, be-
cause we’d like to know the prospective dependability of this idea before trying to optimize
and exploit it at its best with some refinement and theoretical models.

Typically, in laser-plasma laboratories, a common used tool is SRIM [47, 48, 49], since
it’s designed to calculate the range of protons inside matter and so it is used to obtain the
energy-depth relationship for CR39 films. For more information, see appendix A.

But since SRIM does not deal with secondary particles produced by the interaction of
the primary beam with the target, just describing the energy straggling and the energy loss
of the protons, it’s not valid for these calculations. In order to reproduce these effects, we
chose FLUKA (FLUktuierende KAskade) [119, 120], because it’s already extensively used at
GSI since it has given in those applications the best results in a benchmark with the other
codes like Geant4 [128, 129]. Unfortunately this is not the main application field of FLUKA
and in fact we’re using the software at the boundaries of its reliability: at the beginning I
found some bugs and only recently I was able to circumvent those exploiting some tricks
in the input file, regarding to the fact that the threshold energy for electromagnetic calcu-
lations in the software is at 1 KeV, very close to the energies that we are considering. This
limit is much lower than the one for Geant4 (10 KeV), which was another point in favor of
FLUKA , but still it’s difficult to say that the results are precise.

Another problem that we found was in the thickness of the foil used. In fact, it was
so thin that, if not explicitly stated using some internal flags, the program would describe
the interaction between the particles and the foil in a single step, and this, as we can
understand, is very bad for statistical effects like those that we’re studying.

During this work I got in contact with some FLUKA developers, because of the bugs that
I encountered.

All of the statistical plots are calculated using the same tools that I use with our PIC
and transport code. Input and output distributions are produced so that they can be inter-
changed between software products, so that direct cross-checking or exchanging data with
tools like TraceWin [130] is possible.

In the plots B.2 and B.3 we can see the spectra for the secondary emission of electrons
obtained by the flow of protons of 20 MeV across a foil of copper of different thicknesses.

The first studies were done checking what happens when an initial distribution of 104

20 MeV protons and an equal number of 10 KeV comoving electrons pass through copper
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Figure B.2: Energy spectra for δ-electrons at different foil thicknesses. At
the beginning, I tried to reproduce the scaling of the number of the elec-
trons with the thickness of the target.

Figure B.3: Angular distribution for δ-electrons.
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foils of different thicknesses. Many thicknesses were checked and here we report just those
more interesting.

When the thickness increases, of course, we reach a “saturation” limit after which the
number of electrons that are able to escape from the rear surface does not increase anymore,
because we can have a contribution coming only from the electrons that are produced in
a region near enough to the border to be able to exit. This can be seen from figure B.4.
We choose the reference thickness as the thickness at which the comoving electrons would
have been stopped. From the ICRU Report 37 [131], analyzed through ESTAR and PSTAR
[132], we found the stopping range for the electrons and the energy straggling and losses
for the protons and used that data to check results from FLUKA . Unfortunately, no data is
given for electron energies below 10 KeV.

102

103

104

105

10-4 10-3 10-2 10-1 100 101 102 103

N
um

be
r 

of
 s

ec
on

da
ry

 e
le

ct
ro

ns
 p

ro
du

ce
d

slab thickness (µm)

Secondary electrons produced per 105 incoming protons

10 MeV protons
20 MeV protons

Figure B.4: With a thickness of 1 µm to stop the “primary” electrons,
we’re very close to the saturation regime. So we’re producing nearly the
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Figure B.5: A comparison between the results given by Fluka and the data
plotted here, coming from ESTAR, has been done.

We found that the range for the 10 KeV electrons is ∼ 500nm, but tuning this value with
FLUKA we got a number that’s close to 1µm.
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Figure B.6: Kinetic energy spectra of the outcoming electrons, with the
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The range obtained in figure B.6 is compatible with the ESTAR data. In figure B.7 we
can see what happens to their angular distribution, with the initial one being a delta on
zero divergence.
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Figure B.7: Angular spectra of the outcoming electrons, with the initial
distribution fixed at 104 electrons with no angular divergence, all with 10
KeV of kinetic energy.

On another hand we did a number of simulations, with different thicknesses, to check
what happens to protons. Their initial distribution was 104 protons, at 20 MeV of kinetic
energy, with no angular distribution. The results can be seen in figures B.8, B.9.

B.3 Results

After having confirmed the correct results for FLUKA for the primary protons and the sec-
ondary electrons, we choose a foil thickness of 1 µm and see what happens to a realistic
TNSA input proton-electron mixed bunch. As expected to protons nothing happened,
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Figure B.10: Electrons energy spectra before and after 1 µm copper foil
- the final spectrum is composed of both surviving electrons and newly
created ones. The initial spectrum was cut above 10 KeV because from
previous results we know that electrons below this threshold would have
not survived the foil

while the results on the electron bunch is described in figures B.10 and B.11.
As can be seen from Figure B.10, using this copper foil it’s not possible to completely

suppress the electrons inside the bunch.
If the collaboration will proceed, we will focus on the electrons that at the exit of the foil

still have an energy around the one required to be considered comoving with the original
bunch. This will be an important point, because if the proton trapping is still very effective,
we could see other effects on the bunch which at the moment we had not considered. In
fact, what could happen is that electrons get re-accelerated by the protons because of their
charge interactions with them, causing another loss in the energy of the original proton
bunch.

After this experience, it became absolutely important to better understand the topic of
the space-charge for a proton bunch generated by a laser-plasma interaction. It’s a strong
motivation to continue the work on this routine in our Propaga transport code

In this way we will be able to solve the problem of understanding how this co-moving
electrons can be modeled and also learn if space-charge effects are really non-trivial also
in the region 2 cm away from the target, where we always thought that charge was diluted
enough to not matter anymore.

The main result obtained from these simulations is that these foils should at least not
degrade the original properties of the proton bunch, while suppressing the undesired co-
moving electrons at the interesting energy analyzed and at the same time not release the
same numbers of secondary electrons in the same energy range.
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C
Proton and ion acceleration at INFN

C.1 LILIA

This activity has been considered of great interest for INFN. At LNF (Laboratori Nazion-
ali di Frascati) three years ago it was decided to install a laser, FLAME (Frascati Laser
for Acceleration and Multidisciplinary Experiments), to pursue research on laser-plasma
acceleration.

This laser is a Ti:Sa device, with a nominal design maximum power of 300 TW (6 J in a
20 fs pulse). The laboratory in which it has been installed is unique in the world because it
eases the possibility to couple the laser with an electron LINAC, SPARC (Sorgente Pulsata
Auto-amplificata di Radiazione Coerente), so that the main research tasks revolve around
electron acceleration. But since the possibility is there (the intensity can reach 1021 W/cm2,
with a contrast up to 1010), an experiment of light ion acceleration through laser accelera-
tion with thin targets has been proposed and funded. The aim of the LILIA (Laser Induced
Light Ion Acceleration) experiment is to study, design and verify a scheme which foreseen
the production, the characterization and the transport of a proton beam towards a stage
of post-acceleration [133]. Much of my PhD work was devoted to this experiment and the
first peer-reviewed publication related to this project came out from our group in 2013 [85].

C.2 ELIMED

Recently, at LNF was reinstated that the main research topic with FLAME has to be electron
acceleration and so the work for the LILIA project was merged with a newborn ELI-related
project inside INFN.

ELI (Extreme Light Infrastructure) will be a new scientific infrastructure devoted to
European research in lasers’ field, dedicated to the investigation and applications of laser-
matter interaction at the highest intensity level [134]. It will be built around four pillars
and three local branches:

• Attosecond science, designed to conduct temporal investigation of electron dynamics
in atoms, molecules, plasmas and solids at the scale of a billionth of a billionth of a
second, to be developed in the Hungarian branch

• Laser-based nuclear physics, to study new nuclear spectroscopy, new photonuclear
physics, among many other laser-target models, to be developed at the Romanian
branch
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• Ultra high field science, where quantum effects could arise from the interaction of the
laser beam with the vacuum

• High energy beam science, related to the development and use of ultra-short pulses of
high-energy particles and radiation obtained from laser-plasma acceleration methods,
that is the most advanced branch, in terms of practical infrastructures already built,
and that is being built in Prague.

Inside the ELI-Beamlines that is being built in Prague, there’s the ELIMAIA (ELI Multi-
disciplinary Applications of laser Ion Acceleration) beamline that will host many different
projects. One is ELIMED (ELI-beamlines MEDical and multidisciplinary applications), a
project that was born inside INFN-LNS (Laboratori Nazionali del Sud) but that now has
become the main research project for laser-driven ion acceleration in Italy and that include
many different local section such as, in fact, Bologna.
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