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Compositional Reactive Synthesis for Multi-Agent Systems

Abstract

With growing complexity of systems and guarantees they are required to provide, the need for automated and
formal design approaches that can guarantee safety and correctness of the designed system is becoming more
evident. To this end, an ambitious goal in system design and control is to automatically synthesize the system
from a high-level specification given in a formal language such as linear temporal logic. The goal of this
dissertation is to investigate and develop the necessary tools and methods for automated synthesis of
controllers from high-level specifications for multi-agent systems. We consider systems where a set of
controlled agents react to their environment that includes other uncontrolled, dynamic and potentially
adversarial agents. We are particularly interested in studying how the existing structure in systems can be
exploited to achieve more efficient synthesis algorithms through compositional reasoning.

We explore three different frameworks for compositional synthesis of controllers for multi-agent systems. In
the first framework, we decompose the global specification into local ones, we then refine the local
specifications until they become realizable, and we show that under certain conditions, the strategies
synthesized for the local specifications guarantee the satisfaction of the global specification. In the second
framework, we show how parametric and reactive controllers can be specified and synthesized, and how they
can be automatically composed to enforce a high-level objective. Finally, in the third framework, we focus on a
special but practically useful class of multi-agent systems, and show how by taking advantage of the structure
in the system and its objective we can achieve significantly better scalability and can solve problems where the
centralized synthesis algorithm is infeasible.
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ABSTRACT

COMPOSITIONAL REACTIVE SYNTHESIS FOR MULTI-AGENT SYSTEMS
Salar Moarref
Rajeev Alur

Ufuk Topcu

With growing complexity of systems and guarantees they are required to provide, the
need for automated and formal design approaches that can guarantee safety and correctness
of the designed system is becoming more evident. To this end, an ambitious goal in system
design and control is to automatically synthesize the system from a high-level specification
given in a formal language such as linear temporal logic. The goal of this dissertation is
to investigate and develop the necessary tools and methods for automated synthesis of
controllers from high-level specifications for multi-agent systems. We consider systems
where a set of controlled agents react to their environment that includes other uncontrolled,
dynamic and potentially adversarial agents. We are particularly interested in studying
how the existing structure in systems can be exploited to achieve more efficient synthesis
algorithms through compositional reasoning.

We explore three different frameworks for compositional synthesis of controllers for
multi-agent systems. In the first framework, we decompose the global specification into local
ones, we then refine the local specifications until they become realizable, and we show that
under certain conditions, the strategies synthesized for the local specifications guarantee the
satisfaction of the global specification. In the second framework, we show how parametric
and reactive controllers can be specified and synthesized, and how they can be automatically
composed to enforce a high-level objective. Finally, in the third framework, we focus on a
special but practically useful class of multi-agent systems, and show how by taking advantage
of the structure in the system and its objective we can achieve significantly better scalability

and can solve problems where the centralized synthesis algorithm is infeasible.
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1

Introduction

Complex systems often consist of multiple agents (or components) interacting with each
other and their environment to perform certain tasks and achieve specified objectives. For
example, teams of robots are employed to perform tasks such as monitoring, surveillance,
and disaster response in different domains including assembly planning [HLWO0Q], evacuation
[RAIQ], search and rescue [TWE9T], localization [FEBKTQ0], object transportation [RD.J95],
and formation control [BA9g]. With growing complexity of systems and guarantees they
are required to provide, the need for automated and reliable design and analysis methods
and tools is increasing. The necessity becomes more evident considering the safety-critical
nature of some of these systems where the consequences of errors can be too catastrophic
and even life threatening.

To address these challenges, an emerging trend in systems design and control is to use
formal methods, e.g., model checking, to ensure the safety and correctness of the designed
controllers and guarantee that the system satisfies specified high-level objectives. In model
checking, a model of the system is checked exhaustively and automatically for correctness
with respect to a given specification. This approach usually involves a design-verify cycle;
if verification tool finds a problem, the designer corrects it and runs the verification again.
Changing the design to resolve a problem often introduces other problems, causing this
cycle to repeat several times until the design is satisfactory.

An alternative and more appealing approach is to automate the design process, i.e.,
to systematically build the system where the correctness follows from construction. To
this end, reactive synthesis with the ambitious goal of automatically synthesizing correct-
by-construction controllers from high-level specifications, has recently attracted significant

attention. Given a specification in a formal language such as linear temporal logic over sets



of input and output signals, the synthesis problem is to find a finite-state reactive system
that assigns an output sequence to every possible input sequence such that the resulting
computation satisfies the given specification. Intuitively, the input signals are those that
are uncontrollable, i.e., system has no control over their values, contrary to output signals
whose values are decided by the system. The synthesis problem can be viewed as a game
between two players, the system and its environment. The goal of synthesis is to construct a
finite-state system that satisfies the specification regardless of how its environment behaves.

Unfortunately, high complexity of synthesis procedures has restricted the application
to relatively small-sized problems. The pioneering work by Pnueli et. al [PR89] showed
that reactive synthesis from linear temporal logic specifications is intractable. This high
computational burden has prohibited the practitioners from utilizing automated synthesis
algorithms. Nevertheless, recent advances in this growing research area have enabled
automatic synthesis of interesting real-world systems [BJPT12], indicating the potential of
the synthesis algorithms for solving realistic problems. The key insight is to consider more
restricted yet practically useful subclasses of the general problem, and in this dissertation
we take a step toward this direction.

The goal of this dissertation is to investigate and develop the necessary tools and methods
for automated synthesis of controllers from high-level specifications for multi-agent systems.
We are particularly interested in studying how the existing structure in such problems can
be exploited to achieve more efficient synthesis algorithms, e.g., through compositional
synthesis techniques. We are interested in systems where a set of controlled agents react
to their environment that includes other uncontrolled, dynamic and potentially adversarial
agents. The objective of the system is given as a global specification, and the goal is to
synthesize controllers for each controlled agent such that the overall system satisfies the
specified objectives.

To this end, we explore different frameworks for compositional synthesis of controllers
for multi-agent systems. The general problem is, given a multi-agent system consisting of
controllable (cooperative) and uncontrollable (adversarial) agents, and a global objective
specified in temporal logic, how we can synthesize controllers for each controllable agent
such that the resulting system satisfies the given objective. The overall theme of the solution
approaches is to take advantage of the existing structure in multi-agent systems in order to

decompose the synthesis problem into smaller and more manageable subproblems, solving
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Figure 1.1: One-way streets connected by intersections.

the subproblems, and merging the results to obtain a solution to the main problem. Next
we present a brief summary of each proposed framework within this dissertation. A more

thorough exposition will be provided in the subsequent chapters.

1.1 Pattern-Based Assume-Guarantee Synthesis

Compositional synthesis techniques can potentially address the scalability problem by
solving the synthesis problem for smaller components and merging the results such that the
composition satisfies the specification. The challenge is then to find proper decompositions
and assumptions-guarantees such that each component is realizable, its expectations of its
environment can be discharged on the environment and other components, and circular
reasoning is avoided, so that the local controllers can be implemented simultaneously and
their composition satisfies the original specification.

In pattern-based assume-guarantee synthesis framework, we consider a system with two
controllable agents reacting to their dynamically changing and adversarial environment. We
decompose the global specification into two local specifications, one for each agent. We
refine the local specifications by automatic synthesis of assumptions and guarantees through
analysis of strategies and counter-strategies obtained for the agents’ local specifications.
We show how behaviors of the environment and the system can be inferred from counter-
strategies and strategies, respectively, as formulas in special forms called patterns. Local
specifications are refined until both become realizable, and under certain conditions, the
strategies synthesized for the local specifications guarantee the satisfaction of the global
specification. Intuitively, additional assumptions and guarantees synthesized during the

refinement process are “contracts” between the agents that allow each of them to compute a



strategy for its local specification while ensuring the satisfaction of the global specification

for the system.

Example 1.1. Consider the network of one-way roads divided into grids as shown in Figure
1.1 Assume there are two autonomous vehicles Vi and Vo that starting from locations sg
and sz, respectively, must reach and cross the intersection Iy without collision with each
other. For simplicity, assume each vehicle can either stop and stay at the same grid, or
move one step forward in the road’s specified direction. We can write these requirements as a
temporal logic specification. In the first framework, we assume that the global specification is
decomposed into local specifications, one for each controlled agent. A possible decomposition
is as follows. The local specification for vehicle Vi requires it to eventually reach and
cross the intersection. That is, Vi has no knowledge of Va. The local specification for Vo
requires it to reach and cross the intersection, and also to avoid collision with Vi. The
synthesized controllers for these local specifications will also guarantee satisfaction of the
global specification.

A controller for Vi that can satisfy its local specification can be automatically synthesized.
For example, Vi can keep moving forward until it reaches and then crosses the intersection.
However, the local specification for the vehicle Vo is unrealizable, i.e., there is no controller
that can satisfy it. From the perspective of Vo, Vi can stop at the intersection forever as it is
“allowed” in Vi ’s local specification. In the first framework, such counterexamples are analyzed
and a set of additional assumptions and guarantees are automatically synthesized. For
example, an assumption that V1 always eventually leaves the intersection can be synthesized
and added to Va’s local specification. It is also checked that Vi can indeed guarantee
this assumption. This way, the first framework iteratively discovers and refines the local

specifications until all of them become realizable.

1.2 Compositional Synthesis with Parametric Re-
active Controllers

In practice, complex systems are often not constructed from scratch but from a set of existing
building blocks. For example in robot motion planning, a robot usually has a number of
predefined motion primitives that can be selected and composed to enforce a high-level

objective. Intuitively, a compositional approach that solves smaller and more manageable



subproblems, and hierarchically composes the solutions to implement more complicated
behaviors seems to be a more plausible way to synthesize complex systems.

We propose a compositional and hierarchical framework for synthesis from a library of
parametric and reactive controllers. Parameters allow us to take advantage of the symmetry
in many synthesis problems, e.g., in motion planning for autonomous robots and vehicles.
Reactivity of the controllers takes into account that the environment may be dynamic and
potentially adversarial. We show how these controllers can be synthesized from parametric
objectives specified by the user to form a library of parametric and reactive controllers. We
then give a synthesis algorithm that selects and instantiates controllers from the library
in order to satisfy a given safety and reachability objective. To show the potential of our
framework, we implement and apply the methods to an autonomous vehicle case study,
where a controller is synthesized from a library of parametric and reactive controllers to
safely navigate a controlled vehicle to its destination while avoiding collision with other

uncontrolled vehicles.

Example 1.2. Consider the network of one-way roads shown in Figure|1.1. Assume there is
a controlled vehicle Vi that must safely navigate from its initial location sg to its destination
d. Safe navigation means that Vi must obey the traffic rules (e.g., move in the specific
direction of the road) and avoid collision with static obstacles and other uncontrolled vehicles.

In the second framework, we can take advantage of the symmetry in the problem to
synthesize parametric and reactive controllers. Assume x and y are two variables indicating
the location of V1. Let a and b be two parameters. The user can specify a controller Cy
that starting from the parametric state (x,y) = (a,b), eventually advances the vehicle three
steps toward east, i.e., eventually (x,y) = (a + 3,b), while avoiding collision with other
dynamic and uncontrolled vehicle. Similarly, a parametric and reactive controller Cy can be
synthesized that advances the vehicle two steps toward north while avoiding collision with
other vehicles. Synthesized controllers are the building blocks for the compositional algorithm
proposed in the second framework. The composer automatically selects and instantiates the
controllers from a given library to enforce the high-level objective. For example, to navigate
V1 from its initial location to its destination, the composer can consecutively instantiate and
apply C1 to safely navigate Vi to the right-most column, and then consecutively apply Co to

move V1 toward north until it finally reaches its destination.



1.3 Compositional Synthesis for Decoupled Multi-
Agent Systems

In assume-guarantee synthesis framework described above, systems with multiple components
can be treated in a decentralized manner by considering one component as a part of the
environment of another component. However, in this synthesis approach it is difficult
to capture and model the need for joint decision-making and cooperative objectives. To
address this difficulty, we propose a compositional framework for a special class of multi-
agent systems (inspired by decentralized control and swarm robotics literature) based on
automatic decomposition of objectives and compositional reactive synthesis using maximally
permissive strategies [EJRII]. In this approach, we assume that the objective of the system
is given in a conjunctive form. We make an observation that in many cases, each conjunct
of the global objective only refers to a small subset of agents in the system. We take
advantage of this structure to decompose the synthesis problem: for each conjunct of the
global objective, we only consider the agents that are involved, and compute the maximally
permissive strategies for those agents with respect to the considered conjunct. We then
intersect the strategies to remove potential conflicts between them, and project back the
constraints to subproblems. The subproblems are solved again with updated constraints,
and this process is repeated until the strategies reach a fixed point. With this approach we
manage to solve synthesis problems for systems with multiple agents and objectives such as
collision avoidance, formation control and reachability, and for grid-worlds of sizes that are
much larger than the cases considered in similar works in the related literature. We show
that the compositional algorithm outperforms the centralized synthesis approach, both from
time and memory perspective, and can solve problems where the centralized algorithm is

infeasible.

Example 1.3. Consider the network of one-way roads shown in Figure|1.1. Assume there
are two controlled autonomous vehicles Vi and Vs initially at positions sg and s1. Suppose
the objective of the system is for Vi and Vo to infinitely visit locations d and sq while obeying
traffic rules, avoiding collision with each other, with static obstacles and also with other
uncontrolled vehicles. Furthermore, assume Vi and Vo are required to stay close to each other,
e.g., they must not be more than two steps away from each other. The latter requirement

needs cooperation and joint decision-making between Vi and Va. In the third framewortk,



we show how such requirements can be specified and propose a compositional and symbolic

algorithm for synthesizing controllers for controlled agents.

1.4 Contributions

We now provide a short summary of the contributions made by this dissertation't
e We propose algorithms for automatic refinement of temporal logic specifications by
synthesizing additional environment assumptions or system guarantees. The suggested

refinements can be validated by the user to ensure compatibility with her design intent.

e We propose three different approaches that can be used to refine the specifications of the
components in the context of compositional synthesis. Intuitively, these approaches differ
in how much information about one component is shared with the other one. We show
that providing more knowledge of one component’s behavior for the other component can
make it significantly easier to refine the local specifications, with the expense of increasing
the coupling between the components. We illustrate and compare the methods with

examples and a case study.

e We give a symbolic algorithm for synthesizing a control strategy that reactively chooses
and instantiates controllers from a given library of controllers to enforce a high-level
safety and reachability objective for the system. We show how a designer can simply
specify parametric controllers and then a controller and its interface along with acceptable
parameter values are synthesized automatically. We implement our algorithms symbolically
using binary decision diagrams (BDDs) and apply them to an autonomous vehicle case
study to show the potential of our approach.

e We propose a framework for modular specification and compositional controller synthesis
for multi-agent systems with imperfect controlled agents, i.e., agents that can only partially
observe the state of the system. We give a compositional algorithm that automatically
decomposes the synthesis problem using the structure in the system and compositionally
synthesizes controllers for the agents. We implement the methods symbolically using BDDs
and apply them to a robot motion planning case study. We report on our experimental
results and show that the compositional algorithm can significantly outperform the

centralized approach.

LAll the results appearing in this dissertation are published in [AMTL3] [AMT].



The organization of the subsequent chapters is as follows. Chapter |2| introduces some
notation, background and definitions that are used in the rest of the dissertation. Proposed
frameworks are described in chapters [3, |4 and 5. These chapters are written in a way that
can be read independently from each other. Chapter 6| provides an overview of the related
work in the area and discusses how the proposed methods described in this manuscript
differs from earlier work. Finally, Chapter |7| concludes this dissertation by summarizing its

contributions and highlighting some of the potential future directions.



2

Preliminaries

In this chapter we introduce some notation, background and definitions that are used
in the rest of the dissertation. Let Z be the set of integers. For a,b € Z, let [a..b] =
{r €Z]|a<z<b}.

Linear temporal logic (LTL). We use LTL to specify system objectives. LTL is a formal
specification language with two types of operators: logical connectives (e.g., = (negation), A
(conjunction), V (disjunction), and — (implication)) and temporal operators (e.g., and [
(always), O (next), U (until), ¢ (eventually)). Let V be a finite set of Boolean variables
(atomic propositions). The formulas of LTL are defined over a set of atomic propositions V.

The syntax is given by the grammar:
=0 |PVP || OP|PUD forveV

We define true = v V —w, false = v A —w, QP = true Y ¢, and OO = -O—~P. A formula
with no temporal operator is a Boolean formula or a predicate. Given a predicate ¢ over
variables V, we say s € 2V satisfies ¢, denoted by s = ¢, if the formula obtained from ¢ by
replacing all variables in s by true and all other variables by false is valid. Formally, we
define s = ¢ inductively as
e forv eV, s v if and only if v € s,
e s [~ ¢ if and only if s [~ ¢, and
eskE=¢Vyifandonlyif s ¢ors .

We call the set of all possible assignments to variables V states and denote them by Yy,
i.e., ¥y =2Y. An LTL formula over variables V is interpreted over infinite words w € (Xy)“.

The language of an LTL formula ®, denoted by L£(®), is the set of infinite words that satisfy



D, ie., L(P) ={w € (Xy)* | w |E P}, where the satisfaction relation w = ogo102 -+ = @ is
inductively defined as follows:

1. wEvif v € oy,

22wEP VO if wkE ®p orw | Py,

3wk if w = P,

4. wE QP if o109+ = @, and

5. w = ©1U D, if there is n > 0 such that 0,0,41 -+ | P2 and

forall 0 <i< n,o;0;41" " ): P;.

Example 2.1. Let V = {r,c, g,v} be a set of Boolean variables. Here r,c,g and v stand for
request, clear, grant and valid signals, respectively. Consider the following LTL formulas:
O =00 — O09), P2 = O((cV g) = O—g), P3 = O(c —» —w) and &4 = O0(g Av).
Intuitively, ®1 requires that every request must be granted eventually starting from the next
step by setting signal g to high. ®o says that if clear or grant signal is high, then grant must
be low at the next step. ®3 says if clear is high, then the valid signal must be low. Finally,

D4 says that system must issue a valid grant infinitely often.

We often use predicates over VUV’ where V' is the set of primed versions of the variables
in V, e, V' = {v' | v€V}. Given a subset of variables X C V and a state s € Xy, we
denote by sy the projection of s to X, i.e., sjx = {r € X | z € s}. For a predicate ¢
over variables V, we let [¢] be the set of valuations over V that make ¢ true, that is,
[o] ={s€ Xy | s ¢}. Foraset ZCV, let Same(Z,2’) be a predicate specifying that
the value of the variables in Z stay unchanged during a transition. Ordered binary decision
diagrams (OBDDs) can be used for obtaining concise representations of sets and relations
over finite domains [CGP99]. If R is an n-ary relation over {0, 1}, then R can be represented
by the BDD for its characteristic function:

fr(z1,--+ ,xn) = 1if and only if R(x1,--- ,x,) = 1.

With a little bit abuse of notation and when it is clear from the context, we treat sets and
functions as their corresponding predicates.

Generalized Reactivity (1) (GR(1)). Let V be a set of Boolean variables partitioned
into input Z and output O variables. GR(1) specifications are of the form ® = &, — D,

where @, for a € {e, s} can be written as a conjunction of the following parts:

10



112
4

Figure 2.1: A small grid-world

o 9. A predicate over Z if a = e and over Z U O otherwise, characterizing the initial state.

e &7 A formula of the form A, 00 B; characterizing fairness/liveness, where each B; is a
predicate over Z U O.

e &¢: An LTL formula of the form A, iy; characterizing safety and transition relations,
where 1); is a predicate over expressions v and Ov’ wherev € ZU O and, v € Zifa =e¢
and v € ZUO if a = s.

Observe that GR(1) is a fragment of LTL. Intuitively, ®. indicates the assumptions on the

environment and ® characterizes the requirements of the system. Any correct implementa-

tion that satisfies the specification guarantees to satisfy @, provided that the environment

satisfies ®..

Example 2.2. Consider the 2 x 2 grid-world shown in Figure|2.1. Assume there are two
robots Ry and Ry initially at locations 1 and 4, respectively. We use variables X1, Xo € [1..4]
to encode the location of each robot at any time-step. At each time-step, each robot can move
from its current location to one of its neighboring cells by moving up, down, left or right.
Assume Ry is controlled while Ry is not, i.e., X1 is the output variable and Xo is the input
variable. The goal of Ry is to always eventually visit the cell 3, and it must also avoid being
at the same cell as Ry at any time-step. We assume that Ro infinitely often visits the cell 3.

We can formally specify above requirements in GR(1) as follows. The predicates ¢§ :=
Xo = 4 and ¢ := X1 = 1 specify the initial locations of Ry and Ry, respectively. The

formula

P =0X;i=1-0X:=2VX;=3)A0X; =2 OX; =1V X; =4))A

for i € {1,2} characterizes the transitions of robot R;. The formula ®! = 0O(X; # Xo)
indicates that Ry must not be at the same cell with Ry. The formula CID; = 00(X1 = 3)
characterizes the goal of Ry. Similarly, the formula @3 = 0O(X2 = 3) characterizes the
liveness assumption about Ry. Finally, the GR(1) specification ® = &, — P, encodes the

11



Figure 2.2: An LTS T

system requirements where ®, = (b% A D2 A <I>§ encodes assumptions on the environment

(robot Ry,) and ®5 = ¢} A &} A OL A ‘ID; characterizes system guarantees.

Labeled Transition System (LTS). An LTS is a tuple T = (Q, Qo,d, L) where Q is a
finite set of states, Qg C @ is a set of initial states, § C @ x @ is a transition relation, and
L :Q — ¢ is a labeling function that maps each state to a predicate ¢ over variables V.
Without loss of generality, we assume that every state of an LTS has an outgoing edge,
i.e., for all ¢ € @ there exists ¢’ € @ such that (q,¢") € 6. A run of an LTS is an infinite
sequence of states o = qoq1g2... where qo € Qo and for any ¢ > 0, ¢; € Q and (¢;,gi+1) € 0.
The language of an LTS T is defined as the set £L(7T) = {w € Q¥ | wis a run of T}, i.e.,
the set of infinite words generated by the runs of 7. We often consider an LTS as a directed
graph with a natural bijection between the states and transitions of the LTS and vertices
and edges of the graph, respectively. Formally for an LTS T = (Q, Qo, J, L), we define the
graph G = (V, E) where each v; € V corresponds to a unique state ¢; € @, and (v;,v;) € E
if and only if (¢, ¢;) € 6.

Example 2.3. Consider the setting introduced in Fxample|2.2. We can model the transitions

Of robot Rl with an LTS T = <Q)Q0757 [’> where Q = {Q17Q2aQSaQ4}¢ QO - {(11}f 5 -

{(Q17 QQ)7 (Q17 Q3)7 (QQ7 QI)7 (q27 q4)7 (q37 q1)7 (Q37 q4)7 (Q47 Q2), (Q47 Q3)}; and the label?’ng function
L is defined as L(q;) = (X1 = 1) fori € [1..4], i.e., each state of T corresponds to a possible
location for Ry in the grid-world. Figure|2.2 shows the graphical representation of the LTS

T.

Moore (Mealy) Transducer. A Moore transduceris a tuple M = (S, so,Z, O, d,7), where
S is a set of states, so € S is an initial state, X7 = 27 is the input alphabet, Yo = 29 is

the output alphabet, § : S x X7 — S is a transition function and v : S — ¥ is a state

12
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Figure 2.3: A Mealy transducer

output function. A Mealy transducer is similar, except that the state output function is
v : 8 x Y7 — ¥p. For an infinite word w € (¥7)%, a run of M is an infinite sequence o € S“
such that o9 = sg and for all i > 0, 0,41 = d(0;, w;). The run o on input word w produces
an infinite word M (w) € (Xy)“ such that M(w); = v(0;) Uw; for all i > 0. The language
of M is the set L(M) = {M(w) | w € Z¥} of infinite words generated by runs of M.

Example 2.4. Let r and g be two Boolean variables representing request and grant signals,
respectively. Figure|2.5 shows a Mealy transducer M = (S, so,Z, O, d,7) where S = {sop, 1},
T = {r}, O = {g}, the transition function 0 is defined as d(so,{r}) = s1, d(so0,{}) = so,
0(s1,{r}) = s1, and 6(s1,{}) = so, and the state output function v is defined as y(so,{r}) =
{}, v(s0,{}) ={}, v(s1,{r}) = {9}, and v(s1,{}) = {g}. Intuitively, every time the request

stgnal is high, the mealy transducer M issues a grant at the next step.

LTL Realizability and Synthesis. An LTL formula & is satisfiable if there exists an
infinite word w € (Xy)“ such that w = ®. A Moore (Mealy) transducer M satisfies an LTL
formula ®, written as M |= ¢, if and only if L(M) C L(¢). An LTL formula ® is Moore
(Mealy) realizable if there exists a Moore (Mealy, respectively) transducer M such that
M [= ®. The realizability problem asks whether there exists such a transducer for a given ®.
Given an LTL formula ® over variables V and a partitioning of V into Z and O, the synthesis
problem is to find a Mealy transducer M with input alphabet X7 = 27 and output alphabet
Yo = 29 that satisfies ®. A counter-strategy for the synthesis problem is a strategy for the
environment that can falsify the specification, no matter how the system plays. Formally, a
counter-strategy can be represented by a Moore transducer M, = (5S¢, s§,Z¢, O, 6¢,~¢) that
satisfies =®, where 7¢ = O and O° = 7 are the input and output variables for M, which
are generated by the system and the environment, respectively.

Game structures. A game structure G of imperfect information is a tuple G =
(V,A,7,0BS,v) where V is a finite set of variables, A is a finite set of actions, 7 is

a predicate over VU A UV’ defining G’s transition relation, OBS is a finite set of observable

13



variables, and 7 : Yops — 25V \() maps each observation to its corresponding set of states.
We assume that the set {v(0) | 0 € Xpps} partitions the state space ¥1%. A game structure
G is called perfect information if OBS =V and (s) = {s} for all s € ¥y,. We omit (OBS, )
in the description of games of perfect information.

Within the scope of this dissertation, we consider two-player turn-based game structures
where player-1 and player-2 take turn playing. Let ¢ € V be a special variable with domain
{1,2} determining which player’s turn it is during the game. Without loss of generality,
we assume that player-1 always starts the game unless specified otherwise. For i = 1,2,
let Eﬁj = {s €Yy | S| = z} denote player-i’s states in the game structure. At any state
s € Eﬁ'), player-i chooses an action £ € A such that there exists a successor state s’ € Xy
where (s,/,s") = 7. Intuitively, at a player-i state, she chooses an available action according
to the transition relation 7 and the next state of the system is chosen from the possible
successor states. For every state s € Xy, we define I'(s) = {£ € A | 3s' € . (s,4,8') =71}
to be the set of available actions at that state. A run in G from an initial state s;n; € Xy
is a sequence of states m = sps152--- such that sy = s;u;; and, for all 4 > 0, there is an
action ¢; € A with (s;_1,4;,s,) = 7, where s} is obtained by replacing the variables in s;
by their primed copies. A run 7 is maximal if either it is infinite or it is finite and ends
in a state s € 3y, where I'(s) = (. The observation sequence of 7 is the unique sequence
Obs(m) = 090102 - -+ such that for all ¢ > 0, we have s; € v(0;). For £ € A and X C %y,
let Postg(X) ={reXy|3seX : (s,4,7") = 1}. Composition of two game structures
Gr = (WL ALY, Gy = (V2 A2, 72) of perfect information, denoted by G®¥ = G ® Go, is a
game structure G¥ = (V& A® 7®) of perfect information where V¥ = V1UV2 A® = AlUAZ

and 7® = 71 A 72,

Example 2.5. Let t € {1,2} and x € [0..4] be two variables. Figure 2.4 shows an explicit
representation of a two-player turn-based game structure G of perfect information where
player-1 (player-2) states are represented with ovals (boxes, respectively). The game structure
G is defined over variables V = {t,x} and actions A = {inc, dec}. Intuitively, at any player-i
state for i € {1,2}, she chooses an available action to increment or decrement the value
of x. Note that at player-2 states with x € [0..2] if she chooses the action inc, the value

of x can be incremented non-deterministically by one or two. Also note that inc action is

2This assumption can be weakened to a covering of the state space where observations can overlap

[CDHR06, DWDROGE].-
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Figure 2.4: A game structure G defined over a variable x € [0..4].

not available at player-2 states with x € [3..4]. The transition relation T of G is defined

symbolically as T = 1. \ Ts where

4

rei=t=1At =27 N\(@=indecha’ =i—1)A
i=1
3
/\(:c:i/\inc/\a:’:i—f—l), and
i=0

4

roi=t=2At=1A N\(@=indecha' =i—1)A
=1
2
/\(a::iAinc/\(a:/Zi-i-le/:i—|-2)).
=0
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Intuitively, T (7s) defines player-1 (player-2, respectively) transitions.

Strategies. A strategy S in G for player-i, i € {1,2}, is a function S : (ZV)*.E%, — A.
A strategy S in G for player-2 is observation-based if for all prefixes pq, ps € (EV)*.E%, if
Obs(p1) = Obs(p2), then S(p1) = S(p2). We are interested in the existence of observation-
based strategies for player-2. Given two strategies S; and Sy for player-1 and player-2,
respectively, the possible outcomes (g, s,(s) from a state s € ¥y are runs: a run sps;sa - - -
belongs to Qs, s, (s) if and only if so = s and for all j > 0 either s; has no successor, or
sj € X3, and (sj,8i(s0- -+ 55), 85,1) = 7.

Strategies may need memory to remember the history of a game. Let M be a finite
set called memory. A finite-memory strategy S = (mo, far, fa) for player-i is defined as
an initial memory mg € M along with a pair of functions: a memory-update function
far : M x Xy — M, which given the current state of the game and the memory, updates
the memory, and a next-action function fp : M x Eﬁ) — A, which given the current player-i
state and the memory, suggests the next action for the player. A strategy S is memory-less
(a.k.a. positional) if the memory M is a singleton, i.e., |[M| = 1. A memory-less strategy
is independent of the history of the game and only depends on the current state. Thus, a
memory-less strategy for player-i can be represented as a function S : Eﬁj — A.

Winning condition. A game (G, ¢init, P) consists of a game structure G, a predicate ¢
specifying a set of initial states, and an LTL objective ® for player-2. A run m = sgs1 - - -
is winning for player-2 if it is infinite and m € £(®). Let II be the set of runs that are
winning for player-2. A strategy Ss is winning for player-2 if for all strategies Sy of player-1
and all initial states sinit = Qinit, we have Qg s, (sinit) € II, that is, all possible outcomes
are winning for player-2. It is well known that for w-regular objectives, the games are
determined, i.e., either player-2 has a winning strategy or player-1 has a spoiling strategy
[GHS2]. We say the game (G, dinit, P) is realizable if and only if the system has a winning
strategy in the game (G, ¢init, P).

Knowledge game structure. For a game structure G = (V, A, 7, OBS,~) of imperfect
information, a game structure GX of perfect information can be obtained using a subset
construction procedure such that for any objective ®, there exists a deterministic observation-
based strategy for player-2 in G with respect to ® if and only if there exists a deterministic
winning strategy for player-2 in G¥ for ® [Reif4, [CDHR06]. Formally, we define the

knowledge-based subset construction of G as the game structure G& = (VX A, 75) of perfect
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information where VX = 2V\ {#} and (s1,/, s2) € 7/ iff there exists obs € OBS such that
s9 = Post?(sl) N y(obs) and sg # . Intuitively, each state in G¥ is a set of states of G that
represents player-2’s knowledge about the possible states in which the game can be after a
sequence of observations. In the worst case, the size of GX is exponentially larger than the
size of G. We refer to G¥ as the knowledge game structure corresponding to G. In the rest
of this chapter, we only consider game structures of perfect information.
Solving games. Let G = (V,A,7) be a game structure of perfect information. Let
¢ = 3A V.7 be a predicate specifying the set of states in G with at least one outgoing
transition, i.e., the set of states s € 3y, for which there exists an action £ € A and next state
s' € ¥y such that (s,4,s") = 7. The set D = Xy\[¢] of dead-end states, i.e., states with no
outgoing transition, can be computed symbolically as pp = —¢. That is, D = [¢p]. Note
that any dead-end state is losing for player-2 by definition.

The operator Eprea : 2%V — 2%V maps a set X C Xy of states to the states for which
there exists an action £ € A such that all ¢-successors belong to the set X, and is formally

defined as follows:

Eprea(X)={veXy | (3 e Avw e Xy.(v,l,w)ET—=we X)AvE p}
= 3AW (1 = X)) Ao

Note that the set of dead-end states are excluded from Eprex(X) by conjoining the pre-image
states with the predicate ¢.
The operator Aprep : 2%V — 2%V maps a set X C ¥y, of states to the states for which

for all actions £ € A all £-successors belong to the set X, and is formally defined as

Aprea(X) ={ve Xy | (Ve AVw € Zy.(v,l,w') =T —we X)Av |}
= (VAW (1 — X)) Ao

Symbolic algorithms for solving the realizability and synthesis problems are based on the
controllable predecessor operator [MPS95]. The (player-2) controllable predecessor operator
CPre: 2>V — 2%V maps a set X C ¥y of states to the states from which player-2 can force
the game into X in one step. Player-2 can force the game into X from a state s € E]l; iff for
all available moves /¢, all £-successors of s are in X, and she can force the game into X from

a state s € E% iff there is some available action ¢ such that all /-successors of v are in X.
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Formally,
CPre(X) = (t=2AEprex(X))V (t = 1A Aprex(X)).

The set of states from which player-2 can avoid a set [®.,.] C Xy of states is the greatest
fixed point v X.[~®,. ] NCPre(X) (safety objective,) and the set of states from which player-
2 can reach a set [®reqen] C Xy of states is the least fixed point uX.[®reqen] U CPre(X)
(reachability objective). Roughly speaking, the fixed point algorithm that computes the set
W of winning states over the game structure G and with respect to a safety or reachability
objective, iteratively computes sets of states W; for ¢ > 0 until it reaches the fixed point
Wi = W11 = W.

Safety Games. In Chapter |5, we use the bounded synthesis approach [SEQ7al, [FJRII] to
solve the synthesis problems from LTL specifications. In [F-JRII], it is shown how LTL
formulas can be reduced to safety games. Formally, a safety game is a game (G, ¢inst, @) with
a special safety objective ® = [J(true). That is, any infinite run in the game structure G
starting from any initial state s = ¢ipni¢ is winning for player-2. We drop ® from description
of safety games as it is implicitly defined. Intuitively, in a safety game, the goal of player-2
is to avoid the dead-end states, i.e., states that there is no available action. We refer the
readers to [FJRII [ELIT2] for details of reducing LTL formulas to safety games and solving
them. To solve a game (G, ¢init, P) using bounded synthesis approach, we first obtain the
game structure G® corresponding to ® using the methods proposed in [FJRII], and then
solve the safety game (G ® G®, ¢ini¢) to determine the winner of the game and compute a
winning strategy for player-2, if one exists.

Maximally permissive strategies. Safety games are memory-less determined, i.e., player-
2 wins the game if and only if there exists a strategy S : E% — A. Intuitively, a memory-less
strategy only depends on the current state and is independent from the history of the game.
Let (G, ¢init) be a safety game, where G = (V, A, 7) is a game structure of perfect information.
Assume W C Xy be the set of winning states for player-2, i.e., from any state s € W there
exists a strategy So such that for any strategy S; chosen by player-1, all possible outcomes
7 € Qs, s,(s) are winning. The mazimally permissive strategy S : E% — 2% for player-2 is
defined as follows: for all s € ¥2,, S(s) = {£ € A | Vr € Sy (s,4,7) =75 — 1 € W}, ie., the
set, of actions ¢ where all ¢-successors belong to the set of winning states. It is well known
that S subsumes all winning strategies of player-2 in the safety game (G, ®;y,;;). Composition

of two maximally permissive strategies S1,Ss : Z% — 20 denoted by S = S ® Sy, is defined
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as S(s) = S1(s) N Sa(s) for any s € Xy, i.e., the set of allowed actions by S at any state
s € Yy is the intersection of the allowed actions by &; and Ss. The restriction of the
game structure G with respect to its maximally permissive strategy S is the game structure
GlS] = (V,A, 7 A ¢s) where ¢s is the predicate encoding S, i.e., for all (s,f) € £% x A,
(s,0) E ¢s if and only if £ € S(s). Intuitively, G[S] is the same as G but player-2’s actions

are restricted according to S.
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3

Pattern-Based Assume-Guarantee Synthesis

The reactive synthesis problem is known to be intractable for general LTL specifications
[Ros92]. However, there are fragments of LTL, such as Generalized Reactivity(1), for which
the realizability and synthesis problems can be solved in polynomial time in the size of
the state space [BJPT12]. Yet scalability is a big challenge as increasing the number of
formulas in a specification may cause an exponential blowup in the size of its state space
[BIPT12]. Compositional synthesis techniques are used to address this issue by solving the
synthesis problem for smaller components and merging the results such that the composition
satisfies the specification. The challenge is then to find proper decompositions and interface
specifications such that each component is realizable, its expectations of its environment can
be discharged on the environment and other components, and circular reasoning is avoided,
so that the local controllers can be implemented simultaneously and their composition
satisfies the original specification [OTMTI].

In this chapter, we study the problem of synthesizing interface specifications between
components in the context of compositional reactive synthesis. To this end, we consider
a problem in which the system consists of two components C'y and Cs and that a global
specification is given which is realizable and decomposed into two local specifications,
corresponding to C1 and Cy, respectively. We consider a special case in which there is
a serial interconnection between the components [OTMII], i.e., roughly speaking, the
dependency between components’ output variables is acyclic and only the output variables
of C5 depend on the output variables of C;. We are interested in computing refinements
such that the refined local specifications are both realizable and when implemented, the
resulting system satisfies the global specification.

Our solution is based on automated refinement of assumptions and guarantees expressed
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in LTL. The core of the method is the synthesis of a set of LTL formulas of special form,
called patterns, which hold over all runs of an abstraction of the strategy or counter-strategy
computed for the specification. If the local specification for a component Cs is unrealizable,
we refine its environment assumptions, while ensuring that the other component C; can
indeed guarantee those assumptions. To this end, it is sometimes necessary to refine
C1’s specification by adding guarantees to it. We propose three different approaches that
can be used to synthesize the interface specifications of the components in the context of
compositional synthesis. Intuitively, these approaches differ in how much information about
one component is shared with the other one. We show that providing more knowledge of one
component’s behavior for the other component can make it significantly easier to refine the
interface specifications, with the expense of increasing the coupling between the components.

We illustrate and compare the methods with examples and a case study.

3.1 Overview and Problem Statement

Assume a global LTL specification is given that is realizable. Furthermore, assume the
system consists of a set of components, and that a decomposition of the global specification
into a set of local ones is given, where each local specification corresponds to a system
component. The decomposition may result in components whose local specifications are
unrealizable, e.g., due to the lack of adequate assumptions on their environment. The
general question is how to refine the local specifications such that the refined specifications
are all realizable, and when implemented together, the resulting system satisfies the global
specification.

We consider a special case of this problem. We assume the system consists of two
components C1 and C5, where there is a serial interconnection between the components
[OTMTII]. Intuitively, it means that the dependency between the output variables of the
components is acyclic, as shown in Figure [3.1. This assumption enables us to define a
total order over the components and avoid circular reasoning. Let Z be the set of input
variables controlled by the environment and O be the set of output variables controlled by
the system, partitioned into @7 and Os, the set of output variables controlled by C7 and
Cs, respectively. For a specification & = ®, — ®,, we define an assumption refinement
U, = A\, ¥, as a conjunction of a set of environment assumptions such that (®. A ¥.) —

is realizable. Similarly, U5 = A, Vs, is a guarantee refinement if . — (®; A V,) is realizable.
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(Environment

Figure 3.1: Serial interconnection.

An assumption refinement W, is consistent with ® if . A V. is satisfiable. Note that an
inconsistent refinement ®. AW, = false leads to an specification which is trivially realizable,
but neither interesting nor useful.

We now formally define the problem that is considered in this chapter.

Problem Statement 3.1. Consider a realizable global specification ® = &, — ®,. Assume
® is decomposed into two local specifications ®; = &, — &5, and &3 = &, — P, such
that ®c — (Pe, A Pe,) and (Ps, A D5,) = ©5. We assume O, @5, @, , Ps,, Pc,, and D,
are LTL formulas which only contain variables from the sets T, ZU O, Z, TU Oy, T U Oy,
and T U O, respectively. We would like to find refinements U and ¥’ such that the refined
specifications ® = &, — (O, A W) and O} = (D, A W) — By, are both realizable, and
U — .

If refinements ¥ and ¥’ exist, then the resulting system from implementing the refined
specifications ®7 and 5%/ satisfies the global specification ® [OTMII]. We use this fact to
establish the correctness of the decomposition and refinements in our proposed approaches.
As @ is realizable, and C} is independent from Co, it follows that ®; (in case it is not
realizable) can be made realizable by adding assumptions on its environment. Especially,
providing all the environment assumptions of the global specification for C' is enough to
make its specification realizable. However, this might not be the case for ®5. In the rest
of this chapter, we assume that & is realizable, while ®5 is not. We investigate how the
strategy and counter-strategy computed for C7 and Cb, respectively, can be used to find
suitable refinements for the interface specifications.

Our solution is based on an automated refinement of assumptions and guarantees
expressed in LTL. We refine an unrealizable specification by adding assumptions on its
environment. The refinement is synthesized step by step guided by counter-strategies. When

the specification is unrealizable, a counter-strategy is computed and a set of formulas of
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Algorithm 3.1: FindGuarantees
Input: ® = &, — P, a realizable specification, U: subset of variables
Output: P: A set of formulas ¥ such that &, — (®5 A V) is realizable

1 Ms = ComputeStrategy(P);

2 P := Infer-GR(1)-Formulas(M,,U);

3 P’ := Infer-Complement-GR(1)-Formulas(M;, U);
4 foreach ¥ € P’ do

5 if (¢ — (&5 AV)) is realizable then

6 L | P=PU-V;

7 return P ;

the forms O0y, O, and O( A O'), which hold over all runs of the counter-strategy, is
inferred. Intuitively, these formulas describe potentially “bad” behaviors of the environment
that may cause unrealizability. Their complements (which are in forms allowed by GR(1)
syntax) form the set of candidate assumptions, and adding any of them as an assumption
to the specification prevents the environment player (player-1) from behaving according to
the counter-strategy (without violating its assumptions). We say the counter-strategy is
ruled out from the environment’s possible behaviors. Counter-strategy-guided refinement
algorithm (explained in detail in Section [3.3) iteratively chooses and adds a candidate
assumption to the specification, and the process is repeated until the specification becomes
realizable, or the search cannot find a refinement within the specified search depth. The user
is asked to specify a subset of variables to be used in synthesizing candidate assumptions.
This subset may reflect the designer’s intuition on the source of unrealizability, and help to
narrow down the search for finding a proper refinement.

A similar idea can be used to refine the guarantees of a specification. When the
specification is realizable, a winning strategy can be computed for the system. The winning
strategy might not be unique, that is, there may be several strategies that can satisfy the
same specification. The computed strategy for a realizable specification restricts the possible
runs of the system to the ones which satisfy the given specification. As it is deterministic, it
might also put different restrictions on the system. These restrictions define the differences
between two winning strategies that satisfy the same specification.

We can use patterns to infer the behaviors of the strategies as LTL formulas. The inferred
formulas can be used in two ways. One is to get an insight into the possible behaviors and

additional guarantees that a given strategy provide. They can also be used to restrict the
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Figure 3.2: Room in Example (3.1

system by adding guarantees, similar to restricting the environment by adding assumptions.
Restricting the system can be used to compute a different winning strategy which satisfies
the original specification, and also provides additional guarantees.

Formulas of the form OOy, i, and O(p — (Oy’) can be used to infer implicit
guarantees provided by the given strategy, i.e., they can be added to the original specification
as guarantees, and the same strategy satisfies the new specification as well as the original
one. These formulas can be seen as additional guarantees a component can provide in the
context of compositional synthesis. Formulas of the form 00y, ¢vp, and O(¢ A Oy') can
be used to restrict the system by adding the complement of them to the specifications as
guarantees. As a result, the current strategy is ruled out from system’s possible strategies
and therefore, the new specification, if still realizable, will have a different strategy which
satisfies the original specification, and also provides additional guarantees. Algorithm (3.1
shows how a set of additional guarantees P are computed for the specification ® and subset
of variables U. For the computed strategy My, the procedure Infer-GR(1)-Formulas
synthesizes formulas of the forms (0, iy, and O(¢» — (') which hold over all runs of
the strategy. Similarly, the procedure Infer-Complement-GR(1)-Formulas synthesizes
formulas of the form OOy, O1p, and ¢(¢» A OvY'). These procedures are explained in Section
3.2 In what follows, we will use grid-world examples commonly used in robot motion

planning case studies to illustrate the concepts and techniques [LaV(8].

Example 3.1. Assume there are two robots, Ry and Ra, in a room divided into eight cells
as shown in Figure|3.2. Both robots must infinitely often visit the goal cell 4. Besides, they
cannot be in the same cell simultaneously (no collision). Finally, at any time-step, each
robot can either stay put or move to one of its neighbor cells. In the sequel, assume i ranges
over {1,2}. We denote the location of robot R; with Locg,, and cells by their numbers.
Initially Locg, =1 and Locg, = 8.

The global specification is realizable. Note that in this example, all the variables are
controlled and there is no external environment. Assume that the specification is decomposed

into @1 and ®o, where ®; = @, — D, is the local specification for R;. Assume ®., = true,
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i.e., no assumption on the environment of Ry, and @5, only includes the initial location of
Ry, its transition rules, and its goal to infinitely often visit cell 4. @, includes the initial
location of Ra, its transition rules, its objective to infinitely often visit cell 4, while avoiding
collision with Ry. Here Ry serves as the environment for Ry which can play adversarially.
Assume D, only includes the initial location of R .

Inferring formulas: ®, is realizable. A winning strateqy Mg, for Ry is to move to
cell 2 from the initial location, then to cell 3, and then to move back and forth between cells
4 and 3 forever. The following are examples of formulas inferred from this strategy:

e cventually always: OO(Locg, € {3,4}),

o cventually: O(Locr, = 3), O(Locg, =4),

o cventually next: O(Locr, =3 N OLocr, =4), O(Locr, =4 N OLocg, = 3),
e always eventually: OO(Lock, = 3), OO (Locg, = 4),

o always: O(Locg, € {1,2,3,4}), and

e always next: O(Locg, =2 — OQLocg, =3), O(Locr, =3 — OLocg, =4).

Refining assumptions: Note that @2 includes no assumption on Ry other than its
inatial location. Specifically, ®o does not restrict the way Ry can move. That is, from the
perspective of Ra, Ry can go to any cell at any time-step. The specification ®o is unrealizable.
A counter-strategy for Ry is to move from cell 1 to the goal cell 4, and stay there forever,
preventing Ro from fulfilling its requirements. Using counter-strategy-guided refinement for
refining the assumptions on the environment, we find the refinements V1 = OO(Locg, # 4),
Uy = O(Locg, # 4), and V3 = O(Lock, = 4 — QLocg, # 4). V1 states that Ry should
infinitely often move out of the goal location. Vo says that Ry must never enter the goal
location. W3 says that if Ry is at the goal location, it must move out of it at the next
time-step. Intuitively, these refinements suggest that Ry is not present at cell 4 at some
point during the execution. Adding any of these formulas to the assumptions of ®o makes it
realizable. The designer can validate and choose the appropriate refinement.

Refining guarantees: Formula V4 = O0(Locg, € {3,4}) is satisfied by Mg, , meaning
that Ry eventually reaches and stays at the cells 3 and 4 forever. An example of a guarantee
refinement is to add the guarantee =Wy = OO(Locr, € {3,4}) to @1, meaning that the
robot Ry should infinitely often move out of cells 3 and 4. A winning strategy for the new
specification is to move back and forth in the first row between initial and goal cells. That is,

Ry has the infinite run (1,2,3,4,3,2)%.
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We use these techniques to refine the interface specifications. We propose three different
approaches for finding suitable refinements, based on how much information about the
strategy of the realizable component is allowed to be shared with the unrealizable component.
The first approach has no knowledge of the strategy chosen by C7, and tries to find a
refinement by analyzing counter-strategies. The second approach iteratively extracts some
information from the strategies computed for ®1, and uses this information to refine the
specifications. The third approach encodes the strategy as a conjunction of LTL formulas,
and provides it as a set of assumptions for Cs, allowing it to have a full knowledge of the
strategy. These approaches are explained in detail in Section |3.4.

Compositional Refinement: Assume Mg, is the computed strategy for R;. The first
a