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Applications of Hybrid Diffuse Optics for Clinical Management of Adults
After Brain injury

Abstract

Information about cerebral blood flow (CBF) is valuable for clinical management of patients after severe brain
injury. Unfortunately, current modalities for monitoring brain are often limited by hurdles that include high
cost, low throughput, exposure to ionizing radiation, probe invasiveness, and increased risk to critically ill
patients when transportation out of their room or unit is required. A further limitation of current technologies
is an inability to provide continuous bedside measurements that are often desirable for unstable patients.

Here we explore the clinical utility of diffuse correlation spectroscopy (DCS) as an alternative approach for
bedside CBF monitoring. DCS uses the rapid intensity fluctuations of near-infrared light to derive a
continuous measure of changes in blood flow without ionizing radiation or invasive probing. Concurrently, we
employ another optical technique, called diffuse optical spectroscopy (DOS), to derive changes in cerebral
oxyhemoglobin (HbO;) and deoxyhemoglobin (Hb) concentrations. Our clinical studies integrate DCS with
DOS into a single hybrid instrument that simultaneously monitors CBF and HbO,/HDb in the injured adult
brain.

The first parts of this dissertation present the motivations for monitoring blood flow in injured brain, as well as
the theory underlying diffuse optics technology. The next section elaborates on details of the hybrid
instrumentation. The final chapters describe four human subject studies carried out with these methods. Each
of these studies investigates an aspect of the potential of the hybrid monitor in clinical applications involving
adult brain. The studies include: (1) validation of DCS-measured CBF against xenon-enhanced computed
tomography in brain-injured adults; (2) a study of the effects of age and gender on posture-change-induced
CBF variation in healthy subjects; (3) a study of the efficacy of DCS/DOS for monitoring neurocritical care
patients during various medical interventions such as head-of-bed manipulation and induced hyperoxia; and
(4) a first feasibility study for using DCS to study hemodynamics at high altitudes.

The work presented in this dissertation thus further develops DCS/DOS technology and demonstrates its
utility for monitoring the injured adult brain. It demonstrates the promise of this new clinical tool to help
neurocritical care clinicians make more informed decisions and thereby improve patient outcome.
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ABSTRACT

APPLICATIONS OF HYBRID DIFFUSE OPTICS FOR CLINICAL MANAGEMNT

OF ADULTS AFTER BRAIN INJURY
Meeri Nam Kim

Arjun G. Yodh

Information about cerebral blood flow (CBF) is valuable ftinical management of
patients after severe brain injury. Unfortunately, curnedalities for monitoring brain
are often limited by hurdles that include high cost, low tigbput, exposure to ionizing
radiation, probe invasiveness, and increased risk taalyiill patients when transportation
out of their room or unit is required. A further limitation cfirrent technologies is an
inability to provide continuous bedside measurementsatebften desirable for unstable
patients.

Here we explore the clinical utility of diffuse correlati@pectroscopy (DCS) as an
alternative approach for bedside CBF monitoring. DCS usesapid intensity fluctuations
of near-infrared light to derive a continuous measure ofnglea in blood flow without
ionizing radiation or invasive probing. Concurrently, wemoy another optical technique,
called diffuse optical spectroscopy (DOS), to derive cleanigp cerebral oxyhemoglobin
(HbO,) and deoxyhemoglobinAb) concentrations. Our clinical studies integrate DCS
with DOS into a single hybrid instrument that simultanegusbnitors CBF and?bO,/Hb

in the injured adult brain.

Vi



The first parts of this dissertation present the motivatfonsnonitoring blood flow in
injured brain, as well as the theory underlying diffuse cptechnology. The next section
elaborates on details of the hybrid instrumentation. Thal fohapters describe four hu-
man subject studies carried out with these methods. Eadiesétstudies investigates an
aspect of the potential of the hybrid monitor in clinical &pgtions involving adult brain.
The studies include: (1) validation of DCS-measured CBRragxenon-enhanced com-
puted tomography in brain-injured adults; (2) a study oféfects of age and gender on
posture-change-induced CBF variation in healthy subjg€8)sa study of the efficacy of
DCS/DOS for monitoring neurocritical care patients dunvagious medical interventions
such as head-of-bed manipulation and induced hyperox{4na first feasibility study
for using DCS to study hemodynamics at high altitudes.

The work presented in this dissertation thus further dgpge@CS/DOS technology and
demonstrates its utility for monitoring the injured adulaim. It demonstrates the promise
of this new clinical tool to help neurocritical care cliracis make more informed decisions

and thereby improve patient outcome.
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Chapter 1

Introduction

The overarching goal of the research described in this déggen is to investigate the fea-
sibility of hybrid diffuse optics — a combination of diffusgtical spectroscopy (DOS) and
diffuse correlation spectroscopy (DCS) — as a method to tifatinely measure cerebral
hemodynamics in adults after severe brain injury. Thisoahtictory chapter will elaborate
on two types of severe brain injury that affected the majaitpatients in our clinical stud-
ies, and it will also describe the modalities currently emyeld for neuromonitoring. The
remainder of the thesis includes a chapter on the theoryffosdi optics, i.e., DCS theory,
and a chapter that details the instrumentation and qual#tynty. The final four chapters
each describe successful studies in humans that explordgesnonstrate the feasibility for
using hybrid diffuse optics on adult brain in practice, wathemphasis in problems related

to management of those with brain injury.



1.1 Traumatic Brain Injury

Traumatic brain injury (TBI) occurs when a sudden force anttead such as a bump, blow
or jolt, causes damage to the brain. The majority of TBIs twatur are mild forms such
as a concussion. The most common cause of TBI is falling,cgshefor children and the
elderly. Falls cause 50 of all TBIs for children younger than 14 years of age, anth&if

all TBIs for those older than 65 [65]. Other causes includéameehicle accidents, struck
by/against events, assault/violence, and blast injuries.

According to a report by the Centers for Disease Control ameddntion [65], there
are 1.7 million cases of TBI per year in the United Statesh\&it5,000 requiring hospi-
talization, 80,000 causing permanent disabilities, an@@2causing death. The estimated
direct medical and indirect costs of TBI total ab&60 billion dollars nationally (i.e., as
measured in 2000 [232, 68]). Worldwide, injury due to fallsldraffic accidents is ranked
as the fourth-highest cause of life years lost due to botkthdead disability[162]. More
men suffer from TBI than women in all age groups![65], and matemprise about 75 of
all TBIs in young people [140].

TBI is classified by mechanism, clinical severity, and coteduomography (CT) as-
sessment of structural damage. Mechanism includes whé#theenjury is closed, e.g.,
when the skull remains intact, or penetrating. Clinicaksgy is typically indicated by the
patient’s post-resuscitation Glasgow Coma Scale score.dlasgow Coma Scale (GCS)
was developed in 1974 by Graham Teasdale and Bryan Jenmetprofessors of neu-

rosurgery at the University of Glasgow [229]. It was develdpo assess the depth and



Table 1.1: Glasgow Coma Scale

| Eye opening| | Motor response | | Verbal response | ]
Spontaneoug 4 | Normal 6 | Normal conversation 5
To voice 3 | Localized to pain | 5 | Disoriented conversation 4
To pain 2 | Withdraws to pain | 4 | Words, but not coherent| 3
None 1 | Decorticate posture¢ 3 | No words, only sounds | 2
Decerebrate 2 | None 1
None 1

duration of impaired consciousness and coma, and it ismilyresed as the universal clas-
sification of TBI severity. However, the reader should berawhat a patient’s GCS score
can be easily confounded by medical sedation, paralysiafaxication [9/]222].

The GCS score ranges from 3 (comatose) to 15 (normal), asdlitzided into three
independently measured aspects of behavior — eye openioigr mesponsiveness, and
verbal performance (see Talilel1.1). Mild TBI (typically ancassion) includes a post-
resuscitation GCS score of 13 to 15; even mild TBI has beendda cause longer term
effects like persistent headaches and memory issues [E&Bpatient has a GCS score of
9 to 13, as is usually found in stuporous or lethargic coadgj then he or she would be
classified as having suffered a moderate TBI. Lastly, sevBterictims have a GCS of 3 to
8, and they are usually found comatose, i.e., unable to dpEneyes or follow commands.
For instance, one of the severe TBI patients we studied was sgear old male pedestrian
who was hit by a car and thrown 100 ft; his GCS score at the sufthe accident was a 3,
the worst possible score.

Damage from the initial insult commonly includes shearifig/bite-matter tracts (bun-
dles of axons that connect different parts of the brain toggt focal contusions (bruises

that cause swelling, bleeding, and destruction of brasug¥, hematomas (an expanding



mass of blood in the brain), and torn blood vessels. Suchiggwause a cascade of reac-
tions by the body, including neurotransmitter release aflfdmmation, and these reactions
may inflict eventual secondary damage (see SeCtidn 1.3).

Thankfully, mortality from severe TBI has fallen drastigadver the past 30 years [[75].
In the 1970s, the mortality rate was at abou¥%5%mnd now it is at about 20 to 30 in
part due to the advent of critical care, routine CT scanramgl, monitoring of intracranial
pressure (ICP). Studies have shown that patient recovpigally depends on the severity

of initial and injuries, treatment received, and patiegeésotype[[230].

1.2 Aneurysmal Subarachnoid Hemorrhage

Subarachnoid hemorrhage (SAH) is when bleeding occursdrstibarachnoid space of
the brain. There are three membranes that envelop the teatius system — the dura
mater, the arachnoid mater, and the pia mater. The subaviackpace is situated between
the arachnoid and pia mater. Bleeding in this space may &ose a ruptured cerebral
aneurysm or as a result of TBI, and is thus usually prefacéditigurysmal” or "traumatic.”
This section will focus on aneurysmal SAH only.

The vast majority of SAH — up to 85 — is caused by a ruptured saccular aneurysm at
the base of the brain [237, 241, 117, 238]. An aneurysm ocghes there is a weakened
area in a vessel wall that becomes a balloon-like struciliney develop in certain people
over the course of life, but not others; reasons for this atenawn [237]. However, risk

factors include hypertension, smoking, and alcohol ali23#][ Also, women are 1.6 times



Table 1.2: Hunt-Hess Scale

| Category | Criteria | % Dead |

Grade | Asymptomatic, or minimal headache 7161 =1%%
and slight neck stiffness

Grade Il | Moderate to severe headache, neck stiffness, 23/88 = 26%
no neurological deficit other than cranial nerve palsy

Grade lll | Drowsiness, confusion, or mild neurological deficit | 29/79 = 37%

Grade IV | Stupor, moderate to severe hemiparesis, possibly gaé$/35 = 714
decerebrate rigidity and vegetative disturbances

Grade V | Deep coma, decerebrate rigidity, moribund appearant2/12 = 10%%

more susceptible to SAH as men [224].

Aneursymal SAH has a high rate of death and complicationsufbd’% of deaths from
SAH occur before the patient can even receive medical aterand 25, occur within 24
hours of the initial rupture [21]. The fatality rate for SAslapproximately 5%, with 40%
death within only one month of hospitalization, and onedloif survivors needing lifelong
care [100, 198, 175].

Several classification systems exist for SAH: GCS, the Hodttdess scale, and Fisher
grade. GCS score (see Section 1.1), used for severe TBdsiakd to assess conscious-
ness in SAH patients. The Hunt and Hess scale (see Table as2ywended to gauge sur-
gical risk and to decide the appropriate time after SAH atcWwhihe neurosurgeon should
operate([194, 104]. It is commonly used by the neurocritbgaie community, although it
has drawbacks, e.g., the terms used to define the gradesrrgdgue and subjective. Ta-
ble[1.2 also shows the percentage of patients that died htggade from Hunt and Hess'’s
original study[104].

The Fisher grade (see Tablell.3) classifies patients by thararof subarachnoid blood

detected by CT. Fisheat al. determined that the amount and distribution of subarachnoi



Table 1.3: Fisher Scale
| Grade | CT Scan |

1 No blood visualized

2 A diffuse deposition or thin layer with all vertical layersldood < 1 mm thick
3 Localized clots and/or vertical layers of bloedl mm in thickness

4 Diffuse or no SAH blood, but with intracerebral or intraveatllar clots

blood after aneurysm rupture strongly correlates with éerldevelopment of vasospasm,
i.e., a condition in which blood vessels spasm and narroy [[Ae more blood, the higher
the risk of developing cerebral vasospasm. The danger okpasm lies in that it causes
the spasming artery to shut down, and the part of the braipl®apby that artery then can
become ischemic and die. Cerebral vasospasm typicallyajevbetween days 4 and 12
after injury, and is most likely due to an inflammatory reawtin the blood-vessel wall

[224].

1.3 Dangers of Secondary Injury

For both TBI and SAH patients, the secondary injury can berofts dangerous as the
primary injury. The primary injury is the initial insult, sh as when a hard object strikes
the head for TBI or aneursym bursting for SAH. The secondajyry evolves after the
primary injury over hours and days, often while patientsiarder neurocritical care.

For TBI patients, complications usually arise due to brauelsng. It is the leading
cause of in-hospital deaths, post-TBI [143]. Swelling ascdue to a cascade of reac-
tions by the body after acute injuries, such as neurotratemelease and inflammatory

response. For those suffering from SAH, complications dubké initial hemorrhage, cere-



bral vasospasm and rebleeding are the biggest secondary dgngers [163]. Vasospasm
and rebleeding each directly cause almost a quarter of sidathto SAH[[216].

Hemorrhaging and brain swelling due to the initial insult®a ICP to increase. ICP
is the pressure exerted by the cranium onto the brain tisgmebrospinal fluid and blood
volume. Cerebral perfusion pressure (CPP), defined asffkresttice between mean arterial
pressure (MAP) and ICP, is the net pressure driving flow obdltw the brain. When ICP
rises due to the increase of fluid within the skull, CPP drops.in the case of cerebral
vasospasm, the narrowing of the artery causes CPP to drop.didp in CPP causes a
drop in cerebral blood flow (CBF), which in turn decreasesto®d supply to the brain,
and can lead to ischemia and tissue death.

The main principles of ICR [6] are the following:

e The brain is enclosed in a non-expandable case of bone.

e The brain’s grey and white matter is nearly (but not perfgaticompressible.

e The volume of blood that can occupy the cranial cavity is lyearnstant.

e Continuous outflow of venous blood from the cranial cavitseiguired to make room

for continuous incoming blood.

A non-linear pressure-volume model describing the retetip between ICP and in-
tracranial volume has been determined, pictured in Figukd2P1]. In the flat regime, at
lower intracranial volumes, ICP is low and stable with goocthpensatory reserve; in this

scenario, some cerebrospinal fluid and intracranial bloedaale to leave the cranium if
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Figure 1.1: Intracranial pressure-volume curve. A nornmataicranial pressure (ICP)
ranges from 0-10 mmHg (flat regime) for an adult human, whe2% mmHg marks the
point at which treatment should begin to reduce ICP (upwagihme). Any higher than 25
mmHg marks the plateau regime where the cerebral arterigbbgins to collapse.

need be. This regime is the typical condition for a healtldnidual at rest. The rapidly
rising upward regime is where that compensatory reservinbég be spent, resulting in
a sharp rise in ICP even with a small increase in intracraroAlme. Lastly, the curve
plateaus at the so-called “critical pressure.” In this megi the compensatory reserve is
completely spent, and at this point, the cerebral arteral Will collapse and blood is
unable to reach tissues. This last regime is the zone wheregt severely brain-injured
patients reside, and this regime is a signal for increasedeatadue to secondary injury.
Methods for monitoring ICP are described in Section 1.4.20fmal ICP ranges from
0-10 mmHg, while 15-25 mmHg marks the point at which treatiséould begin to reduce

ICP [75]. The first line of defense against high ICP is dragnterebrospinal fluid (CSF),



the fluid that occupies the subarachnoid space that acts ashéon for the cortex. If
draining isn’t enough, clinicians will sometimes use hyestilation. By increasing the
patient’s ventilator breath rate, hyperventilation wadluse vasoconstriction, a drop in CBF,
and thus lower ICP. However, there is a risk, in this case,@Bening ischemia. Another
technique to manage high ICP is osmotherapy, which is a rdethmducing dehydration
usually via drugs, in order to reduce accumulated fluid inkiren. The last resort is
decompressive craniotomy; this procedure involves renguai substantial portion of the
cranium and opening the dura in order to allow the brain'sin@ to increase against
"atmospheric pressure” and thus relieve pressure. Figitesiows CT scans from an
SAH patient who participated in one of our studies that nesua craniotomy. Notice the
large portions of skull (bone shows up as white in CT) thatraigsing from the patient,

suggesting that major intervention was required to preftettier crushed brain tissue.

1.4 Imaging and Monitoring the Injured Adult Brain

The patients residing in the neurocritical care unit haveidewange of injuries. Even
within a single injury category, patient population can eepsheterogenous. For instance,
those with TBI have only one unifying factor among them, beain damage resulted from
external forces. This reason is often cited for the numefailsd randomized clinical
trials; none in the last 25 years has convincingly shownafficas in they have shown no
significant improvement in patient outcomes [164]. Everutitostandardized treatment

protocols exist[[19, 75], individualized approaches dateed by monitoring are being



Figure 1.2: CT scans from an aneurysmal subarachnoid hbag®rpatient who had a
decompressive craniotomy. Bone shows up as white in the Gile Wwrain tissue is a light
grey. Note the large amount of skull that has to be removeldigndase, suggesting that a
major (and probably last resort) intervention was requicedrevent crushed brain tissue
from elevated ICP.

explored as a better alternative to improve outcomes [140].

Neuromonitoring of 30 or 40 years ago would generally ongrtatlinicians of a pa-
tient's deteriorating condition when it was irreversibleaday, clinicians know the broad
strokes of management to try to prevent occurrences of i@ghétc. Neuromonitoring of
the future should be even more proactive and goal-oriemteedch patient [247].

This section focuses on current neuromonitoring techrsigised for those patients who
have suffered from severe brain injury. | describe the mostranon modalities employed
by clinicians in the neurocritical care unit, both to assesgl injury and for following the
dynamic progression of a patient’s condition. The sectsodivided into parameters mea-
sured, with details of the various options available un@dahesubsection: neuroimaging
for structural damage/changes, intracranial pressurebra perfusion pressure, cerebral

blood flow, and cerebral oxygenation.
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1.4.1 Neuroimaging

The most common type of neuroimaging performed on brainrég patients is structural,
i.e., rather than functional. Structural imaging probes mhorphological details of the
structures of the brain, while functional imaging probetsiakcerebral processes.

CT uses X-rays to produce high-resolution structural insagfghe body, with contrast
provided by the degree of X-ray attenuation. Imaging with i€Tuick and easy, both
beneficial for scanning patients that are agitated and/stabfe [38]. CT scanning is typ-
ically one of the first studies performed on patients withesevIBl or suspected SAH.
For TBI, patients that have been stabilized are typicalgnexed by CT to identify mass
lesions such as hematomas that need to be dealt with slygi€at example, the removal
of such lesions soon after initial injury can have a profoumgrovement on mortality, thus
reinforcing the importance of CT imaging [205, 91].

CT, however, cannot detect lesions at the microscopic .lekel example, it cannot
detect diffuse axonal injury (DAI). DAI is damage that haswted over a widespread
area due to shearing of tissues in the white matter. DAI tlffiesta the neuronal axons.
Magnetic resonance imaging (MRI) can detect white matteapabalities better than CT,
but MRI is not commonly used in the acute phase due to variogistical complexity
[38]. Repeated CT radiation exposure plagues CT, and istedi responsible for%2
of all cancer cases in the United States| [20]. Also, both Ml enost CT requires the
patient to be taken from their room into an imaging suite,aess which puts the patient

at additional risk[[248].
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CBF is the blood supply to the brain in a given time, and isdgfly given in units of
mL per 100 g per minute. It can be measured with modified methsitg WMRI and CT,
such as arterial spin-labeled perfusion MRI and stable xesmthanced CT (XeCT). Stable
non-radioactiveé®' Xe is radio-opaque, highly lipid-soluble, and diffusivader capable of
traveling through the blood-brain barrier [176, 258]. loyides a quantitative measure of
blood flow based on a modification of the Fick principle, whathtes that the amount of
oxygen uptake of each unit of blood as it passes through tigslis equal to the oxygen
concentration difference between the arterial and mixewue blood[[119]. The patient
inhales a xenon + oxygen mixture, and the increase seen ind@fast relates to the
increase of xenon concentration in the tissue, an effeatiwpéermits estimation of blood
flow. End-tidal xenon concentration is assumed to be prapuwatto arterial concentration.
The results are six CBF maps, each from a different slice aihbiFigure_1.8 shows two
slices from the same patient, before and after a blood pressanipulation that decreased
perfusion. More details about XeCT can be found in Chdgtevhkre we validate DCS
against XeCT measurements of CBF.

All neuroimaging techniques have the prominent drawbaakndyf capturing momen-
tary snapshots of the patient’s condition. Because sevane injury is such a dynamically
evolving process, it is desirable for clinicians to havetoarous feedback in order to decide
on the best methods of treatment. Thus, the term "multimouaaditoring” has gained trac-
tion in the neurocritical care community to describe cambins monitoring of numerous

parameters and thus rapidly update and inform cliniciarth@fpatient’s evolving condi-

12



Figure 1.3: Example CBF maps from an SAH patient imaged wéhle xenon-enhanced
CT. A medication was given to increase blood pressure, agédlina (XeCT;;) and post-
intervention (XeCTy) scans showed an overall CBF decrease. A color scale shésvielg
of absolute CBF is shown, with blue representing very low feowd red representing very
high flow, quantified inn L /100g/min.

tion. The next sections describe a few of these parametergeahniques for monitoring

them.

1.4.2 Intracranial Pressure

First used in the 19605 [136], ICP monitoring has since bleemrtost universally accepted
neuromonitoring technique by clinicians [53]. The goldnstard method for measuring
ICP is via intraventricular catheter. A small burr hole idldd in the skull, and a catheter
is passed into one of the lateral ventricles. The cathetmrinected to an external pressure
transducer. Ventriculostomy has the benefit of allowinddfmth monitoring and treatment.
CSF can be drained as a first effort to relieve elevated ICReasioned in Sectioh 1.3,
and also to acquire samples for metabolite analysis. Isis lahown as the most accurate,
low-cost, and reliable method for measuring ICP [19].

The main drawback of the intraventricular catheter is tls& af infection or signifi-
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cant hemorrhage. However, most clinicians believe that#reefits of ICP information
outweigh the risks. Hematomas associated with ventritohog had an average incidence
of 1.1% in a review of eight studies [19], while risk of infection iwd other studies was
found to be about 14 [146,/8].

Other methods for monitoring ICP include subdural, suldamaa, and epidural probes.
These may be less invasive than intraventricular probegshley have proven themselves

to be not as accurate.

1.4.3 Cerebral Perfusion Pressure

Monitoring ICP means CPP can be calculated as well. Howewdike ICP, no target
thresholds for upper and lower limits of CPP have been aguoped [7,/196]. Usually
clinicians aim to increase CPP levels in order to increasiigien, but this is only the case
if cerebral autoregulation is damaged.

Cerebral autoregulation is a homeostatic phenomenon whalod vessels will dilate
or constrict in order to keep CBF relatively constant despltanges in CPP, within the
range of 50 to 150 mmHg@ [173]. Below or above this range, ttaiomnship between CPP
and CBF is linear. This linear behavior occurs when autdeggun is impaired, which often
happens to brain-injured patients. Thus, an increase inw@dPBnly lead to an increase
in CBF when CPP is either outside the autoregulatory rangehan autoregulation is

damaged.
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1.4.4 Cerebral Blood Flow

Severe head injury leaves patients at risk of cerebral m@due to secondary injury as
described in Section_1.3. Inadequate perfusion likelyaases the probability of a poor
outcome, but no standard method of directly measuring CBFbkan widely accepted for
use in neurocritical care. This could be due to the fact tivaisholds for absolute CBF are
unclear[221].

CBF may be measured by the so-called Kety-Schmidt techrtil@], wherein the
arterial and jugular venous concentrations of a contrashtaguch as nitrous oxide are
measured, and global CBF is calculated from the tissue aptatie. However, the Kety-
Schmidt technique can only give a measure of hon-contingtmlsal CBF.

Thermal diffusion and laser Doppler probes are both mieregsemethods of contin-
uously monitoring CBF. The thermal diffusion flowmetry (TPfethod is based on the
temperature difference measured by a thermistor (heatedféav degrees above tissue
temperature) and a temperature prabe [235]. The temperdifference can be translated
to a quantitative measurement of CBF. The probe is implatitexigh a burr hole either
directly into the white matter or on the cortex; thus, TDF awvasive measure of microvas-
cular blood flow[221].

Laser Doppler flowmetry (LDF) uses the Doppler shift of lighthe frequency change
that light undergoes when it reflects off of moving red bloellc— to measure flow in
superficial volume under the probe [81]. It consists of a lower laser source and detector

placed a small distance apart that penetrates only to a dépttout a millimeter. Thus to
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measure cortical flow, it must be used in an invasive way.

Both TDF and LDF are invasive regional measures of CBF, and tnly a limited
number of such probes may be implanted in patients. This snet only a small region
of CBF may be measured in a single patient, and thus the dséignmutput may not be
reflective of other areas of the injured brain. Although kteithniques measure microvas-
cular flow, they are also restricted to the white matter duldistical issues with probe
placement. While TDF can give an absolute measure of CBF, &fllif provides a rela-
tive measure [18]. However, presently neither of thesertiggtes have become standard in
the neurointensive care unit, most likely due to the sulistaoperator expertise required
[247].

One technique that measures not flow, but cerebral blood flelacity (the rate at
which blood moves through a particular vessel), has inanghsbecome commonplace for
neurocritical care clinicians: transcranial Doppler (TGMtrasound. An ultrasound probe
emits a high-pitched sound wave that scatters, and the sifelee blood in relation to the
probe causes a phase shift, which is then translated intalhbielocity [219]. TCD has
become a standard way to diagnose vasospasm after SAH,dlairremean flow velocity
of over 200 cm/s. Being non-invasive, it is often performadydat the bedside to get a
snapshot of the patient’s flow velocities, but TCD is logialiy challenging to implement
continuously for days or even hours. It also does not invalig ionizing radiation or
contrast agents.

However, efficient diagnosis with TCD requires much experéeand skill, and it holds
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the risk of being highly operator dependent [256]. The oenatilizes the thin portion of
the skull as an acoustic window to permit penetration ogliund waves to the intracranial
blood vessels. However, if the acoustic window is inadegjaahot sufficiently transparent,
that can limit TCD use in certain patients [182]. It also omlgasures macrovascular flow
velocity, or blood flow velocity in the large vessels of thaibr which does not necessarily
reflect microvascular perfusion in patients with cerebsoudar disease [184]. For this

reason, any focal microvascular CBF impairments may stilinn a normal TCD diagnosis.

1.4.5 Cerebral Oxygenation

Similarly, just as invasive intracranial pressure momitgito derive CBF is a routine part
of patient care in the neurointensive care unit, many dkmis rely on invasive monitors
for measurement of brain oxygen levels. The most commordy usethod is jugular bulb
oximetry. It involves sampling the blood of the jugular bublhich is the cranial tip of the
internal jugular vein that contains pure cerebrovenousd|87]. The result is an invasive,
global measurement of jugular venous oxygen saturations fBchnique, however, has
been critiqued as somewhat fraught with technical problanasnon-reflective of regional
cerebral metabolic changes [87] 42, 147,1249].

Some neurointensivists utilize invasive electrodes tosueathe partial pressure of
brain tissue oxygen (Pbt[139,239| 13B]. This technique involves the intrapargmnaal
insertion of a Clark type electrode, which generates a ntidependent on the amount of

oxygen near the catheter tip. These monitors provide cootia monitoring of cerebrovas-
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cular oxygenation, but they are also invasive, and theirsmesments are limited to a small

(~mm?®) volume of white matter tissue.

1.5 Potential Role of Hybrid Diffuse Optics

In the work presented within this dissertation, we validatd explore hybrid diffuse opti-
cal monitoring — as in, the combination of DOS + DCS in a sing&rument/probe setup
— as a means to non-invasively and continuously measurewaiscular CBF and blood
oxygenation in a neurocritical care population. DOS messstissue oxygen levels based
on the different absorption properties of oxy- and deoxybgiobin [244] 96], while DCS
measures CBF by using the intensity fluctuations of lightteoad many times from mov-
ing red blood cells[[13, 15, 177, 142]. Having both blood flavd axygenation informa-
tion can better elucidate the patient’s condition, as tteygive correlated or uncorrelated
trends.

DOS, more commonly called near-infrared spectroscopy 8YI&® clinicians, has been
studied previously in brain-injured patients. SpecificaldOS has been compared to in-
vasive electrode monitors [123] [3,198, 197] 22, 4], as a mehanetecting intracranial
hemorrhage and contusion [95, 220], as a surrogate apptoackeasure of CBF using
tracers/[118], and, more recently, as a measure of aut@&gulin stroke patients [59, 88].
Thus far, DCS has been used to study autoregulatory funictistnoke patients [59] and to
study CBF in ill neonates [24, 23, 25, 191].

Hybrid diffuse optics holds potential to be a useful neuraitaring tool for this pa-
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tient population because of its continuous output, its imnvasive nature, its ability to put
multiple probes on different locations on the head, andait& bf ionizing radiation. This
dissertation further explores the feasbility and appioret of DCS/DOS. Chaptels 2 and
describe underlying theory in detail, as well as recertrumsentation advances. Both
chapters are geared towards the application of DCS/DOS émitoring adult brain. The
basic hybrid diffuse optical device used in the experimégasured in this dissertation is
also outlined in depth, particularly the DCS module.

Chaptef 4 presents a validation study of DCS-measured CBRstga gold-standard
technique that measures absolute CBF: stable xenon-ezth&it Importantly, this suc-
cessful validation is performed on neurocritical caregy@s, since this injured population
is of central interest to us here.

The next chapter (Chapféer 5) appears to be a departure feoappilication of DCS/DOS
in those with brain injury, in that we looked at healthy sultgeacross the age continuum
during a posture change. However, it originally began asataguantify the normative
response during head-of-bed manipulation — a common iet¢ion in the neurocritical
care unit. We found that age did not have an effect on CBF resgsoto posture change,
but that the healthy response was clearly differentiateihagithe brain-injured population.

Chaptef 6 investigated cerebral hemodynamics during béadd manipulation in pa-
tients after severe brain injury. We chose head-of-bed pudaiion because of its ease of
implementation, as well as the fact that it is a commonly grened intervention in the

neurocritical care unit. Not only did we find that the patiezgponse differed significantly
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from the normative response, but we also found that the bgéeeity of the patients re-
vealed itself through a widely varying CBF response to heaetting. This result supports
arguments for individualized patient management, anccatds how hybrid diffuse optics
could add useful information to further guide clinicianglda customize treatment.

The final chapter (Chaptel 7) studies humans at high altitatdele many people work
at and are stationed at high altitudes, our understandingrebral hemodynamics in such
an environment is quite limited. Cerebrovascular stresthénform of acute mountain
sickness or the potentially fatal high altitude cerebraad can put people who live above
2400 m at risk. Our investigation successfully implemerd&s at high altitude for the
first time, and it measured changes in CBF during a hypeietiot task at high altitude.

The results in this dissertation have led to three pubbesti120] 61, 121], with an-
other currently in preparation (based on results from Gidpt. Notably, my validation
publication [120] was the first paper featuring DCS in humaarbstudies to break through
the clinical journal barrier (i.eNeurocritical Carefor neurosurgeons). At this stage, it is
important for us to aim for clinical journals, because widaedience among doctors will
help push DCS/DOS technology into the clinic. | am also authvar on several other pub-

lications with members of this lab and our collaborators, [2¢,[58, 154, 212, 156, 141].
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Chapter 2

Theory of Diffuse Optics

Diffuse optical methods can non-invasively measure tissutecal properties and tissue
dynamics millimeters to centimeters below the surface ®ttin. This chapter outlines the
basic theory behind the two optical monitoring techniqueaase to probe hemodynamics
in the adult brain: diffuse optical spectroscopy (DOS) aifidise correlation spectroscopy
(DCS). Diffuse optical spectroscopy, also called nearairgfd spectroscopy (NIRS), is used
to probe slow variations in absorption and scattering ofdgjizal tissues due to changes
in the concentrations of tissue chromophores. Diffuseatation spectroscopy utilizes the
fast intensity fluctuations of scattered light to charaztethe movement of red blood cells,
i.e., to provide a measure of relative blood flow.

Both techniques take advantage of the so-called "therapeitdow” of common bi-
ological tissue chromophores wherein the absorption ¢t lig low [112]. This window
(from about 650 nm to 900 nm) lies between the visible abgmmgiands of hemoglobin

and the near-infrared absorption band of water. Figuietivs the full absorption spectra
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of the main chromophores in tissue — oxyhemoglobin, deaxydwgobin, water, and lipid;

it also shows a close-up of the therapeutic window opticagea 1.,(\), the absorption
coefficient, has units of cmt and is the reciprocal of the absorption length, or the typica
distance traveled by a photon before it becomes absorhéd) is a very important "opti-
cal property” that characterizes the tissue medium, sindepends on the concentrations
of oxyhemoglobin, deoxyhemoglobin, water, and lipid.

The low absorption of hemoglobin, water, and lipid in thisin@afrared window allow
light to penetrate to deeper regions of tissue. When thsodery was made, it was then
speculated that near-infrared light could non-invasiyalgbe the workings of the brain
through skull and scalp. While light can penetrate throdghskull and into the brain, tis-
sue is a highly scattering medium, and a model had to be a@ktovenderstand the process
of photon propagation through such a turbid substance. stfaand that light transport
through such turbid media over longer distances can beapgtoximated by a diffusive
model. This model applies when light scattering dominaéisar than absorption, i.e., the
photon scattering length are much smaller than the absorfgngth. In this regime, one
is able to separate out of the two effects.

The scattering equivalent to the absorption length, thesteagth-dependent scattering
length is defined as the typical distance traveled by a phioédore being scattered. The
reciprocal of this distance js;(\), called the scattering coefficient. However, we typically
use a different and arguably more important parameter tactexize scattering called the

reduced scattering coefficient and denoted:bi). This reduced scattering coefficient is
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Figure 2.1: (top) Absorption spectra of common biologigasue chromophores in the
range 250 to 1000 nm — oxygenated hemoglobin®-), deoxygenated hemoglobif/ (),
water, and lipid. Absoprtion is quantified hy,, the absorption coefficient. (bottom)
Zoomed-in spectra, the so-called "therapeutic windownfr650 to 950 nm where the
absorption of tissue chromophores is relatively low. Thisklof absorption allows light
within this window to penetrate up to centimeters deep intdogical tissues to probe
chromophore concentrations.
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the reciprocal of one photon random walk step, or the digtanphoton travels before its
direction becomes randomized. It depends on hgthnd the degree of forward scattering
anisotropy of a typical scattering event. If the photon pigation is well-modeled, one
can readily calculate the concentration changes of tiset@mophores in the brain such
as oxy- and deoxyhemoglobin. This is the DOS technique thatiented towards these
concentration measurements.

The work in this dissertation focused not only on blood oxyagén, but also on blood
flow. DCS is a technique that also uses the diffusive behafibght in tissue, but tracks
the fast fluctuations of light due to scattering off of movirggl blood cells in order to
derive a measure of flow. It shares the same advantages of i@ $spect to looking at
deeper tissues, and so it is natural to use the two togetlodtaim information about blood
hemodynamics in order to paint a fuller picture of brain polgy.

In this chapter, we will first outline the basic theory behib®S, starting from the
radiation transport equation and deriving the photon diin equation. Two different ge-
ometries will be discussed: the infinite medium and the dafmite medium. Much of
the oxygenation work in this dissertation uses anotheryasatechnique (i.e., an approx-
imation of the diffusion apprach) called the differentiattiplength method; this approach
will be explained. Lastly, we will outline DCS theory, i.g9ing from single scattering to

multiple scattering regimes, and finally deriving the ctatien diffusion equation.
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2.1 Diffuse Optical Spectroscopy (DOS)

2.1.1 The Diffusion Approximation

The derivation of the photon diffusion equation commonlgibe with the photon transport
equation[[55]. It is derived from linear transport theorjigh is itself an approximation of
the complex light transport problem posed by the highlytecaty media, that allows us to
avoid fumbling with Maxwell’s equations [28]. In most casdsfraction and interference
effects may be neglected, and geometrical analysis basey ¢racing or energy transport
helps us understand and visualize the problem. In this agproone can visualize the
photons to propagate in straight lines between scatteviegts.
Light radiance L(7, Q, t), is defined as the power of light per unit area per solid angle

traveling in the() direction at positior and timet in the sample; its units are W/(Grsr).
Photon fluence rate, denoted &&7,t), and photon flux or current density(7, ), both

have units of W/crh They are defined as integrals of the radiance, i.e.,
(7 t) = / L(7, ), £)dQ, (2.1)

and

J(7t) = /L(F, Q, 1)QdS. (2.2)

The photon fluence rate can be thought of as the total numblg@ratbns emerging from a

small volume element per unit area per time, i.e., it is th& sum of the radiance emerging
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from 7. The photon flux is a similar quantity, but it is directionia., it is a vector sum of
the radiance emerging &t

An initial radiance can have various processes affect tiwian infinitesimal volume
such as scattering, absorption, additional light scadtereor light source emission. With
a lot of work [46], one can derive a transport equation forrdckance:

1OL(7 1)

S +V-L(F Q)0 = —,utL(F,Q,t)+us/L(F,Q,t)f(Q,Q’)dQ’+S(F,Q,t).

(2.3)

Herev = c¢/n is the speed of light in the medium, withbeing the index of refraction
of the medium. We define a transport coefficient= u, + u, that describes the rate
(in cm™1) that photons are lost through absorption or scatteringe Sé¢tond term on the
right hand side accounts for photons scattered into thenvelfrom other places via use
of a normalized phase functiorf,(f), Q/). This phase function gives the probability of
a photon scattering from directidato (. The last term is for photons generated by the
light source.S (7, Q, t) is the power per volume emitted; its units are W/¢esr). Equation
(2.3) basically describes radiance conservation in edafitesimal volume element within
the sample [16].

To simplify the photon transport equation, we approximagedtion [2.8) by expand-

ing the radiance and source terms using spherical harm()Yii,gg{Q)) with coefficients
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&um (7, t), and then we truncate the serieg at V, i.e.,

N l
LEQL =YY drm(F )Y (), (2.4)
=0 m=-1
and
A N l A
SELD =D D D) Yim(Q). (2.5)
=0 m=—1

This analysis scheme is called tRg approximation, and, for this dissertation, we will
only retain terms withh = 1 or lower. This approximation is called thg approximation.
The P, approximation is only valid for radiance that is nearly rspic, i.e., in situations
wherein®d(7, t) > 3|.J(7,t)|. For this situation to occur, the medium must haves s,

and the positions of interestmust be far from the light source. In th& approximation,

the radiance can be approximated as

oA 1. 3 -

S(7 Q1) ~ 150 ) + (1) - (2.7)

We also assume that the normalized phase function depehdsmthe cosine of the
angle between the incident and outgoing wave vectors andmtite values of the angles

themselves. This assumption implies th#f), V') = f( - (), and it is an acceptable
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assumption when the scattering medium is isotropic.
If we insert these expression for the radiance and souroehietphoton transport equa-

tion (Equation[(2.3)), we obtain [189]:

—

18@(77, t) n §8J(F, t)
v Ot v ot

O+ V- 0(F, 10+ 3V - [*(m)-fz] 0

= _:utq)("?a t) - 3lut |: _’(’Fv t) ' Q] + :uS/ |:(I)(F> t) + 3‘7( _)7 t) ’ Q] f(Qa Q/)dQ/
+ So(7,t) + 351(7, Q. t) - Q. (2.8)

The anisotropy factog conveys how much forward scattering is in each scatteriegtev

It is defined as the average cosine of the scattering angketigrical scattering event, i.e.,
g= / FQ- Q- QA = (cosb). (2.9)

For our applications — human brain grey matter — we typichdlye values ofy = 0.88
or larger; ifg = 1, then photons are scattered completely in the forward tined3Q].
We also define the reduced scattering coefficiént u5(1 — ¢), whose reciprocal is the
so-called photon random walk step length.

Then multiplying Equation{218) b2 and integrating ovef? gives

1oJ(Ft) 1 - 7
5 (87; )+§V(I>(F,t)+[#a+l/s] J(7,t) = Si(7.1). (2.10)

We next neglect the term containiﬁ% by assuming that variations in the diffuse total
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flux are much slower than the mean time between scatteringtey£89,[55]. We also
assume isotropic sources (i.8(7,,t) = S(7,t)), so that alll # 0 terms of the source
become zero. Usually this assumption can be justified byngdtiat collimated sources
are simply isotropic sources displaced one transport megnpath away from the actual
source location [16].

So then Equatiori (2.10) becomes

VO(F, t) = =3 [pa + 1) (7, 1), (2.11)

which is known as Fick’s law of diffusion, and defines the mmodiffusion coefficient.
If we insert all of these approximations for the radiance aadrce (Equations (2.6)
and [Z.7)) into the photon transport equation (EquafioB){2nd then integrate ovér, we

have

100(7,1)

D + V- J(7) + pa® (7, 1) = So(F, 1) (2.12)

Upon inserting Equation (2.11) into Equatidn (2.12), weiege the typical form for the

photon diffusion equation in a homogeneous medium:

% — DV2O(7, ) + v, (7, t) = vSy(7, 1), (2.13)

where the diffusion coefficiend is defined as

14 14
D= 2.14
3(Ha + 1) 3p (2.14)
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2.1.2 Diffuse Photon Density Waves (DPDWSs)

For the data presented in this thesis, we often used whdtesl ¢the intensity-modulated or
frequency-domain (FD) technique of DQS’.his technique involves modulating the light
source at a specific frequency such as 70 MHz and then degebgramplitude and phase
changes of the "differential waves” as they pass througiués With that information, we

can readily extract the optical propertigs, (@ndy,) of the medium. Specifically, when a
light source is frequency-modulated, the photon fluenckosdillate at the same frequency,
creating a macroscopic scalar disturbance, part of whialmiave called the diffuse photon
density wave (DPDW) [71]. The DPDW is the AC component of thetpn fluence rate,

i.e., of

O(r,t) = Ppa(r) + Pac(r,t)

= Opo(7) + Pac(F)e ™, (2.15)

wherew = 2x f, andf is the modulation frequency.
If we insert the AC component of Equatidn (2.15) into Equai{d.13), we can rewrite

it in Helmholtz equation form:

(V> + Ke)®ac(7) = =5 50(7) (2.16)

1As opposed to continuous-wave (CW), where the laser irtiensinains constant over time), or time-
resolved (TRS), where the laser is pulsed and one measwdwdadened pulse shape as it propagates
through tissue). We find FD to be a "happy medium” of sortsgimmts of greater information content than
CW but not as complicated or expensive electronics as TRS.
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where

W — Vidg

o = ————2 2.17
=5 (2.17)
is the complex wavenumbek {- = k, + ik;). The solution to Equatiori (2.116) for an
infinite homogeneous medium is |71]:

VSAC eikr—iwt (218)

P ac(7,t) = T Dr ;

with S, as the source modulation amplitude, and |7]. The DPDW is a spherical wave
that must decay to zero at large distances from the lightceofty > 0), and this restricts

the real and imaginary parts of the wavenumber solution {d.8&]:

- > 41/2
Vil w
k, = 1 —1 2.19
2D i (Vua) 219
o - o q11/2
ki = 214 /1 1 . 2.20
2D i (V,ua) i (220

The amplitude of the DPDW igl(r) = vSpe " /(4n Dr), and the phase & = k,r.
DPDWs demonstrate many familiar wave-like properties saghefraction[[169], diffrac-

tion [14], interference [201], and dispersion [233].

2.1.3 The Semi-Infinite Medium Solution

The simplest geometry that approximates source and deteptizal fibers on a tissue

surface is the homogeneous, semi-infinite medium (see €lg@). In this geometry, there
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w

Figure 2.2: A semi-infinite medium geometry, with planar bdary between a homoge-
neous turbid medium (index of refractiar,) and non-scattering medium (index of refrac-
tion n,.¢). w, h, andd go to infinity, and the medium is azimuthally symmetric abthet
z-axis. The unit vectof: points from inside the tissue perpendicularly outwardse @ia-
gram also shows the radianf,éfl) incident upon the boundary and reflecting back inside
the turbid medium with Fresnel coefficieﬁtpresnel(ﬂ).

exists a planar boundary at= 0 with a homogeneous turbid medium at< 0 and a
non-scattering medium at> 0. Given the case where the indices of refraction match and
the boundary is then perfectly transmitting, any light prag$rom the scattering medium
through to the non-scattering medium will not return backhi scattering medium [92].
Thus, a discontinuity in the radiandg, ), t) arises wher2 points into tissue from air.
This is a violation of the diffusion approximation expresse Equation[(2.6), which stated
that the radiance is primarily isotropic.

However, in the case of mismatched indices of refractiorghmai the radiance incident
upon the boundary from the turbid medium will be reflectedkdaside. This allows us to

avoid the discontinuity in radiance found with a perfecthrismitting boundary.

32



We start by setting the irradiance, or total inward radiaat¢éhe boundary equal to the

integral of the reflected radiance:

By = / LIO)Q - (—7)dS
Q<0

A

= / Rivesna(Q)L(Q)Q - ndQ) (2.21)
Q-n<0

N

wheren = —Z is the outward normal unit vector (see Figlrel 2.2) &hd.,..;(2) is the
Fresnel reflection coefficient for light incident upon theibdary at anglé) from within
the turbid medium.

From here, we can substitute in Equatibn (2.6) foand the equation for the Fresnel
reflection coefficient for unpolarized light to get to thetpaflux boundary condition valid
atz = 0[92]:

® = i VO (2.22)

1+Reyy

wherez, = 2D(1_Reff),

andR.; is the effective reflection coefficient to take into account
the index of refraction mismatch. For instance, tissuehas- 1.4 and air has:,,;, = 1.0.
Unfortunately, the partial-flux boundary condition, whégact, is difficult to use in
practice. A simpler boundary condition is typically used)led the extrapolated-zero
boundary condition, which is a good approximation to thetipaflux boundary condi-
tion even though there is no strict physical implicationibdht [131]. It is a convenient
mathematical device to simplify the analysis. The extrapsa-zero boundary condition

involves having the fluence rate fall to zero at a point on thside of the boundary, which
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we will say is at a distance, outwards from the boundary:

Oz = —2) = 0. (2.23)

The fluence rate is extrapolated into the non-scatteringuneaith a straight line with the
same slope found at the boundary. Thus, the fluence rate aairtbgle of the boundary
can be given by

d(2) = a(g—(zﬂ\zzoz + ¢(2 =0). (2.24)

Setting Equatior (2.24) equal to zero, we find that 2/31...

We can use the method of images to obtain the solution of a DRBDWhomogeneous
semi-infinite turbid medium, made up of a superposition oRDW in an infinite medium
and a DPDW of a negative image source outside of the turbidurmedn the air side. They
are symmetric to one another with respect to the extrapbladendary.

Figure[2.83 shows a diagram of this extrapolated boundagatsin. A collimated
source at the air-tissue boundary can be well-approximasedn isotropic light source
a distance of one transport mean free pdth € 1/4) into the medium. The negative
image source is placed at(¢,. + 2z,). Then for a detector dtr, z), the solution of the
diffusion equation is

O(r, z)

ikry ikro
vSy |:6 e }’ (2.25)

:47TD (&1 B 9

with r; = \/7’2 + (2 —4,)? andry = \/7’2 + (z+ 4y + 22,)%. And in the limitr >
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z=-(8, +2z,)

--------------- I z=-2,

Figure 2.3: A diagram of the extrapolated boundary condifoy a semi-infinite geometry.
There exists a planar boundary between a homogeneous taeiidm (index of refraction
n;,) and non-scattering medium (index of refractiog;). Source and detector fibers are
shown, with separatiop between then. There is an isotropic source one transpom mea
free path £ = /¢,,) into the turbid medium, and a negative image source located=

_(gtr + 221,) .

(¢4 + 22,), Equation[(2.25) simplifies far on the surface to

vSy e~kr
q)semiinf(ra Z = O) ~ InD 12 [2]{((”21; + Zg)]

e Chirto)

— AO r2 e T 0
= A(r)e", (2.26)

Conveniently, these can be written as

In[r’A(r)] = —ko +InA, (2.27)
0(r) = —kir+ 6o, (2.28)
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making it easy to use multiple (at least two, but preferabdeapsource-detector distances
to linearly fit for slopeg:; andk,.. For instance, a titration test to characterize a DOS module
typically uses an automated translation stage to measupditade and phase at many
different distances over a range-01 cm to 10 cm (see Sectién 3.1.3). Both amplitude and
phase will vary linearly (within a certain range) with respe source-detector separation.
The slopes of the amplitude and phase plots are equaldadk;, respectively.

Lastly, the optical properties of interegt, andy’,, may be solved for using the follow-

ing equations:

_ wlk Kk
Y
U

w, = —kik,. (2.29)
3w

2.1.4 The Differential Pathlength Method

Out of convenience, much of the optical property data indigsertation was measured by
a simpler method called the differential pathlength apginodn this case, only one source-
detector distance is required to find temporal changes sudi®ptical properties, which
permits for much more compact probes and instrumentatiothi$ case, we use only the
intensity of detected light at different wavelengths tacatédte changes in absorption.
Derivation of the differential pathlength method begingshathe Beer-Lambert law,

which relates absorption of light to the properties (coticion and thickness) of an opti-
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cally thin sample material through which different wavejths () of light travel:

) — —pta(N) L. (2.30)

HereOD()) is called the optical density of the samplg()\) is the intensity of the light
incident on the sampléd( ) is the transmitted intensity,, (\) is the absorption coefficient,
andL is the sample thickness or light pathlength.

By extracting values ofi,(\) from Equation[(2.30), we can then calculate the concen-
tration of chromophores in the sample. In order to backedate N chromophore con-
centrationchangesone requires at leasf wavelengths of light. Using elementary optical
absorption theory, we use the following relation betwees dbsorption coefficient and

chromophore concentration

pa(N) =Y a(NCi (2.31)

Here(; is the concentration of th#h chromophore in the sample, and their corresponding
wavelength-dependent extinction coefficientsardf we are only interested in looking at

thechangesn absorption, then we have
Apa(X) =Y a(MAC (2.32)

i

One of the conditions for the Beer-Lambert law (Equat[o8@2) to hold, however, is
that the material must not scatter the light. Biologicadtis is highly scattering. In turbid

media, both scattering and absorption attenuate the ibgeasd furthermore, there is a
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distribution of photon pathlengths from source to detecatier than a single pathlength.
Hence, for our applications we use the so-called modified-Bambert law (MBLL),
which effectively accounts for changes due to light scatteand absorption [48]. The
method is primarily useful for deriving "changes” in chroptmre concentrations from
"changes” in light transmission. It is thus a differentiadtinod.

Given a turbid medium with baseline optical propertigg(\) andy,(\), the baseline
optical density iSOD(1.0(A), 1hy(A)). Changes in those optical properties are signified
by A, (A) andAp(N). The MBLL is derived from a first-order Taylor expansion oéth

optical density([39, 17, 23]:

OD [ptan(A) + Apta(A), o (A) + Ap(N)] & OD [p1a0(A), o (A)]

00D [f1a0(N), pi(N)]

00D [pao(N), pg(N)] 1
Otta(N) B

A:ua<)\) + 8,&’ ()\) s

= 0D [,uaO()‘)v M;O()‘)] + dAA,ua()‘) + dSA:uls()‘)v (233)

00D [/J'aO (A)v/J';O (A)]
Apa(N)

00D [:U'aO (A)M;o (A)]

with d, = ey

anddg = . We call these the absorption and

scattering differential pathlengths, respectively.

In studies of brain hemodynamics, we typically assume agat changes are small,
i.e., Ayl ~ 0,and thatiy = Llppr(N). {ppr()N) is the so-called differential pathlength
factor (DPF). This wavelength-dependent factor, whichnigless, takes into account the
increased distance that the light must travel from souraietector because of scattering

and absorption effects. With no scatterifigpr(\) = 1.
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Inserting these two approximations into Equation (2.1r) oking only at changes

in OD, we reach the typical form of the MBLL

AOD()‘) = A,ua()‘)LEDPF()‘)a (234)

where AOD()) is the change in optical density at a given wavelength, (), ¢) is the
change in absorption coefficert, is the source-detector separation, dpgr()) is the
differential pathlength factor.

In the case of brain tissue, the main chromophores that lalhighit are oxy- and de-

oxyhemoglobin A HbO,, AHYD). In this case, the MBLL can be written as follows:

AOD()\) = [6Hb02<)\)AHb02 + EHb()\)AHb] LgDPF()\>- (235)

emo,(A) and ey, (A) are the wavelength-dependent extinction coefficients fgr- @nd
deoxyhemaoglobin.
For instance, to calculate changes in oxy- and deoxyherhogtmncentrations using

two wavelengthsX;, \;), we may use the following equations:

(M) Atia(A2) — €mp(A2)Apta (M)
€Hb()\1)€HbOQ()\2) - €Hb02()\1)€Hb()\2)
€Hb02()\2)A,ua()\1) - EHbOQ()\l)A,ua<)\2)

EHb()\1>€HbOg()\2) - EHbOQ()\1>€Hb()\2) .

AHbO,

AHb =

(2.36)
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These can be combined for a measure of total hemoglobin ntatien changeAT HC):

ATHC = AHbO, + AHD. (2.37)

Values of differential pathlength factor depend on souwtetector separation, tissue
geometry, baseline optical properties, and wavelengtigbt.| When we used the MBLL
in this dissertation, values were taken from the literataredult brain. These values were
adjusted for age and also interpolated for wavelengthswiea¢ not reported [52]. As a
warning, the MBLL is not accurate for when changeg:jnand., are large compared to

baseline values, or when changes are localized [17, 223].

2.2 Diffuse Correlation Spectroscopy

Light scattering can provide information about the motioAsmall objects such as red
blood cells via tracking speckle fluctuations. Similarlyffuse correlation spectroscopy
derives changes in blood flow using the speckle fluctuatidtiglat that is multiply scat-

tered in biological tissue [13, 15]. This is done by meagytime time dependence of
detected light intensity and computing the temporal intgrasitocorrelation function. The
decay rate of this autocorrelation function is related ® iiotions of scatterers, and in
tissue the most prominent moving scatterers are red bldtsd ¥éhat is unique about DCS
(as opposed to laser Doppler flowmetry, for instance) idaiiétyato probe the dynamics of

deeper tissuesx1 cm below the surface). DCS exploits the fact that the bemnafithe
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intensity and electric field correlation functions in a Higkcattering medium can also be
approximated with a diffusion equation.

This section will discuss single scattering and multiplatsring; then it outlines a
derivation of the photon correlation diffusion equationdalescribes various DCS blood

flow validation studies.

2.2.1 Dynamic Light Scattering

In the classic single scattering version of the "dynamibtigcattering” (DLS) experiment,
a laser beam is pointed at a solution of dilute particles apdiat-like photon detector
collects light (Figuré_2]4, top). The sample solution isfisiéntly dilute so that light is
scattered either once off a particle or not at all. As seerignre[2.4, bottom, the incident
light electric field (with wavevectoEm) induces oscillating dipole moments in the parti-
cles, which in turn radiate light fields in all directions (bvi/vavevectori?out). Momentum
transfer is denoted by = Eout — Kin,s whereq = |q] = 2k sing. The magnitude of
the wavevector ig, = |l§m| = |Eout| = Q’TT" andd is the scattering angle. The motion
of the particles and the resulting scattered light phasesecaonstructive and destructive
interference at the detector that manifest as a flickeridgbf intensity over time.

These fluctuations are recorded, and the unnormalized ilggnsity autocorrelation

function () is calculated by a hardware correlator:

Go(m) = (I(t)I(t+ 1)) (2.38)
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Figure 2.4: Single-scattering dynamic light scattering. @psetup. Light is incident (with
Wavevectoigm) upon a very dilute solution of particles, and a detectolasgd at scattering
angled. The light scatters once off of the particle and the resglfield has wavevector
k..:. The electric field at the detector is a superposition oftepad fields from all particles
in the sample.
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with 7 being the autocorrelation delay time and intendit§) = |£(t)|2. The brackets
denote an ensemble average (for calculations), and for godier system, this is equal
to atime avera@ Figure[2.4, right, shows the trail of photon pulses oveetiior every
instance that the photon-counting detector is triggerealjfiyoton. These pulses are binned
to get a time series of intensity counts, and this time sésiastocorrelated and normalized

to calculate the normalized intensity autocorrelatiorction go(7):
(2.39)

g2(7) is related to the normalized temporal electric field autoelation function §; (7))

() = (E(t)- E*(t + 7)) 040
20 =50 ) (2:40)

(WhereE (t) is the scattered electric field) by way of the Siegert refafiB6]:

92(1) = 14 Bloa (7). (2.41)

The Siegert relation is valid for Gaussian sources, andendiiect laser output is not Gaus-
sian, the superposition of all the randomly scattered fiislds depends on detection optics
and is inversely proportional to the number of detected ldpsmr modes. It is also af-
fected by the coherence length and stability of the laset,aanbient light, with an ideal

experimental setup having= 1.

2|n experiments, time averages are measured.
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In DLS, after calculating the field autocorrelation functiga, dynamics of the sample

can be determined by the following relation [16, 263]:

¢ (1) = ei2m T =50 (Ar*(T)) (2.42)

wheref is the frequency of incident light, and\r?(7)) is the mean squared displacement
of the scatterers in the sample in timeFor Brownian motion{Ar?(7)) = 6Dg7T where

Dy is the particle diffusion coefficient.

2.2.2 The Correlation Diffusion Equation

Since biological tissue is a turbid medium where photongtipiylscatter, using DLS is

not an option. We must take into account each of many saadgtexients that contribute to
the phase shift of the emerging light fields. Physically, \&g envision the detected field
as comprised of light rays traveling along many photon patfsyand the total temporal
electric field autocorrelation function as the weighted sxithese individual photon paths’
electric field autocorrelation functions.

Another approach is to develop an analogous linear trahspaation for electric field
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correlatioH [1,[16],i.e.,

V-G Q,7)Q + Gl (7,9, 7) = S(7. Q)Jrus/GlT(ﬁ ,7)gh(Q, €, 7) F(2, Y)Y,

where

A

GT (7. Q1) = (E*(F,Q,t) - E(F,Q,t + 7)) (2.44)

is the unnormalized field autocorrelation function for thectric fieIdE(F, Q, t) at position
7and timet propagating in thé direction.gf(Q, <, 7) is a correlation scattering function
for each single scattering event, i.e., derived from Equa{Z.42) for single scattering.
F(€, ) is the normalized differential single scattering crosstisa, andsS (7, 2) is again
the source distribution. Note that at= 0, there is no field decorrelation, and Equation
(2.43) reduces to the familiar photon transport equati@n, Equation[(2]3). The correla-
tion transport equation is applicable from single scattgto multiple scattering systems,
but like the photon transport equation, it is difficult to ilment in practice.

To simplify things, one can again makePa approximation and ultimately derive the

field correlation analogue to the photon diffusion equaf®guation [(2.183)) [1€, 55], i.e.,
(DV2 — Uty — %(XV/J,;]{ZS<AT2(T)>) Gy (7, 1) = —vS(r). (2.45)

HereG, (7, 7) is the unnormalized field correlation function/aand integrated over all an-

3Time dependence has been left out of the correlation tranepaation because we only consider mea-
surements with CW sources in steady state systems. In lgaldgsue, the dynamics are in a quasi-steady
state, since the scatterer dynamics are not changing ovénik scale of the measurement.
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gles;S(7) is the isotropic light source terni) ~ /3., is the photon diffusion coefficient,
andky, = 2x/\ is the wavenumber of the incident CW light.represents the fraction of
total photon scattering events from moving scatterersnA&sgjuation[(2.13)y is the speed

of light in the medium ., is the absorption coefficient, and is the reduced scattering
coefficient. A step-by-step derivation of Equation (2.4a8h de found in Appendix A.2 of
David Boas’s dissertation [16, 13,/15].

The assumptions required for Equatibn (2.45) are as follthhesmedium is highly scat-
tering, the scattering phase function and single scatjéeimporal autocorrelation function
depend only on the scattering angle (i.e. randomly oriestatterers and isotropic dynam-
ics), and the photon random walk step length is much smdilbar the dimensions of the
sample and the photon absorption length. Strictly speakiegalso assume that the cor-
relation timer is much smaller than the time it takes for a scatterer to movaweelength
of light (i.e., k2(Ar?(7)) < 1). In biological tissue, the capillary network is serpeatin
enough that red blood cell motions can be approximated a®fgo. Also, as is the case
with DOS, the DCS signal will be weighted towards the capyllaetwork, since larger
vessels that have more directional flow will be highly absagb

For a homogeneous semi-infinite medium, the standard etatmul-zero boundary

condition is used (see Sectibn 211.3):

Gl(z = —2p, 7') = 0. (246)

The field correlation function on the inside of the medium @lwmodeled with the bound-
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ary condition that the function drops to zero at a distance 35, outside of the turbid
medium. Then the method of images is readily implementethtaio a solution for7; (7).
Predictably, the solution to Equation (2145) is of a simflamm as the semi-infinite

medium solution to the photon diffusion equation (Equa@235)):

v 6—K(T)7’1 6—K(T)7’2
Gi(r,z,7) = D { — } (2.47)
for a detector atr, =), but the "wavevector” depends ani.e.,
v 1
K(r) = \/5 [,ua + gozu;k;g(rz(T))} . (2.48)

Again,r; = /12 + (z — l,)%, 19 = /12 + (2 + Ly + 22,)2, @andly, = 1/4 is the trans-
port mean free path. Importantly, the tegm.x3(r*(7)) is a loss term, akin ta,,, that

represents the "absorption” of correlation due to dynamicesses [16].

2.2.3 Diffuse Correlation Spectroscopy

When implementing diffuse correlation spectroscopy incpca, we have found over a
wide range of biological tissues that the Brownian diffusimodel (i.e.,(Ar?(7)) =

6Dp7) mentioned in Sectidn 2.2.1 fits our correlation curvesdréttan other models such
as random ballistic flow(Ar?(7)) = (V?)7?%, where(V?) is the second moment of the
particle speed distribution) [34, B4, 263]. This genertdeifis demonstrated in Figure 2.5,

where an intensity autocorrelation function from human aruscle is fit to both Brownian
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Figure 2.5: Measured normalized intensity autocorrefatimctiong,(7) plotted against
delay timer measured from human arm muscle with source-detector depax 2.5

cm, fit to both Brownian diffusion and random flow models. Weitglly fit g»(7) to

a Brownian model, which as seen from the figure, fits much béten a random flow
model.

diffusion and random flow models. The exact reason why thevBian model fits so well
is still not fully understood. In general, red blood cellgle microvasculature experience
rolling, tumbling, and translating rather than straightfard ballistic flow, but apparently
these effects can be lumped into a diffusion coefficient.

Thus, in our analysis using Equatidn (2.47), we &&t?*(7)) = 6Dp7, and we can
fit our go(7) data for the quantity that we define as the blood flow indé¥'( = aDp).
BFI has units of criYs, while true blood flow should have units of ¢® Thus,BFI
is not an absolute measure of blood flow. Interestingly, a $awdies have found good
correlation betwee F'I and absolute blood flow [24, 261, 191], aBd'I has been found

to accurately trackelative changes blood flow in most systems studied, including in this
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Figure 2.6: Normalized intensity autocorrelation funndg. (7)) plotted against delay
time 7 from an arm cuff occlusion experiment. One curve shgws) during baseline,
when the arm cuff is "off” or uninflated. When the arm cuff isi"oor inflated, the decay
of g»(7) becomes much slower due to less blood flow in the arm musclealaetery

occlusion. The source-detector separation was 2.5 cm.

thesis (see Chaptéfl 4). Thus, we often report the percengehfaom baseline of blood

flow, or what we call relative blood flow (B F'):

BFI — BF1I,

rBF = BFI,

x 100%, (2.49)

where BF I is the baseline value of the blood flow index. Ultimatelyjlmadtion of BF'T
may also be possible using DCS in conjunction with an absdildod flow technique; this
problem is an area of active research in the field.

Figure[2.6 shows raw data from an arm cuff occlusion, an éxyen frequently used

to test whether a new DCS module is properly able to measwuaeges in blood flow.
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The stark difference ig, decay with and without the occlusion reflects the differeimce
muscle blood flow while the arm cuff is uninflated versus whas inflated. The arm cuff
being tightened around the arm provides sufficient artegjus@n to significantly lower
the blood flow, and thus we see a much slower decay in the awébation function. This
is quantified by an order of magnitude chang®ifR ! (BF Icysorr = 3.51 x 1072 cm?/s
versusBF o, fron = 1.59 x 10717 cm?/s).

Also notice in Figuré 216 that the normalized autocorrelatiurves have an intercept
of approximately 1.5 as the delay time approaches zero. Equation[(2.411), we see that
this meanss = 0.5, which is a typical value for our experimental setup for harbaain
measurements too. As mentioned in Section 2.2.i5 dependent on source coherence,
detection optics, ambient light, and other factors, witho®al setup having = 1. We also
noted thats is inversely proportional to the number of detected spexcatenodes. Since
the experiments on human brain performed in this dissertatse single mode detection
fibers that allow transmission of two orthogonal polarizatinodes, @ of 0.5 is reasonable
[263,23].

The "detection volume” of cortical tissue from which difieptical measurements are
recorded depends on the source-detector separation [fdn8#he optical properties of
the tissue (i.e. the number and density of photon scattaretsabsorbers). In the investi-
gations of adult brain described in this dissertation, thiection volume was standardized
by utilizing a DCS/DOS source-detector separation of 2.5f@mall subjects. A 2.5 cm

source-detector separation corresponds to a penetrauih df about 1.25 to 1.5 cm. Al-
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though larger source-detector distances have been usedrfag DOS studies [149, 226],
a separation distance of 2.5 cm has been utilized effegtimedeveral DOS studies of the
brain [57,/59] 130, 120] and provides a better signal fordcaanial DCS than larger dis-
tances. Since the light path of DCS is approximately the sasmthat of DOS, due to

the similar wavelengths that are utilized, both methodsgarmssentially the same tissue
volume.

With regard to the DCS detection volume, thus far five pulgicsbtudies have quantita-
tively examined the penetration of DCS signals into therbaaithe 2.5 cm source-detector
separation. In a study by Durduran [54], a human skull wad tse&erify experimentally
that DCS penetrates the skull and interrogates the pregestian underlying medium. In
this same paper, hypercapnia-induced changes in intiatdood flow were also detected
and were shown to be distinct from concurrent laser Doppbavrfietry measurements of
scalp blood flow. Liet al[130] produced experimentally similar findings to Durdufad]
using a three-layer model of the skull. Lastly, Gagebal[73] utilized analytic two-layer
solutions, Monte Carlo simulations derived from segmei&d images and experiments
on layered phantoms to verify that DCS is able to penetrataugh the scalp and skull
using a source-detector separation of approximately 2.5 cm

A fourth study (Chaptdrl4 in this dissertation) validated®@easurements of” BF
using a 2.5 cm source-detector separation with concurremoX-CT measurements of
rCBF in patients (mean age 48, range 18-82) with trauma#imbnjury, aneurysmal sub-

arachnoid hemorrhage, and acute ischemic stroke [120$.clinical study provided direct
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validation of DCS against an established diagnostic mtydfalir measuring cerebral blood
flow. Finally, a 2.5 cm source-detector separation has a&m lused in a clinical study
that utilized DCS to characterize autoregulatory impairtme acute, ischemic stroke pa-
tients and to investigate cerebral autoregulation in suibjeith vascular risk factors such
as hypertension and diabetes|[59]. While the researchidedabove clearly indicates that
light from the DCS probe penetrates through the skull anultime cortex, we have already
begun current studies using probes with both small and lsogece-detector separations
in order to more definitively account for scalp and skull silgn

DCS has been successfully validated by numerous studiesiorals [150, 54| 260,
225,264, 217, 156, 50] and some studies on humans([261, 24589120, 265, 25, 155, 56].
These investigations have explored a wide range of tisquestyperturbations, and com-
parison modalities. With each study, we gather more evigéinat DCS indeed measures
a quantity that trends with blood flow, and our lab also cargsto develop DCS theory,

instrumentation, and probes further with every applicatio
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Chapter 3

Hybrid Optical Instrumentation

This chapter will review details involved in the hybrid inephentation of DCS/DOS. In
Sectior 3.1, | will first describe the standard homodynedesgy-domain device ("Joel’'s
Instrument”, so-called because it was typically storedhanlab of our frequent collaborator
Dr. Joel Greenberg) used in most of the dissertation exgerisn In Section 3.11.2, | will

describe the changes in the next iteration of "Joel’'s Imsemt,” called "Small Optical

Joel’'s Instrument (SOJI).” SOJI is an upgraded version efdstrument, with significant
improvements implemented. Then | move on to describing 168 odules. First, | start
with describing the basic 8-channel DCS device, both howuitdkand test it. Then |

move onto the next iteration of DCS devices, of using mudtiplavelengths to extract
oxygenation information simultaneously. Lastly, | deberian ultra-portable DCS-only

instrument that was modified specifically for a study at hiljiales (see Chaptér 7).
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Figure 3.1: A schematic of the intensity-modulated or fesgry-domain technique for
DOS. Input light is sinusoidally modulated, and the subsetjamplitude attenuation and
phase shift of the detected light is used to extract infoilonadbout the medium’s optical
properties.

3.1 The DOS Module

What follows is a brief description of both a basic DOS modagewell as an upgraded
version. The basic DOS module has been described previf@&8], and is the same
one that we have used for numerous experiments on human ibréie last few years
[61,56,/120] 59]. | will start with the homodyne frequenayatain DOS module, pro-
viding information about its parts and characterizatiothef device. Then | will describe

important details about the 8-channel DCS module, i.epdtts and characterization.

3.1.1 Basic DOS Module

Out of the three DOS schemes described in Seétion]2.1.2s Josfrument employs the
frequency-domain (FD) technique, where the light sour¢ensity is modulated with a

radio-frequency (RF) sinusoidal signal. We extract infation about the turbid medium
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Figure 3.2: Diagram of a basic homodyne detection DOS systdma oscillator provides

a reference signal to the laser and IQ demodulator. The fight the laser goes to, say,
an optical phantom, and is detected and amplified beforegheamsformed by the 1Q

demodulator to I and Q signals. Those then go through low figss (LPF) before being

transmitted to a computer through a data acquisition (DAGRY 6.

from both the amplitude attenuation and phase shift of tpeatitight versus the detected
light (see Figuré 3]1). Our DOS module uses what is calledmadalyne detection tech-
nique. Light is detected, translated into an electronioaidpy the detector, then amplified
and sent to an in-phase/in-quadrature (IQ) demodulatar olitputs of the IQ demodulator,
i.e., the in-phase and in-quadrature parts, are respicthe sine and cosine components
of the signal.
A diagram of a basic homodyne detection technique is shoviigare[3.2. The RF

oscillator provides a sinusoidal reference signal for llegHaser diode and 1Q demodulator
on the detection side. On the source side, this intensitgieiaded light is transmitted to

a turbid medium through a multimode optical fiber. Light thas traveled through the
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medium and reaches the detector, typically a photomudtiglibe (PMT) or avalanche
photodiode (APD), is then amplified and put through the IQ deuatator.

In the 1Q demodulator, both the reference signal from thellagar (A, sinwt) and
the signal from the detector(., sin(wt + 6), whered is the phase shift with respect to the
reference) are split in two. One of the reference signal asmskhifted by 90, the other is
not. Neither of the detected signal arms is phase-shiftde fon-shifted reference and

detector signals are multiplied for the in-phase companent

1
I(t) = §A7«ef sin wt - Ager sin(wt + 0) + Loy
1
= gArefAdet [cos @ — cos(2wt + 0)] + Loy, (3.1)

wherel,;; is the in-phase DC offset term. Similarly, when the-8ifted reference and

detector signals are multiplied, they create the in-quadeacomponent:

1
Q) = §Aref cos wt - Ager sin(wt + 0) + Qor¢

1
= gArefAdet [sin @ + sin(2wt + 0)] + Qofy, (3.2)

where(), is the in-quadrature DC offset term.
The purpose of the low pass filters (LPF) after the 1Q demddulaee Figuré 312) is

to remove the high frequency components of the signal Jtiteterms in Equations (3.1)
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and [3.2)), resulting in two DC signals

IDC = ACOSQ—i‘IOff

Qpc = ASin9+Qoff (33)

whereA = éArefAdet. Ipc and @ pe then travel by RF-shielded cables to a digital-to-
analog data acquisition (DAQ) board to be then recorded mngpaiter.
We then can calculate the amplitudé) @nd phased) of the detected signal frofy -

and@ pc and their DC offsets for each frame of data using our anabgisvare:

A = \/[IDC — Lops]?> + [@pe — Qogy)?

QDC _Qoff:| ‘

3.4
Ipc — Loy (34)

g = arctan{

I,;; andQ,s; are measured by obtaining valuesgf- and () p- while blocking input
light. Typically it is best to have values of offset for evdrgme of data, since the levels
may change over the course of an experimeénandf can subsequently be used to obtain
optical properties of the medium via the methods describéthiaptef 2.

In Joel's Instrument, we use a modulation frequency of 70 Midm an oscillator
whose output goes into an RF splitter. From there, the RFasgpes into each source and
detector circuit of the homodyne system. The instrumend tleee different wavelengths
of near-infrared light for sources: 685 nm (ML1413R; Mitglb Electric, Japan), 785

nm (DL-4140-001S; Sanyo Electric, Japan), and 830 nm (D828001; Sanyo Electric,

57



Japan). Each laser diode is driven sinusoidally at 70 MHzdiyvéng circuit; the RF signal
is combined with the DC component responsible for CW opemnaising a bias-tee (ZFBT-
4R2G+; Mini-Circuits, NY). And as stated earlier, the 70 Mbiztput from the oscillator
also provides a reference signal for the 1Q demodulator (¥ATQD; Mini-Circuits, NY)
in the detection circuit.

We mount components individually in modular nuclear ingtemt bins (NIM-BIN;
Mech-Tronics, IL) for sufficient RF shielding. This apprbadso makes connecting power
supplies to each component much simpler, since wiring ik iouo the larger frame that
houses the modules. NIM-BINs come in different widths, aredtypically use 1”- or 2”-
wide modules. Also high-quality RF-shielded coaxial caheF Connection, Inc., CA)
are used between NIM-BINs that house the oscillator andetlcositaining the laser and
detection circuits.

Joel's Instrument has four DOS detectors each in their owd-RIN, two PMTs
(R928; Hamamatsu, Japan) and two APDs (C5331-01; Hamamidpan). APDs are
typically used when we detect "a lot” of light, i.e. such apesiments with small source-
detector separations; APDs in this case employ gainsldf0. PMTs have higher gains,
about 10, with almost no additional noise; they are used for apgheetwhich require low
light level detection. For instance, we use the PMTs to defigmal from human cortex
through scalp and skull for our DOS brain applications.

The detection circuit involves a series of components. fBri¢he detected light is

converted to an electronic signal by the PMT, then bandpliseefil at 767 MHz (SBP-
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70; Mini-Circuits, NY). The output is amplified by 24 dB (ZFROOLN; Mini-Circuits,
NY) and then by 19 dB (ZFL-500HLN; Mini-Circuits, NY). Thiggnal is sent to the 1Q
demodulator, along with the reference signal from the RHRllesar. Lastly, | and Q are
low-pass filtered (SLP-30; Mini-Circuits, NY) to remove thigsh-frequency components,
and the final output signals go through 100 kHz low-pass $il{gE] and then into the
analog inputs of a DAQ board (PCI-6032E; National InstrutaghX).

In order to deliver light to multiple locations or probes, wee a 4«8 optical switch
(Piezosystem Jena, Germany) capable of cycling throudhrak wavelengths plus a DCS
source, if needed, to 8 different source fiber positions. Svigching time is roughly 2 ms,
and input light will experience a loss of around 1.4 dB. Caggignals from a DAQ board

hooked up to a computer are used to control the switching.

3.1.2 Upgraded DOS Device ("SOJI”)

Since Joel’s Instrument was built some years ago, we updrdmedevice in virtually all
aspects. The result is an instrument we call SOJI, or Smdlt@lploel’s Instrument. As
we will show in this section, and in Sectipn 311.3, that the®@odule of SOJI improves
on almost every aspect of modules we had previously beeig irsiaur lab (which were
described in the previous section).

SOJI's frequency-domain DOS device also employs a homodgtection technique.
Figure[3.8 shows photos of the unwieldy old instrument camghao SOJI; SOJI has a

far smaller footprint and overall size (less than half théurte), even while containing
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Figure 3.3: Photos of the old instrument and the upgraded|®pécal Joel's Instrument
(SOJI). Note that SOJI packs more lasers and detectorsassathan half the space of the
older instrument.

more lasers and detectors. SOJI contains a total of 6 detse@dMTs, 2 APDs) and 5
lasers (685, 705, 808, 830, and 850 nm). We have assembldiéisarauitry for the laser
drivers, so that we can pack 5 lasers in two 1” NIM-BINs. Jogistrument used three 2”
NIM-BINs for only 3 lasers. The smaller laser drivers hav&amproved output stability
dramatically (see Section 3.1.3).

An issue with past instruments has been laser warm-up tinven Ehough they are
already quite stable, the lasers in SOJI are in the procdssing fitted with thermoelectric
cooling (TEC), so that we will no longer have to wait up to 1 héar the laser output to
stabilize. Each laser will sit on a thermoelectric cooleP{M-31-06L; Melcor Corp., NJ)
driven by a high efficiency TEC controller chip (TEC5V6A-Dnéalog Technologies, CA).
This feature is useful especially for human stroke studidre clinical experiments tend

to pop up spontaneously and with little prior notice.
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Figure 3.4: Example results from testing temperature odiett lasers using the SOJI DOS
module. Data shows long-time stability of | and Q from tworileal 808 nm lasers: one
with TEC and one without. Note that the laser without TEC sak& hour to warm up and
stabilize in the beginning.

We tested the temperature control using two identical 808asars (DL-8141-035;
Sanyo Electric, Japan): one with TEC and the other withouiteyTboth went to a solid
phantom, and for detection we used one of SOJI's PMTs. S@dkestout "cold.” Figure
[3.4 shows results of this test. We recorded | and Q valueshmtdrfrom both lasers
simultaneously; notice that the laser without TEC takdshour to warm up and stabilize
at the beginning of the experiment. Over a long period of titthhe two lasers behaved more
or less the same, but the first hour clearly reveals that THgSwéth initial amplitude drift
(see Tablé_3]1). Also, apparently phase is not stronglycteteby temperature-related

instability.
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Table 3.1: Results of experiment comparing two identic&l 8 lasers, one with TEC
and the other without, in SOJI's DOS module.

| Quantity | NoTEC | TEC |
Amplitude Error, Whole Period 0.83 0.93
Amplitude Error, 1st Hour% 1.7 0.71

Phase Error, Whole Period, degreles 0.12 0.13
Phase Error, 1st Hour, degrees 0.09 0.10

We have also upgraded the optical switch to>a85microelectromechanical systems
(MEMS) switch (DiCon Fiberoptics Inc., CA). It has improvednsmission and stability,
and does not require an additional driver circuit. Also, ve@énfound smaller and more
stable AC-DC power supplies (Acopian Technical Company) féA the detection and
source circuits. Improvements in stability and linearitg guantified in the following

section.

3.1.3 DOS Module Quality Testing

Before being used for human and animal experiments, DOS lesdvere thoroughly
tested for stability and accuracy. Its range of viabilityshbe characterized so that we
know its limits of operation. This section describes théstege need to do for any DOS
module.

Quality checking of DOS lasers involves investigating timeodulation depth and long-
term stability. Modulation depth is defined as the modutatimplitude, or half the peak-
to-peak value, divided by the mean value. With a PIN diode, rttodulation depth of
a given laser can be easily checked with an oscilloscope.ipviating the DC operating

current of the driver and strength of RF modulation pernmdfastment of modulation depth
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Figure 3.5: Example results of a long-term stability teshgghe SOJI DOS module.
Data shows little variation in AC amplitude (in mV) and phdsedegrees) from all five

wavelengths over a period of over 16 hours on a solid optisalié phantom. Mean and
standard deviation values from each laser are noted.

to a desired-100%. Typical values for our lasers range from 80720

Long-term stability is important, because we do not wanhges in amplitude or phase
due to laser instability to be mistaken for physiologicamtences during a clinical exper-
iment. Typically an overnight stability test is performeat fibout 15 hours on an optical
tissue phantom. All lasers can be measured at once by gaioggh the optical switch,
and offset stability can be checked by capping one sourdéqgos the switch.

An example stability plot from SOJl is shown in Figlre|3.5. plitude must not have

jumps and its percentage standard deviation should renetowt2%. The standard devia-
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Table 3.2: Long-term stability16 hours) of amplitude and phase for all five wavelengths
of SOJI.

Laser | Mean Amplitude | Amplitude Error | Phase Error
mV % degrees
850 nm 4.3 1.2 0.60
705 nm 56.3 0.35 0.15
830 nm 30.5 0.45 0.16
685 nm 44.0 0.28 0.15
808 nm 37.0 0.29 0.15

tion of phase must remain below.Z2Stability details for each of the five IaJlla?e shown
in Table[3.2.

It should be noted that these minimum requirements have lb@@ty maintained, if at
all, by past instruments built in our lab [23, 263]. SOJI, ba bther hand, shows greater
stability in this respect than any other instrument cutyeintuse by our lab, including the
commercial ISS ImageHfheterodyne device. A comparison of SOJI to past devices can
be found in Tablé 313. The stability of the basic DOS modulenfbin the old instrument
(see Sectioh 3.1.1) is closest to that of the Homodyne devilces.

The dynamic range of the DOS module, including all electamd optical compo-
nents, is investigated with a linearity test[36]. This igpontant because when calculating
changes in optical properties from the output of the modueassume that the changes we
are seeing are proportional to the light detected, i.et,ithansity variations will translate
to a proportional change in light detected by our system. dfase outside of the linear
range, such as below the noise floor or in saturation modeeadéhector, this assumption
will prove false.

Figure[3.6 (top) shows a diagram of how we investigate thedyarange. Experimen-

1Data is from PMT 2, but the other five detectors showed simdaults.
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Table 3.3: Comparison of instrument offset and signal Btaldor all detectors in four
different DOS instruments: Homodyne, Heterodyne, 1SS enddf, and SOJI. Data from
the former three devices are taken from Erin M. Buckley'sditation[[23].

| Instrument [ Detector | Amplitude Error | Phase Error |
Homodyne PMT 1 1.0% 0.5
PMT 2 2.4% 1.5
APD 1 1.8% 0.7
APD 2 2.3% 1.2
Heterodyne PMT 1 1.0% 0.4
PMT 2 1.5% 0.7
ISS Imagent™ | PMT 1 1.0% 0.8
PMT 2 1.0% 1.5
SOJI PMT 1 0.7% 0.1°
PMT 2 0.3% 0.2
PMT 3 0.4% 0.2
PMT 4 0.1% 0.1
APD 1 0.5% 0.7
APD 2 0.3% 0.1°

tally, we connect a mechanical attenuator that can be tumbtbtk off a certain amount
of light directly to one of the lasers in our system. Thent tigdt is split into two beams
with a 90-10 fiber splitter, i.e., 90 of the light goes to a solid phantom and’l@oes to
an optical power meter. A detector fiber is placed a fixed digaaway from the source
fiber on the phantom, with the other end going to the detedtmterest. Then the power
of the laser is attenuated in 1 dB steps from below the noise ftoabove the saturation
point to fully characterize the instrument’s linear rangj@is procedure is repeated for all
detectors.

We plot input power (in dBmW) versus output voltage (in dBmd'discover the volt-
age range to stay within during measurements (see Figuje l®@om). In this range,
power and voltage have a linear relationship, slope is dosx and phase is fairly con-

stant. Tablé 314 shows the dynamic ranges of all detectd®©i#l in comparison to other

65



10% 90-10 EElES

=

OPTICAL
PHANTOM

SPLITTER DETECTOR

DAQ BOARD

Linearity Test, Amplitude, PMT 2

Linear Range: 0.05755 to 75. 6684 mV
ol Slope: 2.1534

Sor ok kol

Amplitude (dBmV)
n
=)

SO Fer e T e 2
150 I i i i i I
-70 -60 -50 -40 -30 -20 -10 0
Intensity (dBmW)
Linearity Test, Phase, PMT 2
1 00 T T T T T T
S 50F * —
E
g .
\q_; 0 L e ** ...... * ....................................................................................................................................... _
w %’ﬁk—wﬁgﬂhﬂﬁ"ﬁw‘%%%*ﬁw
g SO L F ST T T VT *%***** .................. i
**
-100 i | i i 1 i
-70 -60 -50 -40 -30 -20 -10 0

Intensity (dBmW)

Figure 3.6: (top) Diagram of a linearity test to find the dymanange of DOS instrument
detectors. The laser output goes into a variable opticahattor, which is used to change
the power fed into the 90-10 splitter. The% @ortion goes into a power meter, while the
90% goes to an optical phantom. (bottom) Example results ofemliity test using the SOJI
DOS module. This test used the 808 nm laser to find the dynaangerof PMT 2. Note
that the slope of the amplitude versus intensity plot iselwms2, as it should be, and the
phase is constant within a wide range of intensities.
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Table 3.4: Comparison of dynamic range for all detectorsour different DOS instru-
ments: Homodyne, Heterodyne, ISS Imaglntand SOJI. Data from the former three
devices are taken from Erin M. Buckley’s dissertation [23].

| Instrument [ Detector | Dynamic Range (dB)]
Homodyne PMT 1 51.3
PMT 2 31.6
APD 1 53.3
APD 2 41.7
Heterodyne PMT 1 55.3
PMT 2 48.1
ISS Imagent™ | PMT 1 45.1
PMT 2 46.0
SOJI PMT 1 79.6
PMT 2 62.0
PMT 3 67.3
PMT 4 63.6
APD 1 82.4
APD 2 71.1

instruments currently used in our lab. All PMT bias voltagese fixed at 700 V, and we
used the linear range of phase (withit) fio fit for the amplitude linear range. Again, SOJI
has a much larger dynamic range than the others, making & swtable for a wide range
of light levels and source-detector separations.

Next, we test the instrument’s ability to extract accurgpéical properties. This is
done using a liquid tissue phantom, and we gradually varyatisorption and scattering
in a range that we might typically see in a clinical experimd@i vary scattering, we use
Intralipid, a fat emulsion often used to make solutions tlasely mimic the response of
biological tissue. To vary absorption, we add small coneginins of either India ink or
nigrosin. Detailed recipes and instructions for tissuenptias can be found in Regine
Choe’s dissertation [36].

Figure[3.7 shows an example Intralipid titration plot tott8©JlI's ability to extract
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Figure 3.7: Example results of an Intralipid titration tasing the SOJI DOS module. The
plot on the left shows expected for all five wavelengths versus the experimentally derived
.. This titration used Intralipid concentrations of 0.5,,1a0d 1.55. The plot on the right
shows expected versus experimentally derivesglalues for the five different wavelengths.
In both plots, the red line is unity.
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Figure 3.8: Example results of an arm cuff test using the $@IH module. The timeline
above the plot shows the arm cuff occlusion protocol usede Jubject first rested for
several minutes with the probe on his arm. Then the cuff wass ttcluded, then released
for end recovery period. The shaded maroon area marks wh@uthwas occluded. Three
PMTs were used at the same source-detector separation@h2.5

scattering properties. Experimentally, we used a largf8(L) fish tank in order to model
the infinite geometry, and we employed an automated traoslstage to enable the source
fiber to move smoothly and in fixed steps to accurately measuaavide range of source-
detector separations (usuakyl cm to>9 cm). PMT bias voltage were kept at 700 V, and
the Intralipid concentration levels varied around 0.5, &d 1.5. No absorption agent
was added, so the solutionig levels were similar to those of water.

Lastly, the DOS device was tested on a human subject. Fopthmse, we typically
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carry out an arm cuff occlusion experiment, placing theagbiprobe on the inner forearm
muscle. An inflatable blood pressure cuff is used to occludedflow to the lower part of
the arm. This prevents new oxygenated blood from coming lnlethe muscle uses up the
oxygen contained in the blood already in the lower arm. Theegrental result we expect
is a slow decrease in oxyhemoglobin and a mirrored slow aszen deoxyhemoglobin.
Then when the cuff is released, we expect and see an overshoxyhemoglobin as the
oxygenated blood floods back into the lower arm.

An example arm cuff experiment result from SOJI is shown guFe3.8. Three PMTs
were used at the same source-detector separation of 2.5hdnajlagave the correct trend
and magnitude of change féfb and HbO, concentrations. Analysis was completed with
the modified Beer-Lambert law using all five wavelengths 05O

We also performed an experiment for testing human brain@gpns using a breath-
holding task. A probe is adhered to one side of the forehe#l arsource-detector separa-
tion of 2.5 cm. The subject sits in a chair quietly for 2 miraite use as baseline data, then
he or she holds breath for 20 seconds, and then there is argqmriod of 3 minutes. The
breath hold task is repeated 3 times, with results averagedtioe 3 events.

Figure[3.9 shows an example result from SOJI's breath hgémxent. The trends of
Hb and HbO, are as expected — both increase over the period of breatingpkhd then
drop once the subject has started to breath normally agdiis i3 due to the increase in
CBF as the body tries to deliver more oxygen to the brain.

These simple and straightforward human experiments apeusksd to test DCS mod-
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Figure 3.9: Example results of a breath hold test using thdd BOS module. The timeline
above shows the breath hold protocol used — a baseline st jpd several minutes, then
the subject held his breath until the last possible momdéat tstarted breathing again
during the recovery period. The maroon shaded area shows thibeactual breath hold
period took place. Three PMTs were used at the same souteetaleseparation of 2.5

cm.
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ules (see Section 3.2.6). Usually once the instrument hts DOS and DCS modules
completed and individually tested, they will be placed orag together with a computer

and human experiments will be performed before taking theitdydevice to the clinic.

3.2 The DCS Module

This section focuses on the basic DCS module that can be foondany of our lab’s
hybrid DOS/DCS devices. This basic module was used to takenthjority of the DCS
data in this dissertation. | will describe each of its comgras, including how to properly
wire them together, and | will describe the tests we empldyga@one to characterize the

device once it is built.

3.2.1 Lasers

The requirements for a DCS laser include: a long coherenugtieto preserve the co-
herence between fields from both the shortest and longddepgths through the tissue;
sufficient power for a fairly clean correlation curve; a ngdrared wavelength to probe
through deep tissue; and compactness so it can be insediyliato a portable device.
Our current best model is a CW, single longitudinal mode ($LA85 nm laser from Crys-
taLaser Inc. (DL785-100-SO, CrystalLaser Inc., NV). Thielahas a coherence length of
> 50 m (and a corresponding very narrow linewidth).00001 nm). The laser is available
in different power outputs (maximum available in SLM: 120 m\dhd we have found that

the 100 mW output works well for most of our experiments. Thedside of having too
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much power is the danger of burning the skin of a patient. @fe®, it is easy to attenu-
ate power, and thus far 100 mW has not posed an issue for ammg @dult brain studies
featured in this thesis. Also, the 785 nm wavelength hasttoadlly been used in our lab
out of convenience and availability, but other wavelengts be used as well (see Section
[3.3).

Application of this laser to DCS requires three custom aithat the company pro-
vides on request. The first is the placement of an opticahisolin front of the beam.
This is a device that transmits light traveling in one dir@ctvhile blocking light traveling
in the opposite direction. An optical isolator is necesgaryDCS because any light that
reflects backwards from, say, an optical fiber tip will didrtige laser and can degrade its
coherence. Unfortunately, an optical isolator effeciyiekes output power away from the
laser. Just to give you an idea, for a 100 m\W laser, after thiealsolator, the power will
have dropped te-85 mW. The second option is fiber coupling out of the laser it
pm multi-mode fiber terminated with an Fiber Connector [fe&g}FC) end. This option
also reduces transmission, for example, the 100 mW lasarth#t optical isolator and fiber
coupling will have a power of72 mW. Lastly, the third option enables TTL modulation to
turn the laser on and off. This is useful for the hybrid instantation, so that during DOS
acquisition you can turn the DCS laser off directly ratharthaving it go through another
optical switch and lose more light.

One bit of soldering required early on is to make a TTL outpalile for each laser in

your module. There is a plug that looks like a phone jack plnghe back of the laser
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power supply with two pieces of exposed wire, one black arelred, and then a looped
wire. Solder the black wire to another long piece of blackew@bout a foot and a half
long), and same with the red wire to a long red wire. Then sdluese pieces to a female
BNC end, with the black wire going to ground and the red wirgngao signal.

These lasers have good output stability, listed by the nzantufer as< 1% over 24
hours. However, one should always test laser stability avplower meter before starting to
wire up the DCS components. It is best to do so when you firgtivedhe lasers because
if there is a stability issue, it can often take months foredbmpany to make repairs.

Use the following quick checklist for testing the DCS laspon arrival from the com-

pany:

Test power straight out of the laser output, and make suseclbse to specifications.

If the power is much lower, then send back to CrystalLaser.

e Test power through the company-provided;68 FC-FC fiber; make sure power is

close to specifications.

e Connect laser to DAQ digital output and make sure a TTL pudsetarn the laser on

and off (HIGH turns laser on, LOW turns laser off).

e Test power straight out of the laser output when TTL is loverisure that the power
is only few uW or less. This leakage has been an issue, and if the powet ismo

enough, then send back to CrystalLaser for adjustment.

e Configure to record analog output from power meter and leavat teast overnight
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Power: 65.3819 +/- 0.50067 mW, SD: 0.76576%

Power (m\W)

64.4
0
Time (hrs)

Figure 3.10: An example of a DCS laser with good output powadrikty.

(~ 15 hours). Stability over this period should ti&%.

Figure[3.10 shows an example of a good result from an oversighility test. The
output power is roughly what it should be, the percent stahdaviation is<1%, and

there are no large jumps in power.

3.2.2 Detectors

For detection, the DCS module uses arrays of single-phatantsg avalanche photodi-
odes (APD). DCS requirements on the detection side inclgded photon detection effi-
ciency in the near-infrared range; single-photon detaatapability; and compactness. We
have found that PerkinElmer meets these requirements watih 4-channel APD arrays
(SPCM-AQ4C, PerkinElmer Inc., Quebec, CA) and interfacartde (SPCM-AQ4C-10,
PerkinElmer Inc., Quebec, CA). One interface board goeb awery single APD array,
and it is used to facilitate power and signal connectionh@®APD array. The photon
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Table 3.5: SPCM-AQ4C Power Supply Requirements.

| Voltage | Min. Voltage | Max. Voltage | Typical Current | Max. Current | Power (for 2 Arrays) |

+2V 195V 205V 10A 40A 2x6W=12W
+5V 475V 525V 0.20A 10A 2x5W=10W
+30V 29V 31V 0.01A 0.04 A 2x1.2W=24W

Table 3.6: SPCM-AQ4C Power Supplies Used.

| Model | Voltage | Max. Current | Ripple Noise | Voltage Range|
Astec LPT81 +3.3V 8A 50 mV p-p 1.8-3.5V
Murata DMS-PS1-CM| +5V 1A 40 mV p-p 5V
Lambda HSB-28-1.0| +28V 1A <3mVp-p 26.6-29.4V

detection efficiency at 785 nm is 50%.

The array requires three different voltages to run: +2 V, +a&nd +30 V. Tablé 3|5 sum-
marizes the SPCM-AQ4C power requirements. PerkinElmemaeends that the power
supplies be well-regulated and low ripple noise50 mV p-p).

The +2 V power supply is for cooling the APDs. As count ratesease, the card will
heat up, which will cause the cooler circuit to compensatérégsferring heat from the
detector to a heatsink. The number of counts we typically se800 kHz) will not be high
enough to disturb operation significantly (occurs at coun® MHz). However, because
these are the most expensive components of the DCS modetaytions should be taken
regardless. For instance, PerkinEImer suggests usagewiré&auge size or larger for
the +2 V connections, because when the coolers can draw dver 4

The +5 V power supply is for the TTL pulses. PerkinElmer reotends that the +5
V and +30 V grounds should be connected all at a single poihtlevihe +2 V grounds
should be connected to each other, but not to the +5 V and +3@¥hds. Details of the

power supplies we found to suit our eight-channel DCS modrédisted in Table 316.
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The interface card has two rows of 4 BNC connectors each. dmeotv (further from
the board) is a gate input, for controlling APD function vigithl input. With no gate signal
or floating gate inputs, the APDs will be ready to count phetofin applied TTL HIGH
signal will gate the channels off. Jumpers on the board carohégured to either control
each detector individually, or one digital signal to turerall on or off simultaneously.
We have not applied this gate input feature of the SPCM-AQ&Cand we only control the
APD power by toggle switch within the circuit. However, ugisoftware controls instead
would be useful for future work.

The bottom row (closer to the board) of BNC connectors are 3ighal output of pho-

ton counts from the APDs. These outputs get directly comuaktct the hardware correlator.

3.2.3 Correlator

We use a hardware multi-tau correlator (Correlator.congdgawater, NJ) that takes TTL
signal output for each photon from the APDs and then caleslaarious parameters that it
then outputs via USB connection to a computer. The hardwaysoaches were developed
more than 40 years ago and are still the method of choice. direnses are ingenious.

To experimentally perform the photon correlation meas@mmthe correlator hard-

ware must perform four basic tasks:

1. Count the arrival of input pulses over sampling intergalaced on a grid defined by

the sampling time\z,,.

2. Delay the count sequence for some lag timsaykAt, (k being number of chan-
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nels), and store this sequence.

3. Multiply the two count sequences.

4. Accumulate the products, or calculate their sum.

Efficiency is important — steps 2-4 is done in parallel fochannels that correspond to
different lag times. In our case, we use what is called a "ipleltau” scheme, in which
data is processed at many different sample times simulteshgoExperimentally we aim
to carry all of these steps out in real time.

"Multiple-tau” or "multi-tau” correlation refers to the niiple samples times (taus) that
are processed simultaneously by the correlator. This agprgreatly reduces the compu-
tation load, and permits experimenters to access both snaalt larger. For example, a

8-channel correlator with multi-tau capability would hake layout shown in Figuife 3.111:

First tier: Registers 1-16 have bin width= 200 ns

Second tier: Next 8 registers hate= 400 ns (bin width doubles every 16 registers)

Third tier: Next 8 registers havg = 800 ns

e ... and so on.

At the start of a measurement, the digital counter reportdgrhcounts within each
bin time of the first register. Those values in the first regishift to the next register as a
new value comes in from left. This goes on until all regisemesfilled. Before each shift,

temporal autocorrelation function&'{) are calculated, e.gGz(7;) = (n; - n,), wheren;
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Figure 3.11: Diagram of multi-tau correlation scheme fr@&3].

is the photon count igf” register;, is the photon count in the register for zero delay time
(7 = 0), andr; is the delay time between andn,. The autocorrelation functions are then
normalized in a separate register to create the normalkzegddral autocorrelation function
g2. An average of thesg, traces are calculated over the entire duratiquwhich is preset
by the user, usually about 2.5 s) to produce a final, averagedrve. This then is a single

data point in time, of which we use a continuous stream ohéa tcalculate relative flow.

3.2.4 Visual Basic Code

We use a Visual Basic code to manipulate the correlatort(sttop, update), to change
duration time, to plot the normalized autocorrelation fimts, and to log the data into
files for analysis. What follows is a detailed interpretata the code.

Initializing: The first part of the code is for defining the variables that d used
throughout the code, for loading the graphical user inberfgGUI) form and its compo-
nents, and for initializing the correlator. First we defihe tlata type, and in some cases

the dimension or value of the global variables. Because the 48 channel modes dif-
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Table 3.7: VB Code Global Variables.

| Variable Name | Data Type | 4CH Value | 8CH Value |
TIMEFLEX Double | 47.18592 ms 104.8576 ms
FIRSTDELAY Double 40 ns 200 ns
CHANTOT Double 512 256
NumFirstRegister Integer 32 16
NumNextRegister Integer 16 8
NumRegisterGroups Integer 30 30
Variable Name Data Type | 4CH Size 8CH Size
CORRELATORCcorr Single 0to 2048 0to 2048
CORRELATORtraceA Single 0to 2048 0to 2048
CORRELATORDelayTime| Single Oto 512 0to 256
CORRELATORCounts Single Oto3 Oto7

fer in correlator bin size and other factors, some of thesbajlvariables have different
values depending on the mode in which we choose to run the fbow Bor instance, the
smallest bin size (calleBIRSTDELAY in the code) is 40 ns for 4 channel mode, but 200
ns in 8 channel mode. Talle B.7 shows the variable name, yfadadnd 4 vs. 8 channel

values/dimensions. Following the table are definitionsefuariables.

e TIMEFLEX: Time interval in which correlator returns data, in seconds

e FIRSTDELAY: Bin width of first register, in seconds.

e CHANTOTTotal number of bins across all registers in a single chianne

o NumFirstRegister : Number of bins in first register, with lag time

FIRSTDELAY.

e NumNextRegister : Lag time keeps doubling after this register interval.

e NumRegisterGroups : Total number of registers (not including the first).

e CORRELATORCcort Contains normalized, averagegddata for all channels.
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Table 3.8: More VB Code Global Variables

| Variable Name | Data Type |
State Integer
newlabel Single
Tau Single
SequenceCounter Integer
CORRELATOROk Boolean

CORRELATOREIlapsedTime Single
CORRELATORTraceCount Integer
CORRELATORDuration Double
CORRELATORTIimeleft Double
CORRELATORDataToPlot Variant

e CORRELATORItraceA Contains photon counts for all channels. With each

TIMEFLEX, the counts are accumulated until the end of duration time.

e CORRELATORDelayTime Array of lag timesr, calculated in the code.

¢ CORRELATORCountsintensity values (in photon counts per second) for all ehan

nels.

Other variables are defined in the global area (Table 3.8)yrhaving to do with the
duration time that7, is averaged over or the correlation initialization. One amant vari-
able isState , which plays a large part in thEmer functionin Visual BasicTimer will
check the value obtate at a pre-defined time interval and cause actions to be peefbrm

according to its value.

e State : For the subTimer . Value ofState is checked in every pre-defined time

interval, and actions are performed (defined in $uber ) according to its value.

e newlabel : Onlyusedin8CH mode. Needed because correlator in 4CH tagde
first four outputs as 1-4, but in 8CH mode alternates as 1#35-irst four outputs.
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newlabel used to detangle them to right order.

e Tau: A shorthand way to calculate relative changes of flow, dated by taking the
time for g, to decay 1¢. When baseline button is clicked, use that particular fframe

Tau as baseline and values thereafter as relative changes.

e SequenceCounter : Number keeps track of each completed logged file/frame, as

in g» logged of full duration time.

e CORRELATOROMVill be "True” if correlator initializes correctly, otharise will be

"False”.

e CORRELATOREIlapsedTime Returned by correlator, how much time correlator

has been averaging for between when USB told to start and stop

e CORRELATORTraceCount How manyG, traces have been generated so far.

e CORRELATORDuration: Duration time,G, traces accumulated during this time

will be averaged for finad,.

o CORRELATORTImeleft : Difference in time of CORRELATORDuration and

CORRELATOREIlapsedTime How much time left to average over.

e CORRELATORDataToPlot: CORRELATORCcorrreshaped intg, for each chan-

nel; gets plotted again&telaysToPlot

Also in the global section of the code is the definition of twibs (subroutines) and
two functions that involve communication with the correlatia USB 2.0 port. These four
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Table 3.9: USB Controls.

| SubName | Type | ArgumentVariables | Return Variables |

USBInitialize Function none USBiInitialize as Byte
USBStart Sub none none
USBStop Sub none none

USBUpdate Function | ElapsedTime as Single USBUpdate as Byte
TraceCount as Any
corrl as Single
TraceA as Single

controls access the appropriate .dllgjlé)etails about each control are seen in Tablé 3.9.

There is an additional subSBFree that is defined, but never used in the code.

e USBInitialize: WIill return a value of zero if correlator not initializingoerectly;
otherwise will be non-zero. Often non-zero if correlatot connected, or driver not

installed properly.

e USBStart: Begin acquiring data from correlator, start

CORRELATOREIlapsedTimeat zero.

e USBStop: Stop acquiring data from correlator, stop updating

CORRELATOREIlapsedTime

e USBUpdate: Returns new data valueBlapsedTime is amount of time passed while
averaging the correlation curve, total time being the donat TraceCount is the
number of correlation curve traces averaged for the finaleeuorr1 is the normal-

ized and averaged correlation curve dateaceA is the current individual trace.

Here ends the global heading of the code. The bulk of the codeade up of many

°There are .dll files specific to 4 fl¢x05-4chPascal.dll ) or 8 channel
(flex050em8chautoPASCAL.dII ) mode.
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public subs. A flow chart (Figurie 3.1.2) shows the preliminsegtion of the code, begin-
ning from defining the variables that we have just discuseeditious initial procedures
done before taking a measurement.

During theFormLoad sub, the number of sources and detectors being used areddefine
(NUMSOURCERNUMDETBand the dimensions dORRELATORCountsandTau are
altered accordingly. The number of channels (detectof®}ed at 8 by default, but it can

be changed to 4 with a click of a button once the form fully kad

Next is the initialization process, which involves fililGORRELATORDelayTime
with the lag times{) corresponding to 8 channel mode. It is important to know ithéhe
code we must calculate the valuesrdfased on the configuration of the correlator, and the

numbers are not automatically fed into the computer by tmestagor:

For i = 0 To NumFirstRegister
CORRELATOR_DelayTime(i) = i * FIRSTDELAY
Next i
For j = 1 To NumRegisterGroups
For i = 0 To NumNextRegister
CORRELATOR_DelayTime(i + (j - 1) * NumNextRegister
+ NumkFirstRegister) = CORRELATOR_DelayTime((j - 1)
* NumNextRegister + NumFirstRegister + i - 1)
+ FIRSTDELAY * 2 " j
Next i

Next j

After creating the lag times, the correlator is checked Bcking the value returned by
USBInitialize . Remember that if the correlator is not initializing prdgdyecause it
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Figure 3.12: Part 1 of the VB code: Preliminary actions suHdefining variables, check-
ing on correlator, creating lag times.
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is not plugged in or there is a driver issue, then it will retas zero. If there is a problem,
as seen in Figure_3.112, it will display an error message lilishbw the default update
time (TIMEFLEX) and duration CORRELATORDuration) before it rests. If there is no
problem, it will show the times without an error message. tNle& code defines the timer
interval as the default update time. At this point, if we wamswitch to 4 channel mode,
we can click the "4CH” button where it will redefine certain Hamnel specific variables,
refill the lag time array, and display the new update time am@tibn. Changing update
time or duration requires only typing the time in and clickiihe appropriate button.
Taking Data:Now the program is ready for its job—readiggdata from the correlator

and logging it into files for further analysis. There are tvptions for scan type:

¢ Single scan: Take a single frame of data, or a siggleurve for each channel at one

time point.

e Sequence scan: Keep taking continous frames of data eveagiautime interval

for each channel until the "Stop” button is clicked.

We can choose which scan type we want by clicking the corredipg button. Essentially
the same chain of events occurs, except for single scanytloops one time, and for
sequence scan it continues looping until the user pressep”G-igure[3.13).

The use of buttons gets turned off, and the time left on theetator
(CORRELATORTIimeleft ) is reset to the duration time. Then the state of the timer is
specified, and this is where single scan and sequence séam difen the USB function is
started, the elapsed time on the correlator starts coyrdimg)the events governed by the
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Figure 3.13: Part 2 of the VB code: Taking data, choose egh®gle scan or sequence

scan.

timer begin to take place. The timer is not always exact, andasnetimes the duration

Turn off
buttons

Sequence
Single scan Choose scan
scan
tvpe

—

Reset time
left on
correlator

Timer
State = 4

Start USB
collection

Do events

oop until user

clicks "Stop"

countdown will go negative. When it stops, the use of buttetsrns.

The details of each state of the timer is given in Figurel3Th&re are four timer states
that are used throughout the program (States 0, 2, 4 and d@d}wo that are defined but
never used (States 1 and 3). Essentially the timer workslesvio at every pre-defined
interval time, the timer will check the state (i.e., valueState variable) and according

to the value, perform the appropriate actions under theifgpstate that are dictated in the

timer sub.

During the intialization process that occurs when the f@oading, the timer interval

is set as the correlator update tinTéNIEFLEX):

Timerl.Interval = TIME_FLEX * 1000.

This is because we assume that there is no need to check thesyafaster than the
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Figure 3.14: Timer: In VB, this will check the state value gira-defined interval and do
the following actions accordingly.
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correlator itself can update and produce a new trace. Thedages perform actions as

follows:
e Case 0: Do nothing.

e Case 2: For single acquisition. First checks if the elapsed timetancorrelation
matches the duration, as in if it is done averagjnglf not, then it keeps reading the
data (in sublReadData ); if so, then it plots a rough estimate of rCBF, stops the USB

data acquisition, and logs the data into a file.

e Case 4: For sequence acquisition. The only difference here istthiatcase will
reset the time left on the correlator before plotting andjlng the data. This causes

the scan to keep looping.

e Case 100: If there is a problem with the correlator, it displays a naggs("Prob-

lem with correlator!”) and then does nothinggse 0).

The last part of the code needed is the essentiaRmdriData , which actually gets
the data from the correlator, plots the normalized data,pd it into variables that will
later be logged into files. The flow chart is documented in FEE@8L15. First it checks
if data is already being read, if not it then checks if the efator is returning nonzero
values througltySBUpdate. If they are nonzero, the time is updated on the correlatdr an
an array of total counts is created. The total counts is abesteénto average counts per
second and the correlation curve plot is updated with a gaewrhis is looped until the

elapsed time is equal to the preset duration time.
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Figure 3.15: ReadData: This sub takes the data from thelatoreupdates/averagés,
and calculates average count rate for each detector.
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Logging the Data:The last part of the code deals with logging data such as oair fin
averaged, normalizegh and counts per second into files to be analyzed by MATLAB. The
code does this by first printing a header containing the carditme used for taking the data
and counts per second for each channel used. Then another gsid to print columns
of data that include the delay times and the corresponginglue for each time for all
channels. Lastly, the final row of the file is designated forksawhether the user pressed
the "Mark” button to indicate an event occuring. It logs "Drfa particular file with mark

pressed, or 0" for no mark.

3.2.5 DCS Module Assembly

A basic 2-laser, 8-channel DCS module contains:

Two 100mW, CW, long coherence length 50 m), 785 nm lasers (CrystaLaser Inc.),

$7000.00 each

Two APD 4-channel SPCM arrays + Two SPCM AQ4C cards (PerkngElinc.),

$9000.00 each array $265.00 each card

One 8-channel multi-tau digital correlator (Correlatony, $7000.00 each

One Murata +5 V power suppl$54.00 each

One Lambda +28 V power suppi§41.16 each

One ASTEC +2 V power suppl§,194.00 each
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Figure 3.16: Front and back panels of a standard 8-channgim@ule.

e One box enclosuré330.54 each (Bud Industries)

e One power module with switch/fus&]5.95 each (Tyco)

e One square AC far22.00 each

e One square nickel-plated fan gua$d,00 each

e Two red LED indicator lights$2.249 each (Lumex)

e Two 4PDT ON-NONE-ON toggle switche$22.90 each (Electroswitch)

e Two BNC female-to-female adaptefi,.56 each (Pomona Electronics)

e Two 309 Ohm .125W resistor$0.137 each

e Five 50 Ohm 3W resistor$1.218 each

It is, of course, possible to vary certain components. Fstaimce, one could reduce
the number of channels to four or choose to use low powerdasstead, but the basics
remain the same. The basic 8-channel DCS module is showgiméd3.16 and 3.17. The
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Figure 3.17: Inside views of a standard 8-channel DCS module

front panel (Figuré_3.16, left) shows the inputs for the tase the upper left, their power
supplies in the bottom left, and the two 4-channel APD armyshe right. In between

them are toggle switches for channels 1-4, and 5-8 with tlesipective indicator lights.

Notice that with this arrangement, one must turn on chanhdlsand 5-8 together — each
channel cannot be turned on individually.

The back panel (Figute 316, right) has BNC inputs used foing the lasers on and off
with a TTL pulse, a USB cable that powers and allows commuioicavith the correlator
(silver cord), and the power switch. Not shown is the fanciital to the top of the box.

Figure[3.18 shows the electrical connections one must makethe APD cables to the
power supplies. The grounds of the power supplies connestttli to the APDs, but the
voltages must go through the toggle switch. The toggle $watso controls the indicator
light (powered by 5 V power supply).

In addition to the wiring of the APDs, you also must connee tan directly to the

N and L pins of the power entry module so that it powers up asthiech is turned on.
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Max Supply Currents: 4,04 (+2V), 1.04 (+5V), 0.04A (+30V)
Max Power Consumption: 2W (+2V), 1W (+5V), 0.3W (+30V)
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Ripple/Moise: Ripple/Noise: 50 mV L1 Ripple/Noise: =3mW
8Omv L_{]i: Range: 1.8 - 3.5V o Range: 26.6-29.4V
Range: 4.5 -5.5V AC Power 30V
LGN

T

AC Power Wall .
Indicates component

not in yet.

N L Gy

Figure 3.18: Circuitry of power supplies to APDs.
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BNC cables connect the correlator to the APDs, and then a B ¢male B to male A)

connects the correlator to the computer.

3.2.6 DCS Module Quality Testing

Before going into the clinic, the DCS module must be testextdighly for quality, in
a fashion similar to the DOS module (see Section 8.1.3). rAfssembly and soldering,
the wired connections must be checked. Then the device Hastested for stability and
accuracy.

Before turning the device on, it must be verified that thegartd power supplies are
correctly connected. Then, each component must be powereey after confirming that

they are receiving the right voltages. The following listadks this procedure step-by-step:

1. Make sure AC power is unplugged, and the power switch is. ORplug the power
to both sets of APDs. Also unplug power to both lasers, makimg that the lasers

are switched OFF.

2. Get a multimeter and turn dial to the beeping thing. (Hakaud diagram alongside

you as you check that all appropriate connections are made.)
3. Make sure no connections exist where there shouldn’t péwnsing the voltmeter.

4. Now plug in AC power. Remember that power to APDs shoultlstidisconnected.

Turn power switch ON.
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10.

11.

12.

First thing you should notice: fan starts spinning. Ifsitspinning, then you have

wired the fan correctly.

Pick up your multimeter again, but this time turn the dahteasure AC voltage.
Use this setting to test the voltage going to the lasers, dsawéhe fan (if it is not
spinning). BE CAREFUL! You could easily shock yourself, @use a short circuit.

Watch where you put those test pins.

Check that the AC voltages coming into the power suppseirect (check N, G

and L pins).

. Test that the AC voltages coming into both lasers is cariéthey are, turn off the

power switch and plug the laser power cords in.

. Turn ON the power switches of both lasers. Turn the key sEL4 and place a piece

of white paper in front of the output. You should see a red.sRepeat for Laser 2.

Switch your multimeter to measure DC voltage. Start it power supplies,
putting one test pin on +V and the other on -V. You should gealaesvery close

to 2V, 5V and 30V for the respective power supplies.

Now turn your attention to the wires you disconnectediftbe APDs. Use jumper
wires to test that the +V and +V return pins are receiving fharapriate voltages (2

V, 5V or 30 V). Repeat for both sets of wires.

Congratulations! Now you can turn on the device with gifeng connected. Even
close the lid if you want.
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As with the DOS module, the laser stability of the DCS modulestrbe confirmed.
As stated in Sectioh 3.2.1, stability for all lasers shoutdchecked with a power meter
overnight as soon as they arrive from the company. Then, trec®CS module is com-
pletely wired up, and the connections are tested, then #hdisg of the device as a whole
must be verified. Typically a probe is made to hold opticalrBtz multiple source-detector
separations. Then the probe is held so it is just touchingtiniace of a liquid Intralipid
phantom, so as to mimic a semi-infinite medium geometry. Batacorded overnight.

First we must check intensity (i.e. photon counts per secower time, which is out-
putted in kHz by the correlator. Figure 3119, top, shows aamg{e intensity plot from a
successful stability test. Notice that percent standavihtlen is small &2%), and there
are no large jumps in the data. Even though intensity valteeaat used explicitly in cal-
culating BF'I, they can be an indication of good laser performance. A lsdrhas large
jumps in intensity could be unstable in coherence as welichwvould affect the stability
of BFI.

Next we observe the stability af over time. Again, this is a feature of the correlation
curve that may not affect values BfF'I directly, but can give insight into whether there are
issues with laser coherence or other mishaps with expetahsstup. Figure 3.19, bottom,
shows an example plot gf from an overnight stability test. The values should be ctose
0.5 with no abrupt changes in value.

Figure[3.20 shows a plot of relativ@F'I versus time for a DCS module during an

overnight stability test. For analysis, we used the first 68mframes as baselinef '/,
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Figure 3.19: Example result of intensity agdrom an overnight stability test on a basic
DCS module. Intensity values are returned by the correlatphoton counts per second,
or kHz. Note that percent standard deviation ov&B hours is<2%.  should be close to
0.5 and with no large jumps, as seen in the second plot.
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Figure 3.20: Example result of relativeF’'/ from an overnight stability testBF'[ was
derived from fitting a correlation diffusion model ¢o curves obtained from a liquid phan-
toms. The first 50 frames (integration time 3 s) were used ssline.

then the remainder of the timeseries is normalized to théelibee to find relativeBF' [
in terms of percent change. This is to see how large the \@mg&bf relative BF'I are
(acceptable would be2%), and to ensure that there are no abrupt jumps. Also, indalid
frames ofg, data and their fitted curves should be plotted. In some casel,as when the
source-detector separation is small and we are on the edbe diffusion approximation,
or when a brain-injured patient has an injury that affectotlflow strangely, the model
will produce badly fit curves. In these instances, corredpandata should most likely be
left out of analysis.

A method to test whether the DCS module is able to distingciginges in flow is to
use a liquid phantom with a magnetic stirrer (see Figure)3.Pie speeds depend on what
is available on the stirrer, but we went from having the stibtompletely off to the stirrer on
at low speed. This scheme was used to make sure the sametorrelurves were being
produced for both 8-channel and 4-channel modes (see H&22®. This test is carried

out to confirm that the two modes are working correctly, esirig the sameé3 F'[ values,
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Figure 3.21: Diagram of stirring test. A liquid phantom isg@éd on top of a magnetic
stirrer that is capable of different stirring speeds. Qgitfibers go to the laser source and
detectors (an array of APDs), which take data to the cooekd laptop. This test is to
enable that the DCS box is capable of distinguishing chaimgibsw.

and that 4-channel mode has increased sensitivity and thigbelution.

As with the DOS module, we must advance our DCS device frotintesn tissue
phantoms to real human subjects. The arm cuff experimentides in Section 3.113 is
typically performed after the DOS/DCS hybrid device hastiedy compiled on the cart.
Figure[3.2B is an example result from a basic DCS module dwamarm cuff occlusion
and release. After an initial stable baseline period, bl should sharply drop to about
80% of baseline during occlusion (typically at a pressure of @80Hg). Then there will be
a rapid overshoot as the blood rushes back into the foreaastly, the blood flow should

slowly stabilize back to its baseline value.
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Figure 3.22: Examples aof;(7) during stirring test, directly comparing curves during 8-
channel versus 4-channel modes. Notice lgeiw) in 4-channel mode is noisier, because
it is has a higher resolution and smaller bins to enable les®thing of the correlation
curve. Also the 4-channek(7) is able to retrieve more of the initial part of the curve,
since the first delay time is smaller.
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Figure 3.23: Relative blood flow (rBF) from blood pressure auff testing. When arm
is cuffed, rBF drops sharply to about B0of initial baseline value. Then when cuff is
released, an overshoot occurs initially, then rBF slowtymes to baseline level.
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3.3 Multi-Wavelength DCS

For the DCS module in SOJI, we decided to add multi-waveleogpability. This capabil-
ity was added so that we might potentially use as a stand&@gdevice that will also be
able to take oxygenation data using the differential patjtle method described in Section
2.1.4. We wished to explore how easy it might be to extracogdi®n properties with
DCS CW lasers. Some preliminary experiments were perfortmeshsure that different
wavelengths of laser could be employed to tdkE/ data (i.e., in addition to our usual
785 nm laser) with the hope that reasonatiiangesn oxygenation could be measured
simultaneously.

We added two additional lasers: a 50 mW, 690 nm laser (DLE&DHO; CrystaLaser
Inc., NV) and a 100 mW, 830 nm laser (DL830-100-SO; CrystaL&sc., NV). This adds
one more wavelength to a previously published study|[208min the authors refer to

multi-wavelength DCS as "DCS flow oximetry.”

3.3.1 DCS Multi-Wavelength Phantom Results

To investigate whether or not there is any discrepancy in D§I&g different wavelengths,
we decided on a simple single scattering experiment to withit(see Sectioh 2.2.1). We
used a dynamic light scattering setup (see Figurel 3.24) term@e the average size of
both spherical "particles” Intralipid and in monodispefs#ystyrene colloids. All three
lasers were fed into a 8 1 optical switch, whose output was then put through a cotiima

a lens to focus the beam, and a polarizer. The cuvette camgetime sample solution was
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Figure 3.24: Schematic of an initial dynamic light scatigrexperiment to test the ef-
fects of different wavelengths on DCS results. The sampigaioed a solution of either
Intralipid or monodisperse polystyrene spheres.

placed at the focal point of the lens. Then a single-modectietefiber was placed at 90
from the beam path, split, and sent to the 4 photon-countiPD#\

We can obtain the translational diffusion coefficielt,for the particles in the samples
from the measured correlation curve. Then, using the stdn8tokes-Einstein theory,
we can calculate the particle radius. The particles weranasd to be spherical. The
electric field correlation function will have the form(7) = ¢!, wherel' = DK?. For
non-interacting Brownian particles in a homogeneous swje = kgT'/f, wherekp is
Boltzmann’s constant] is the temperature, anydis the frictional coefficient of the particle.
For spherical particles; = 6mnRy. 1 is the solvent viscosity anBy is the hydrodynamic
radius of the particle.

Figure[3.25 shows example data and linear fiypfversusr from a dynamic light
scattering experiment with a solution containing polysty spheres. Takle 3|10 summa-

rizes results from using Intralipid (0.03 to O.4n) [240] and two different diameters of
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Figure 3.25: Example, data and linear fit from a dynamic light scattering experitwéth
a solution containing polystyrene spheres.

polystyrene spheres (0.5 and Lf). Note that while the percentage error in predicting
particle size is sometimes larger than desired, the valudiasheter given by the three
different wavelengths are always within error of one anotiée conclude that using dif-
ferent wavelengths for DLS does not have a significant eff@cineasuring particle size

properties.

3.3.2 Initial Human Experiment

Of course, we also want to determine how well multi-wavetbigCS works in practice
with a real human subject. To this end, we performed the affregperiment described at
the end of Sectioris 3.1.3 and 312.6.

Figure[3.26 shows an example result from an arm cuff ocatusigeriment using our
multi-wavelength DCS setup. The top figure shows relativedlflow changes for all
three wavelengths during the test. All show the correctdsahat we look for during arm
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Table 3.10: Summary of dynamic light scattering experira@ising solutions of Intralipid
and two different diameters of polystyrene spheres. Na &igsted for Intralipid because
there is a wide distribution of particle sizes, but our measents were well within that
range.

| Solution | Quantity | 830nm | 692 nm | 785 nm |

Intralipid, 0.03 - 0.4um Diameter,um 0.33 0.31 0.33
SD Diameterpum 0.01 0.01 0.01

Error, % N/A N/A N/A

Polystyrene, 0.;xm Diameter,um 0.53 0.63 0.57
SD Diameterum 0.04 0.09 0.05

Error, % 6% 26% 14%

Polystyrene, 1.gm Diameter,um 0.82 0.90 0.88
SD Diameterum 0.05 0.06 0.04
Error, % 18% 10% 12%

cuff occlusion and release, and, more importantly, the $gnies from all wavelengths are
equivalent to one another. This information tells us that\vhlues of relative blood flow
given by DCS does not depend on the wavelength of the sousee kas long as we take
the differing optical properties into account during aisay

Figure[3.26, bottom, compares calculated changes in oxgbkemin (AHb0,) and
deoxyhemoglobin& Hb) from multi-wavelength DCS and SOJI. The resulting timesser
from DCS is noisier and with lower time resolution than S@Jbut the trends and magni-

tude of overshoot (im M) match relatively well.

3.3.3 Ultra-Portable Multi-wavelength DCS Module

For the requirements of a study performed at high-altit@leaptef V), we had to mod-
ify a 2-channel DCS module [263]. Because the device hadatelkracross an ocean
and up a mountain, we had to make it ultra-portable as well ahad to add multi-

wavelength DOS capability to the DCS-only device. To do,thrs830 nm long-coherence
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Figure 3.26: Example result from an arm cuff experiment onmmdin subject using multi-
wavelength DCS, with the red lines marking occlusion andasé. The top figure shows
a relative blood flow{BF’) timeseries from each of the three different wavelengths, g
ing an equivalent and correct result. The bottom figure shinescalculated changes in
oxyhemoglobin A Hb0,) and deoxyhemoglobinXHb) both from the multi-wavelength
DCS and SOJI. While the DCS result is noisier with a lower tresolution, it matches the

trends seen by SOJI.
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Figure 3.27: Photo of the ultra-portable, 2-channel DCS uwdhat was modified for
multi-wavelength operation.

length, continuous-wave laser was added so that we couldatxtemoglobin concentra-
tion changes with the differential pathlength method (setiSnZ2.1.4).

The original DCS module, seen in Figure 3.27, contained arv83aser, two indi-
vidual APDs, and a 2-channel multi-tau correlator. To mydifinto an ultra-portable
multi-wavelength DCS module, we added an 830 nm laser, a aotipAQ board for
switching between lasers using TTL pulses, and a Labview e@s created that displayed
oxygenation changes along with laser intensities, cdroglzurves, etc. The graphical in-
terface also was made more user-friendly, since large patte study would be operated
completely by doctors lacking DCS expertise.

The idea behind the multi-wavelength DCS was that the wagthes would switch
off using the DAQ board, so intensity timeseries would beorded and used to extract
oxygenation information, while each would still be takingdata at every frame. This
allows the device to be ultra-portable and still gather liddlod flow and oxygenation data.

However, the oxygenation data will have distinct disadagat from even a basic FD-DOS
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device as described in Section 3]1.1. For instance, thendiayebe affected by room light,
since the detected light is not filtered for a certain fregquerAlso, only changes &b
and HbO, can be observed, not absolute values. In a less extreméi@itiehere such a

compact setup is not needed, a traditional hybrid DOS/DG&8ument should be utilized.
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Chapter 4

Validation of DCS in Brain-Injured

Adults

This chapter is based on work | have published in clinicatpalNeurocritical Care[120].
The most important result is that changes in cerebral blavd({CBF) measured by diffuse
correlation spectroscopy (DCS) are well-correlated wiihriges in CBF as measured by
xenon-enhanced computed tomography.

Measurement of CBF provides valuable information for cisiimanagement of neuro-
critical care patients, but current modalities for monitgrCBF are often limited by prac-
tical and technological hurdles. Such hurdles include,@giosure to ionizing radiation,
and the logistical challenges and increased risk to cgidbpatients when transportation
out of the neurointensive care unit is required [248]. Femtmore, standard radiological

modalities such as CT, PET, and MRI cannot provide contisuneasures of CBF that
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may be required in clinically unstable patients. Bedsiddmeques for monitoring CBF
include transcranial Doppler (TCD) ultrasonography [&8]¢d thermal diffusion [235] and
laser Doppler flowmetries [124]. However, TCD ultrasongimais limited to observations
of large vessel flow velocities, which do not necessarilyefinicrovascular perfusion in
patients with cerebrovascular disease [184], and botmihlediffusion and laser Doppler
flowmetries are invasive.

Diffuse correlation spectroscopy is a novel noninvasivigaptechnique with potential
as an alternative approach for bedside CBF monitoring. D&&S oear-infrared light within
the therapeutic spectral window (i.e., wavelengths froe650 to ~950 nm) to provide a
continuous, transcranial measure of blood flow. Changeowddlow are obtained from
DCS by measuring the decay rate of the detected light itteasitocorrelation function
(92) [13,[142] 177]. At present, quantitative absolute meanerds of CBF with DCS are
difficult to obtain, and thus we typically derive microvakouelative CBF (C BFpcs),
i.e., blood flow changes relative to some baseline periodfu§ad optical spectroscopy
(DOS), otherwise known as near-infrared spectroscopy,neee widely known optical
monitoring technique that derives concentration chandgesxy- and deoxyhemoglobin
(AHbO,, AHD) [244,/96]. In this study, we have integrated DCS with DOS imyarid
optical instrument that simultaneously monitors CBF ang-@nd deoxyhemoglobin con-
centrations. The instrument thus facilitates monitoriothtCBF and oxygen metabolism
in neurocritical care patients. The continuous and nosirrgenature of these optical tech-

niques may lead to new clinical tools in the neurointensare ainit.
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DOS and, more recently, DCS have been employed to meassue tgerfusion and
oxygenation in human populations. For example, DCS/DOSde#scted changes in au-
toregulatory function associated with ischemic stroké g5l healthy agind [61}:C B Fpcs
measurements also have been validated against fluoresaospheres in brain-injured
piglets [264]. This study is the first to evaluat€ BF s in an adult neurocritical care
population.

In the study, we assessed the feasibility of DCS as a conigwmmnitor of CBF in neu-
rocritical care patients by comparing DCS measurement8B6f With a more established
technique, stable xenon-enhanced CT (XeCT)[L76], 258].TXie@ diffusible tracer tech-
nique that provides quantitative CBF by administering xewia inhalation and using the
time-dependent concentration of xenon in tissue as a meadyerfusion. XeCT CBF
calculations are based on the modified Kety-Schmidt equatidich describes the rela-
tionship of CBF to the tracer blood/brain partition coe#iti and tracer concentration in
the brain and arterial blood [119]. We performed continuoedside DCS/DOS with two
serial concurrent XeCT measurements in a cohort of patiantghom pharmacological
or physiological interventions aimed at altering CBF wellenanistered. We hypothesized
thatrC B Fpcs would correlate with CBF measured by XeCT in co-registereatial re-
gions of the injured brain, and that correlations would a&sist between CBF measured

by both techniques and DOS parameters.
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4.1 Methods

Patients were considered eligible for study enrolimertaftwere>18 years old and were
receiving care in the Hospital of the University of Pennaylia neurointensive care unit
for aneurysmal subarachnoid hemorrhage, traumatic bnginyi or ischemic stroke. Pa-
tients were recruited through the Department of Neurolagythe Neurosurgery Clinical
Research Division under a research protocol for the stugypadable xenon-enhanced CT.
Written consent for both the XeCT and optical monitoringtors of the study was pro-
vided by the subject (if able) or by a legally authorized esgntative. All studies were
conducted in the patient’'s room, following protocols apaa by the University of Penn-
sylvania Institutional Review Board.

As part of routine neurocritical care, a variety of physgitoparameters were mon-
itored throughout the duration of the study. Intracranissgsure (ICP) was monitored
either by an external ventricular device or a fiberopticaparenchymal catheter (Camino-
MPML1; Integra NeuroSciences, Plainsboro, NJ). Cerebrdugien pressure (CPP) was
calculated from the difference between mean arterial pre§$AP), measured by an ar-
terial line, and ICP. Peripheral oxygen saturation (9pfas measured by a pulse oxime-
ter, and when available, partial pressure of brain tissygemxation (Pbtg) was monitored
(Licox®CMP; Integra LifeSciences, Plainsboro, NJ). The Bbw@nitor consisted of a

polarographic Clark-type electrode inserted into cetelhite matter.
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4.1.1 DCS/DOS

The hybrid diffuse optical device used in this study corgdinth DCS and DOS modules.
The DCS module uses two long-coherence-length, continuawe 785 nm lasers (Crys-
taLaser Inc., Reno, NV) for sources, eight photon-countasj avalanche photodiodes
(Perkin Elmer, Canada) for detection, and two 4-channelcutelator boards (Correla-
tor.com, Bridgewater, NJ) to compute. The DOS module employs three wavelengths
of amplitude-modulated near-infrared light (685, 785, &30 nm) for sources, and two
photomultiplier tubes for detection. The probe held fouticgd fibers (one source and de-
tector each for DCS/DOS) at a fixed configuration (Fiduré #l)ermit the two optical
modalities to measure nearly concurrent changes in appaigiy the same volume of tis-
sue. The source-detector separation was 2.5 cm, and the afgpeénetration of light into
tissue was approximately 1.25-1.5 cm. As shown in Figurepetturbations from voxels
within the darkest banana-shaped region (about 1.25 cm) tkesp the greatest influence
on the detected optical signal, with lighter regions hayiragressively less influence. This
penetration depth permits the near-infrared light to noigate microvasculature within the
surface region of adult cerebral cortex|[57].

Optical probes were positioned on both sides of the foreheeetr the left and right
frontal poles.rCBFpcs, AHbO2, AHb, and AT HC for each hemisphere were updated
every 7 s. Positioning and shielding of the probes were &etjusntil adequate signal was
confirmed prior to data collection. In one instance, optitata could not be obtained;

this patient had traumatic epidural and subdural hematattag) the anterior bifrontal
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Figure 4.1: Right: Schematic of the source-detector séiparaf the optical probe. The

resulting area of highest probability signal origin is simoas dark gray, with the lighter
areas having lower probability of signal. Left: Schematioptical probe, with DCS/DOS

source-detector pairs in crossed configuration at a fixedraépn of 2.5 cm to measure
approximately same volume of tissue.

convexities. These particular hematomas prevented sirffiphoton transmission through
the cortex due to excessive absorption by the concentréted b

DCS data analysis used a Brownian diffusion model to cherizet relative blood flow
[142,[177], along with a semi-infinite, homogeneous mediuadeh for the optical prop-
erties of the head to fit the measured autocorrelation fonst[16]. Decay curves that
failed to fit the model produced low confidence results ancewenitted from the analysis.
A modified Beer-Lambert law was used for DOS analysis [52]taide of both DCS and

DOS analyses have been published previously [15, 34].

4.1.2 Stable Xenon-Enhanced CT

Xenon CT studies were performed with a portable CT scanneui®ogica Cereto®),
seen in Figuré 412, left) and a stable xenon delivery cirasihg the following parame-

ters: inhalation of 2& xenon mixed with oxygen, 100 kV/5-6 mA CT parameters, low
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Figure 4.2: Right: Timeline of the DCS/XeCT validation spudwo XeCT scans were per-
formed, baseline and post-intervention scans. A clinictrivention — either blood pres-
sure alteration or hyperventilation — was administereceimieen the two scans. DCS/DOS
monitored the patient continuously throughout. Left: A fhof a patient during the
DCS/XeCT study. A black cloth covers the optical probes anghtient’s forehead, and
the portable XeCT scanner is shown.

dose resolution (2 s scan), 8 time points (2 during baselwketaduring xenon adminis-
tration), 6 imaging locations (two 1 cm images per 2 s scamj,estimated dose CTDIw
=120 mGy (CereTom portable CT scanner, Neurologica, DanwA). Six adjacent 10-
mm-thick axial quantitative CBF maps (along with their resfive confidence maps) were
generated using product software (Xenon-CT System 2, Bified Diagnostic Products
Inc, Houston, TX) to derive blood flow (mI/100 g brain/min)feach voxel of the CT
image [258/ 83, 165, 158].

The XeCT scans were used clinically to evaluate the effeatpdiysiological interven-
tion on CBF, e.g., manipulation of MAP or arterial partiaépsure of carbon dioxide. The
specific intervention performed was at the discretion ofatiending neurointensivist and
varied depending on the particular clinical scenario. B@neple, if regions of oligemia

were observed on the baseline XeCT, then MAP was increasegrpximately 20 by
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administering increased doses of vasopressors. If regibhyperemia were observed,
then vasopressor dose was lowered, antihypertensive atiais were administered, or
ventilation rate was increased. A second XeCT scan was thadarmed after a minimum
of 10 min to re-evaluate CBF after the intervention. DCS/D@&itoring was continuous
throughout the scans. A timeline schematic of the studyasvshn Figurd 4.2, right.
Regions-of-interest (ROIs) of approximately 6-8 ml frone thB F'x.cr images, cor-
responding to the regions of cerebral cortex under the alppimbes, were chosen by a
physician blinded to the optical results. Figlrel 4.3 showepaesentative noncontrast CT
image slice where optical probes can be seen on the forehgéthdoutlined ROIs on the
corresponding CBF map. ROIs with greater thafic3sf pixels having motion artifact or
beam-hardening artifact, e.g., due to surgical staplesamitoring equipment, were iden-

tified by visual inspection and excluded from the analys@?]2

4.1.3 Statistical Analysis

For each ROI, the change in relatit&3 F'x.cr (rCBFx.cr) was calculated as the per-

centage change from the baseline scan:

rCBFxccr = (CBFxecrin — CBFxecrL)/CBFxeor,BL- (4.1)

HereC B Fx.cr iy refers to absolut€’ B Fx.cr measured after intervention from the sec-
ond scan, and’'BFx.cr 1, IS absolutel B Fx.cr from the baseline scan. All continuous

time-series data (DCS/DOS/MAP) were computed using theagee()) of the 2-min pe-
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Figure 4.3: Left: Representative axial slice from bonedwwed, non-contrast CT scan
(Pt. 7) showing optical probes on both sides of the forehead &rrows). Right: CBF

map from XeCT baseline scan of the same axial slice with R@teuDCS/DOS probes
outlined. Color scale shows absolute blood flowrith /100g/min.

riod prior to xenon administration for both baselin&t ;) and interventionft¢;y) XeCT

scans:
<TCBFD05(At1N)> — <’I“CBFD05(AtBL)>
rCBF = . 4.2
pes (rCBFpes(Atpr)) (4.2)
The changes in DOS parameters and vitals were defined as
AY = (Y(Atry)) — (Y(Atgr)), (4.3)

with Y representing the parameter of interest. The period priceetmn administration
was used to exclude the possible effects of hemodynamigehadme to pharmacological
effects of xenon gas [44].

Spearman’s rank coefficients were used to assess variaeatmms betweenC B Fx o,
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rCBFpcs, AHbO9, AHb, andAT HC'. To analyze the effects of xenon wash-in on CBF,
a paired Student’s t-test was used to compare populatieraged CBF from the minute
before xenon inhalation had begun to population-averadgfed & the time that xenon had

fully washed in (6 min after start of inhalation).

4.2 Results

Clinical and study data for the 10 episodes of measurememiravided in Table 4]1. The
eight patients (five males/ three females) had a mean ageyafat8 (range, 18 to 82 years).
The Glasgow Coma Score (GCS) ranged from 3 to 15 on admissi@hfrom 3 to 9 on
the day of measurement, while study timing ranged from ICY 2l@0 9. Interventions
included decrease in vasopressor medication dose (foienps)t increase in vasopressor
medication dose (two patients), increase in ventilatopiratory rate (one patient), and
increase in antihypertensive medication dose (one pati®htarmacological and physio-
logical interventions are summarized in Tablg 4.1.

Comparisons between XeCT and DCS/DOS parameters weramedalsing at least
one ROI from seven patients (due to poor XeCT confidence,gkcisision, for both ROIs
in Pt. 5), while comparisons between DOS and DCS parametmesperformed using data
from all eight patients. Changes in blood pressuf&8 F'x.cr, and DCS data for baseline

and intervention measurements with sufficient confidene@énafabld 4.P.

118



Table 4.1: Patient clinical and study data.

No. | Gender | Age | Injury | Initial | Study Intervention
GCS | GCs

1 F 62 SAH 15 8 Phenylephring

2 M 18 TBI 3 7 Ventilator respiratory raté

3 M 23 AIS 7 3 Labetalolf

4 M 46 SAH | 14-15 6 Norepinephring

5 M 38 SAH 15 9 Phenylephring

6 M 82 TBI 11 6 Norepinephring
7-1 F 50 SAH 3 3 Norepinephring, Phenylephring
7-2 3 Norepinephring
8-1 F 55 SAH 14 3 Norepinephring, Phenylephring
8-2 3 Vasopressin

GCS, Glasgow Coma Score; SAH, subarachnoid hemorrhagetfBBmatic brain injury; AlS, acute
ischemic stroke.
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Table 4.2.AMAP, ACPP,C' BFx.cr, "CBFx.cr, andrCBFpos.

No. | Blood PressuremmHg | Left CBFxccr, mL/100g/min | Right CBFx.cr, mL/100g/min | Left rCBF, % | Right rCBF, %
1 -35 -33 53.5 32.2 63.2 45.1 -39.8 | -41.6 | -28.7 | -14.7
2 -7 -9 57.6 54.2 47.0 46.5 -18.4 4.1 -14.2 -5.5
3 -22 -17 57.1 45.0 *x *x -21.1 | -45.0 *x -36.9
4 25 23 38.5 25.9 18.3 27.7 -32.8 | -154 | 51.1 il
5 19 20 ** *x *x *x *x -11.2 *x -38.0
6 -17 -18 255 21.4 37.9 28.6 -15.8 | -21.1 | -24.7 | -22.2

7-1 -28 -30 60.1 64.0 *x *x 6.5 *x *x 18.5

7-2 -10 -14 il *x 38.6 35.1 *x 39.9 -9.1 20.2

8-1 -17 -10 61.6 64.2 67.5 65.7 4.1 3.2 2.7 13.9

8-2 -8 -2 86.5 76.7 *x *x -11.3 | -5.9 *x 7.7

** XeCT or DCS data were not of acceptable confidence for use




4.2.1 Comparison ofrCBFx.cr and rCBFpcg Data

Changes in CBF measured by DCS and XeCT correlated well amel wegood agree-
ment, as shown in Figufe 4.4. Figurel4.4, top, shows the wbdesorrelation between
rCBFx.cr andrCBFpcs (Rs = 0.73, P= 0.010), indicating a positive and significant
association between the two quantities. The linear fit bypsmegression has a slope equal
to 1.1, with an offset of 9.3.

Figurel4.4, bottom, is the Bland-Altman plot that definesagrent between two tech-
niques measuring the same parameter [12]. The differentteedfvo quantities is plotted
versus the average, and all but one data point is within tedstrd deviations of the dif-
ference mean, meaning relatively good agreement.

AHbO, was moderately correlated witl®’ B F'x.cr and bordered on significanc&
= 0.57, P=0.053). Correlation was not found for eith&{b (Rs = -0.51, P= 0.087) or
ATHC (Rg = 0.41, P= 0.193).

Detailed results follow for a subarachnoid hemorrhageepatiPt. 1), a 62-year-old
female with a ruptured aneurysm at the middle cerebralyabidurcation. We studied her
on the 9th day after aneurysm rupture, which was clipped er2tid day. After the base-
line XeCT scan, the phenylephrine drip rate was gradualleled by 274.g/min, and a
decrease in CBF was observed by both modalities for theiptestrention scan. A time-
line of scans and drip rate changes is shown in Figufe 4.f¢sponding to the continuous
time-series of-C BFpcs monitored throughout the study. In this case, cliniciansat=

to decrease the phenylephrine level after seeing the ptestsention scan because they felt
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Figure 4.4: Scatter plot (top) and Bland-Altman plot (bot)allustrating the correlation
and agreement, respectively, betwe€nB Fp-s andrCBFx.cr calculated from ROIs
located on the frontal poles of each patient, under the alppimbes. The fit line has a

slope of 1.1 and an offset of 93 All but one data point is within two standard deviations
of the difference betweerC' BFpcg versusrC B Fx.cor.
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Figure 4.5: Time-series of continuous rCBFDCS from an eXanpatient (Pt. 1) dur-
ing concurrent validation with XeCT with timeline showingenylephrine levels. Letters
A-D indicate alterations of phenylephrine drip rate. Meatilines for baseline (BL) and
post-intervention (IN) XeCT scans indicate beginning and ef scan. Phenylephrine at
baseline was 300 mcg/min, then lowered to (A) 150 mcg/min,§8 mcg/min, (C) 26
mcg/min. Level at post-intervention scan was 26 mcg/mimi€al decision made to raise
drip rate after scans to (D) 66 mcg/min.
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that CBF was too high. High CBF can be dangerous becauserefised ICP as well as a
potential higher chance of aneurysm rebleed. Thus, phehsitee, and subsequently CBF,
was lowered to a more moderate level.

Comparing the relative changes in CBF from both modaliti€&3 F'x.cr fell -39.8%
and -28.7 for left and right ROIs respectively, while” B fell -41.6% and -14.7%.
MAP showed a decrease of 35 mmHg. Agreement was very goodsipdtient, in the sign

and magnitude of the CBF changes, as well as in hemisphapeauiy.

4.2.2 Effects of Xenon Inhalation

Figure[4.6 illustrates one patient’s reaction to xenon lath@n. rCBFpcs and ATHC
changed by 108 and 2.1uM, respectively, in the left frontal cortex and &4and 1.3
M, respectively, in the right frontal cortex, while MAP inased by 16 mmHg. Such
responses observed among the cohort were heterogenedussamresult, they were not
significant in the population as a whole (2.6 11.5%, P= 0.191) with a range of -21%3
to +29.2% relative to baselineA HbO, (0.1 uM + 1.9 uM, P= 0.853) andATHC (0.4
uM £+ 1.4 uM, P= 0.089) varied similarly, while\ Hb increased (0.4M + 1.0 uM, P
= 0.035).

Figure[4.¥ shows the spread in individual patient respoimsbeth optical parameters
and vitals. Many times, even left and right probes in the spatient behaved in an opposite
manner. This is undoubtedly due to the heterogeneity oéptdi injuries and degree of

impaired autoregulation.
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Figure 4.6: Example of xenon-enhanced flow activation.ivaftines indicate the follow-

ing marks: beginning of baseline CT scan (BL), xenon gas imgsin, and lastly end of
xenon-CT scan. Measurements from the left and right frampéital probes are indicated

by light gray and dark gray lines, respectively. Once xenagiris to wash in;C BFpcs in

both hemispheres begins to increase (top panel) and ele& is maintained throughout
the duration of the scanAT HC increases in both cerebral hemispheres during the scan
(middle panel), with a concurrent rise in MAP (bottom panel)
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Figure 4.7: All individual patient results of xenon-enhaddlow activation. The first
point indicates baseline (BL), and the following points #re number of minutes that
pass after xenon gas begins to wash in. At minute 5, the xeasrstopped. Each color
represents a different episode of measurement, where tams sccurred per episode. Note
the heterogeneity of patient responses.
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4.3 Discussion

In this preliminary study, the feasibility for non-invasigontinuous bedside CBF and oxy-
genation monitoring in the neurocritical care unit using/arid optical device was demon-
strated. Importantly, DCS/DOS monitoring of frontal coai microvascular hemodynam-
ics was performed non-invasively across a range of patweitteout requiring transport
outside the neurointensive care unit. Only frontal epitlarassubdural hemorrhages with
large enough absorbance to prevent photon detection pobadiar to the optical sig-
nal. DCS measurements of changes in relative CBF correla¢ddvith changes in CBF
measured by a well-established, low-throughput technigtable xenon-enhanced CT. In
addition, significant correlations between DCS measur¢sneiC' BF and DOS mea-
surements o\ HbO, and AT HC were demonstrated. The association betwAémhO,
andrC BFx.cr only bordered significance (B 0.053), while no correlation was found
for ATHC or AHb with rCBFx.cr.

DCS has not been previously validated in critically braipured patients. XeCT is one
method used to assess CBF in these patients, with the adeamit@roviding quantitative
CBF measurements and coverage through much of brain pamachHowever, XeCT
requires exposure to ionizing radiation and cannot procietinuous or even frequent
CBF measurements. The good correlation between DCS- and-Ke@sured CBF in this
study suggests that DCS may therefore complement exiséirfiggion imaging techniques
by providing continuous, bedside monitoring of CBF in sfie@ortical ROIs.

As a secondary aim, we examined the correlations betweergekan DOS parame-
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ters AHbO,, AHb, and AT HC) and changes in CBF, as determined by both DCS and
XeCT. DOS assessment &fH b0, is sometimes used as a surrogate of CBF. In this study,
we found moderate correlation witlt®’ B F)pcs but not withrC B Fx.cr. One explanation
for this finding is simply that more data were available to pame DCS to DOS than to
compare XeCT to DOS (due to low confidence images from XeCHhg mall number
of patients was the main limitation of the study, and may hau#®duced a bias. How-
ever, perturbations in cortical metabolic rate, ICP, @&tenflow, or venous drainage may
also complicate the relationship betweai/ b0, and CBF in neurocritical care patients.
Our findings suggest that direct measurements of CBF usin§ BX€ superior to DOS
surrogates and will enhance the diagnostic specificityasfdcranial optical monitoring.
Both DCS and DOS detected the effects of xenon inhalation®i &d oxygenation.
This well-documented phenomenon ("xenon-enhanced flowaditin”) occurs with the
inhalation of stable xenon. As an inert gas, xenon is an hagstin high concentrations
(70%) [44]. Horn et al. [101] observed xenon-enhanced flow atibwain a brain-injured
population (using thermal diffusion flowmetry) and demoatsd variability in the magni-
tude of CBF response (-20to +44% relative to baseline) that was similar to the variability
detected by DCS (-2193to +29.2% relative to baseline). Studies by Giller et al. and Hart-
mann et al. recorded a heterogeneous response in bloodtyelnd flow even in a healthy
cohort [90, 77]. To our knowledge, there are no prior studm@ploying optics to investi-
gate the effects of xenon inhalation on oxygenation. Exation of the full time-course of

CBF throughout XeCT scans could improve the accuracy of 8le @ap, but calculations
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of a simulated 354% CBF increase due to xenon-enhanced flow activation yielgt anl
minor 35% enhancement in calculated flow as most of the calculatians@mpleted prior
to the onset of flow activation [166, [78]. Thus, despite indgachanges in CBF during
xenon gas inhalation, the resulting enhancement or remtuati calculated CBF is small
compared to errors due to CT noise, motion artifacts, etc.

Like DOS, DCS has several clinical limits. Light penetratiepth is only a few cen-
timeters due to light attenuation by tissue. In the prespptieation, flow measurements
were limited to near the surface of the cerebral cortex. bitah, optical data could not
be resolved in the presence of underlying extra-axial hemage. Edema directly beneath
the optical probes may also prevent signal detection wigdr &ibsorption is high. Further-
more, since DCS detects changes in CBF more reliably thaolwbsblood flow. Thus,
measurements during a baseline period must be obtainedtprlongterm monitoring.
Development of an absolute measureCaB Fpcg is an area of active research, although
arguably, trends in CBF may be more clinically relevant siabsolute healthy/ischemic
thresholds remain unclear [217, 221] 79].

DCS s also limited by the fact that it is a local measure of CBfél each sourcedetector
pair is only able to probe a region of several cubic centinsatesize. However, multiple
probe pairs could be strategically placed with the guidari€&T or MRI to provide contin-
uous monitoring of the most clinically relevant areas ofth&n. Continuous noninvasive
CBF measurements in multiple regions could be generatedy IBCS with significantly

less morbidity than using multiple intracerebral monitors
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The good correlation between DCS and XeCT observed in tlusgtudy provides sup-
port for further evaluation of the clinical utility of DCS.i@n the dynamic, evolving, and
heterogeneous nature of intracranial pathology in brajuréd patients, continuous CBF
monitoring may provide the neurointensivist with an impaittool for early detection of
secondary injury. Since CBF reductions often precede tlsetoof new clinical symp-
toms and infarction, DCS monitoring has the potential tediethanges in cerebrovascular
physiology while ischemic changes are still reversibleaddition, the configuration of hy-
brid instrumentation with DOS would provide comprehensigsessment of cortical blood
flow and oxygenation using a single device and the same probdditional studies are
warranted to assess the utility of DCS/DOS for neurocllittzee, such as by correlating
long-term DCS/DOS measurements of cerebrovascular hemaougs with patient out-

come.
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Chapter 5

Effects of Posture Change on Healthy

Adults

Posture change evokes hemodynamic responses in the ¢exrebraystemic vasculature
aimed at maintaining cerebral perfusion. Venous returrdaddflow to the heart is altered,
leading to dynamic changes in vascular tone and the irgtiaif the systemic baroreceptor
reflex. These cerebral and systemic hemodynamic respoasesio close temporal rela-
tion to maintain cerebral blood flow (CBF) across a mean iaitpressure (MAP) range
of approximately 60-160 mmHg in normotensive people. tsidif healthy subjects have
demonstrated that the systemic response to postural chidwegearoreceptor reflex, is im-
paired with aging([80]. In addition, aging is associatedwidwer baseline blood flow
velocities in the anterior cerebral artery (ACA), middleatwral artery (MCA) and pos-

terior cerebral artery (PCA) [126], as well as lower baselEBF [145] and an increased
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incidence of orthostatic hypotension [210]. The effect edlithy aging on cerebrovascular
autoregulation (CA), however, has yet to be fully elucidate

The most commonly used modality for assessing the effecgimigaon CA has been
transcranial Doppler (TCD) ultrasonography. TCD experitachave demonstrated that
healthy elderly subjectsmaintain adequate autoregyl&toction under both dynamic[26,
132,/218] and static conditions [26, 132, 257]. These TCDirligsl may be explained by
a pronounced vasodilatory response to decreased ceradsfatipn pressures in elderly
subjects during acute orthostatic stress [218]. Howeviellewl CD studies have generally
yielded consistent results about the absence of an agiegt éff CA, these studies rely on
an assumption that macrovascular CBF velocity is indieativmicrovascular CBF.

The application of diffuse correlation spectroscopy (DQ&herwise known as near-
infrared spectroscopy (NIRS), to CA studies has provided@sortunity to evaluate this
key assumption. Studies of healthy subjects using TCD an8l Béhcurrently have gener-
ally validated the correlation between macrovascular C8Baity and microvascular oxy-
genation during steady-state conditions [184], duringrations in end-tidal CO(EtCGO,)
[213] and during orthostatic stress [125]. However, datanfiseveral DOS studies have
conflicted with TCD data regarding the effect of healthy ggam autoregulatory function.
For example, Mehagnoul-Schippetral [149] found that elderly (mean age 74 years), but
not young (mean age 27 years) subjects experienced signiflealines in frontal cortical
blood oxygenation and blood volume during supine-to-stamposture change. This find-

ing was reproduced in a follow-up experiment in which seD&S measurements were
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performed in elderly subjects (mean age 75 years) duririgpstatic stress [148]. Huet
al [103] studied ten healthy subjects of mean age 60 years andrdgrated a significant
postural decline in the ratio of oxygenated hemoglobin taltiissue hemoglobin concen-
tration. The lack of concordance between TCD and DOS datatoregulation studies may
reflect differences in measured parameters and underst@@sportance of developing
a modality that can directly measure microvascular CBF toencompletely characterize
autoregulatory function.

We thought instead of using diffuse correlation spectrpgd®CS) to provide direct
measurements of microvascular relative CBE B F') instead of the surrogate measures of
CBF provided by DOS - total hemoglobin concentratidid(C), oxyhemoglobin concen-
tration (Hb0O,) and deoxyhemogobin concentratial#). These measurements are only
accurate markers of CBF if arterial oxygen content and caftehetabolic rate remain
constant.

In this prospective observational study, we aimed to exgiloe effects of healthy aging
on cerebral hemodynamic responses to posture change kyngtihybrid diffuse optics
for comprehensive cerebrovascular hemodynamic mongorille studied a large cohort
of subjects across the age continuum, rather than exangeirgdpral hemodynamics at the
extremes of age. We also examined the correlation betweéhdd@ DOS measurements
in order to assess whether hybrid diffuse optics can proadtétional information about
cerebral hemodynamics that cannot be obtained by DOS dtamaly, by defining the nor-

mative response of cerebral hemodynamics to posture clzanges the age continuum, we
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aimed to establish a control data set for comparison withaai brain-injured populations,
such as those with ischemic/hemorrhagic stroke or trawnbasiin injury. Note that this

chapter is based on work | have publishedPimysiological Measuremef@1].

5.1 Methods

This study was conducted at the Hospital of the UniversityPehnsylvania. The study
protocol was approved by the Institutional Review Boardhatlniversity of Pennsylvania.
Written informed consent was provided by all subjects, wieoevecruited by posting fliers
in the Hospital of the University of Pennsylvania and fromagadbase maintained by the
Center for Cognitive Neuroimaging at the University of Pgylwania.

Subjects were excluded from the study if they had a histotyyplertension, diabetes
mellitus, hyperlipidemia, atrial fibrillation, congestivheart failure, coronary artery dis-
ease, previous myocardial infarction, previous strokeyipuus transient ischemic attack,
carotid artery disease, current smoking, previous smokiitigin 5 years, pulmonary dis-
ease, renal disease, or recent administration of vaseauctdications. The target enroll-
ment was 60 subjects. Subjects were enrolled across theoagiauwum, with a minimum
age of 18 years old. The National Institutes of Health Stie&ale (NIHSS), a tool used by
clinicians to objectively quantify impairment due to stepkvas performed prior to study

initiation for all subjects.
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5.1.1 Optical Instrumentation

A portable, custom-builtinstrument (see Seclion 3.1.19 wsed to measur€’ BF, THC,
HbO, and Hb using DCS and DOS [54]. Two optical probes were secured om sides
of the forehead with medical grade adhesive materials arehd btrap. The probes were
covered with a loose-fitting black cloth to minimize ambidight interference with the
optical signal. The regions of frontal cortical tissue isttgated by each probe were ap-
proximately 4 to 5 cm apart. Each probe consisted of one Bghtce and two detectors
— one for DCS detection and the other for DOS detection. Thegdce between the light
source and detectors was 2.5 cm.

Four high-speed, high-sensitivity avalanche photodioda® used as photon counting
detectors for DCS. Data output from these photodiodes warete a multi-tau hardware
correlator for calculation of autocorrelation functiongeal time. We then extract a blood
flow index (BF'I) by fitting the autocorrelation function to a semi-infiniterhogeneous
model (see Sectidn 2.2.2). The correlator produces an @mEmt autocorrelation curve
every 0.04 seconds. However, we used an averaging time afo®de for each of the two
probes, allowing for one frame of DCS data to be acquiredyeveseconds. This 6-second
DCS data acquisition interval was followed by a 1-second Q@& acquisition interval for
both probes. Thus, a new set of DCS and DOS cerebral hemodydata was acquired
every 7 seconds.

The DCS light source consisted of a long coherence lengttiimamus wave laser (785

nm). Concurrent DOS data were obtained using three las@ds {85, and 830 nm), whose
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intensities were modulated at 70 MHz. A modified Beer-Larmlmv (see Sectioh 2.1.4)
was used for DOS analysis, with a differential pathlengthida(DPF) of 5.86 and 6.51 for

wavelengths of 830 nm and 690 nm, respectively [52].

5.1.2 Monitoring of Systemic Vitals

Blood pressure and heart rate (HR) were measured by a BpTtRL8fgns Monitor (VSM
MedTech Devices Inc., model BPM-300; Brooklyn, NY) priorstoudy initiation with sub-
jects resting in the seated position. A FinaPres (FINgeerfat PRESsure, Finapres Medi-
cal Systems, Finometer Pro Model 1 with BeatScope PC-badtdase; Amsterdam, The
Netherlands) device was then secured non-invasively ondghethird finger for continu-
ous beat-to-beat measurement of HR, mean arterial pre@dé®), systolic blood pres-
sure (SBP) and diastolic blood pressure (DBP). Imlsblal [LO5] have comprehensively
reviewed the FinaPres technology and its validation witraxarterial blood pressure mea-
surement.

An adjustable armrest was used to keep the subject’s rightfthger at the level of the
right atrium (fourth intercostal space, mid-axillary l)rtaroughout the study. Finger posi-
tion was confirmed using the FinaPres automated height oroafter zeroing the finger to
the level of the right atrium at the beginning of the studye HnaPres device factors finger
height into its hemodynamic measurements to correct forremg movements that may
occur with respect to the heart level. A loose-fitting, blaakce of cloth was placed over

the patient’s right hand in order to minimize ambient ligherference with the FinaPres
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Figure 5.1: Posture change protocol. Subjects were mexittmr 5 minutes each at four
positions: Head-of-bed 30initial (baseline) supine, standing, and recovery supine

signal.

A disposable rubber mouthpiece was placed in the subjectgmwith an EtCQ mon-
itor attached to the opening of the mouthpiece (Micro-Capaph CI240, Columbus In-
struments; Columbus, OH). A nose clip was placed over thesiar prevent nose breath-
ing. The capnograph was used to record Et€@ntinuously. A pulse oximeter (Nellcor;
Boulder, CO) was placed on the index finger of the patiengistrhand to record peripheral

arterial oxygen saturation (Spp

5.1.3 Posture Change Protocol

Measurements were performed in a quiet room with dim lighbat temperature. The op-
tical probes were placed securely on the forehead and &gtatzlPres signal was obtained.
Cerebral hemodynamics, systemic hemodynamics, 3@ EtCQ were then monitored
for 5 minutes each at the following postures (see Figurerteayl-of-bed angle 3Psupine
(initial supine), standing, and supine (recovery supine).

The supine and standing positions were chosen for the prbosacthat healthy sub-
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jects would be evaluated in natural postures. The heackdfd® position was included
to provide normative, control data for future studies ohiclal populations since this is a
posture at which many stroke and neurointensive care patea kept to minimize aspira-
tion risk or decrease intracranial pressure. The head didbkpital bed was lowered from
a 30 to a 0 angle during the transition to the initial supine positiand then the subject
was asked to stand up and lie back down for the subsequeaitipas to the standing and
recovery supine positions. Confirmation of optical prokecpment, FinaPres finger level
and EtCQ monitor placement was performed at the time of all postungks, which
occurred over the span of 5 to 10 seconds for the transitan fread-of-bed 30to initial
supine and 30 seconds to 1 minute for the transitions frotrairgupine to standing and
standing to recovery supine. Subjects fasted and avoidésreaintake for 3 hours before

the study and were also asked to void urine prior to studiainin.

5.1.4 Statistical Analysis

Analyses were carried out using library(nlme) and librgrggmisc) in R version 2.8.1
[228]. Two-sided hypothesis tests were carried out withpe tyerror rate of 0.05. For each
subject, the outcome of interest fo€' BF' was quantified relative t&F I at the initial

(baseline) supine positior{), as follows:

rCBF, = (BFI, — BFIg,)/BFIg;, (5.1)
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where BF'I; is BF'I measured at théh position ( = head-of-bed 3Q standing, or re-
covery supine). The outcomes of interest for all other aalednd systemic hemodynamic
parametersi{HC, HbO,, Hb, MAP, SBP, DBP, HR, Sp©and EtCQ) were normalized
as follows:

AY; =Y, — Ypi, (5.2)

whereY is the parameter of interest measured atithgosition.

A running Gaussian filter was used to smooth the DCS/DOS teniesdata, with a
window size of 4. At each body position, the DCS/DOS, FinaP8pQ and EtCQ data
were then averaged over the 5 min period. The beginning adoh@nimepoints of the
transitions between each posture were marked on both tla#@f@s and optical data. The
cerebral and systemic hemodynamic data acquired durirsg ttnansitions between pos-
tures are not reported because the study aimed to examihegaserebral hemodynamic
changes, not dynamic autoregulatory changes.

Our study yielded repeated measures data on individua¢stghj To account for, and
take advantage of the correlation between repeated measorthe same individual, a
linear mixed effects model was used to estimate the effettody posture and age on
changes in the outcomes of interest [178]. The linear mixéstts model allowed for
heterogeneity in the variance of the outcome at each posifis there was no significant
hemispheric difference in any of the cerebral hemodynamrampeters at any of the body
positions, hemisphere (left or right) was not included as\adate in the model. Rather,

measurements from the different hemispheres were anabgesgpeated measurements at

139



each body position. Model fit was assessed using residuals.

We assessed the overall effect of body position on each hgmaotc parameter. We
then built models that included postural effects as well@h lage and gender effects that
were allowed to vary by position. There was no a priori hypsth regarding an effect of
gender on postural changes in cerebrovascular hemodysdmicgender was included in
the model as a possible confounder. We used a global likedilmatio test to ask whether
postural changes associated with age or gender were sagrijfioy comparing the full
model to a reduced model without the term of interest. If tludbagl likelihood ratio test
showed either strict (R 0.05) or marginal (R 0.10) evidence of statistical significance, a
Wald test was used to determine which specific postures rhghssociated with changes
from the initial supine posture. Specifically, we testedrionzero age or gender effects
at each posture. This approach of comparing specific bodypassto the initial supine
posture only if there was evidence of a global effect meattatsmall number of statistical
tests were conducted, hence reducing the possibility ai@psifalse positive findings.

In order to account for other potential confounders, theetation of age with body
mass index (BMI), baseline hemodynamics and baseline EiG@@he study population
was assessed using a Pearson’s correlation coefficient.e T¥as no evidence of a sig-
nificant association of age with the baseline hemodynamitmseline EtC® (P > 0.05
for all variables), but there was a trend toward an assacidietween increasing age and
increasing BMI (P< 0.10). We therefore included BMI as a covariate in our motels

explore the possibility that age effects were confounde®®l. However, inclusion of
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BMI in the models had little impact on the significance of tlye &ffect, so results from
the models that included BMI as a covariate are not reported.

Associations between postural changes in DCS measurenfetit$3 F and DOS mea-
surements ol HC', HbO-, HbandHbD: f f were explored using Pearson'’s correlation co-
efficient. HbD:i f f is calculated ag/bO, — Hb and has been shown to be a better indicator
of regional CBF thai?’HC' when SpQ is kept constant [234]. We also investigated asso-
ciations between the supine-to-standing changes in systemd cerebral hemodynamics
using Pearson’s correlation coefficient. These correlatioalyses excluded six subjects
whose DOS data were not analyzed because of poor opticaltditetector connection
in the DOS instrument. Three subjects had poor quality Et@&a due to capnograph
malfunction, and two had poor quality systemic hemodynataia due to low FinaPres
signal. These subjects were excluded from the analysesdyf pasture effects on EtGO

and systemic hemodynamics, respectively.

5.2 Results

The demographic and baseline hemodynamic characternidtibe 60 healthy subjects are
presented in Table 5.1. Age ranged from 20 to 78 years oldRgpee[5.2), with a mean

of 42.3 years. The mean BMI was 24.7 kg/nwith a baseline BP of 115.4/74.5 mmHg
and HR of 71.3 beats per minute. None of the subjects expeEtkgyncope or reported

pre-syncopal symptoms during the study.
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Table 5.1: Demographic information and baseline charatites of study population =
60). Data listed as meatt standard error.

| Variable | Mean + SE |
Male:Female 28:32

Age, years 42.3 (range 20-78)
BMI, kg/m? 24.7+ 0.5
SBP,mmHg 115.4+1.9
DBP,mmHg 745+ 1.4
HR, bpm 71.3+1.4
EtCO,, mmHg 39.4+ 0.5

NIHSS All subjects scored (

16

15
14
14
i3
12
1
10
# of
Subjects
8
6
1

2029 30-39 40-a9 50-59 60-69 70+
Age Range (years)

B

N

(=]

Figure 5.2: Bar graphs demonstrating the number of suhjeeisch age range, by decade.
Note the few number of subjects at the upper (60+ years) rah@ges — an inherent
weakness of the study.
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Table 5.2: Cerebral hemodynamic and systemic responsestiorp change for all subjects

(N = 60).

Parameter Head-of-Bed 30 Supine to | Initial supine to
to supine stand recovery supine
rCBF, % 18.2+1.5* -259+15* 9.7+18*
ATHC, uM 1.9+0.3* -2.6+0.4* 1.6+04*
AHbO,, uM 20+0.3* -3.4+0.3* 1.4+0.3*
AHb, uM -0.07+0.1 0.8+ 0.1* 0.2+0.1
AMAP, mmHg -0.9+0.8 54+ 1.0* 6.3+0.7*
ASBP, mmHg 0.2+1.0 1.3+1.3 7.9+10*
ADBP, mmHg -1.3+0.7 8.6+ 0.8* 42+0.6*
AHR, bpm -0.2+1.4 12.4+09* -22+0.3*
ASpG, % -0.1+0.1 0.8+0.2* 0.0+ 0.1
AEtCO,, mmHg -0.1+0.2 -2.0+0.3* 0.0+0.2

Data are expressed as meaistandard error.
* Significant change with new posture <0.01.

5.2.1 Cerebral Hemodynamic Responses to Posture Change

Figure[5.3 (top) displays DCS timeseries data@f3 ' from a sample subject. Figure 5.3

(bottom) displays DCS timeseries datar6fB F' averaged over the entire study population

on a minute-by-minute basis. Tal)le]5.2 shows the mean ckang€'BF, THC, HbO,

and Hb that occurred with each posture change across all subjects.

All cerebral hemodynamic parameters varied significantithvioody posture (P<

0.0001). Supine-to-standing posture change led to signifidecreases mC'BF, THC'

and HbO-, as well as a significant increase i, across the age continuum (0.01).

Changes inCBF,THC and HbO, were also significant during the transition from head-

of-bed 30 position to supine position. All of the cerebral hemodynaparameters except

Hb differed significantly between the initial supine positi@fter transition from head-of-

bed 30) and the recovery supine position (after transition froamding, P< 0.01 for each

parameter). Figure 5.4 provides bar graphs for averagegelsanrC BF, THC, HbO,
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Figure 5.3: (Top) Timeseries dataaf' BF’ for an example subject. (Bottom) Timeseries
data ofrC'BF averaged at 1 minute intervals for the entire study poputat = 60).
Standard error bars are provided at each 1 minute interved.ré&d vertical lines between

each posture represent the transition periods between pastyres. Data within these
lines was excluded from data analysis.
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and Hb with each posture change for the entire study population.
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Figure 5.4: Bar graphs for mean changes-\BF, THC, HbO,, and Hb with each
posture change for the entire population. Error bars shewdsird error from the mean.
Asterisk (*) indicates a significant change from the inifladseline) supine value.

Among the four cerebral hemodynamic parameters considageddid not significantly
alter the magnitude of postural changes@BF (P = 0.25),THC (P = 0.34) orHb (P
= 0.60) in an initial global likelihood ratio test. This teBfwever, provided evidence of a
trend toward significance for age-relatddO, postural responses €20.058). Subsequent
investigations of specific postural changes indicated mifsdgnt association between age
and HbO, change during supine-to-standing posture change (P01). Specifically, the

magnitude of decline if{b0O, during the supine-to-standing posture change decreased
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significantly with age.
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Table 5.3: Cerebral hemodynamic and systemic respons&storp change, including gender effedis € 60).

LYT

Head-of-Bed 30 Supine to Initial supine to Gender
Parameter to supine stand recovery supine effect
M | F M | F M | F p-value
rCBF, % -21.3+2.17 | -15.2+2.01 | -28.8+2.1 | -23.8+2.0 | 14.0+2.61 | 5.8+ 2.47 | <0.01
ATHC, uM -2.9+0.471 | -1.3+0.47 -3.2+0.6 -24+05 | 26+0.5¢7 | 0.9+£0.51 | <0.01
AHbHO2, uM -2.7+0.471 | -1.5+0.37 -4.0+ 0.5 -3.2+04 | 23+£04* | 0.7+ 04* | <0.01
AHb, uM -0.1+0.1% 0.2+ 0.17 0.8+ 0.2 0.8+0.2 0.3+0.2 0.1+ 0.1 0.09
AMAP, mmH g 20+1.2 0.2+1.1 6.8+ 1.4 45+1.3 6.0+1.1 6.4+ 1.0 0.40
ASBP,mmHg 09+1.5 -09+1.4 22+2.0 05+1.8 7.0+1.4 8.2+ 1.3 0.50
ADBP,mmHg 22+1.0 0.7+ 0.9 10.5+1.2 74+1.1 45+0.8 4.0+0.8 0.23
AHR, bpm 0.5+ 0.6 0.2+04 | 152+1.1*|1244+09*| -20+05 | -2.2+0.3 0.03
ASPOy, % -0.007+ 0.2 0.2+0.2 0.7+ 0.2 07+0.2 | -1.7+0.2* | 04+ 0.2*| <0.01
AEtCO,, mmHg | -0.3+0.3 0.4+0.3 -2.7+0.4 -1.7+0.4 -0.1+0.3 | 0.2+0.2 0.18
Data are expressed as meaistandard error.

Values are for the average 40-year-old male (M) versus teege 40-year-old female (F) based on the fit of the lineaecheffects model.

1 Significant gender effect on postural change; B.05. * Significant gender effect on postural change; ©.01.



Gender was associated with significant differences in d@vatural changes inC BF’,
THC, and HbO, (P < 0.01) and showed a trend toward an effect on postural changes
Hb (P < 0.10) (see Table 5.3). Subsequent investigations of spgrifitural changes did
not demonstrate differences between males and females Buthine-to-standing postural
changes for any cerebral hemodynamic parameter. Howevealés experienced a smaller
magnitude of postural change#td’BF, T'HC and HbO, during the transition from head-
of-bed 30 to supine (P< 0.05 for the gender effect on all parameters) and during the
transition from initial supine to recovery supine {P0.05 for the gender effect atC BF
andTHC, P < 0.01 for the gender effect ol bOs).

Figure[5.5 provides scatter plots of the data with fitteddinepresenting the mean
supine-to-standing postural changes in each cerebral dygmamic parameter for both
genders, as predicted from the fitted models. The y-intésdegicate the mean postural
hemodynamic changes for a subject of age 20, while the sigpeesent age effects. As
discussed above, gender effects were not statisticaltyfiignt for the supine-to-standing
postural changes in any cerebral hemodynamic parametevdyetincluded here so that
the models would be consistent for all postural changes. HRg@p,, supine-to-standing
postural declines were substantially larger for youngantfor older subjects. For exam-
ple, at age 30, the linear model predicted a m&a&d, change for males and females of
-4.59 uM and -3.75uM, respectively, while at age 60 the model predicted valde2.85

uM and -2.01uM.
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Figure 5.5: Effect of age on the supine-to-standing pokttimange inrCBF, THC,
HbO,, and Hb. All data are presented for males (black) and females (gragft and
right hemisphere values for each subject are shown as $epariats. Lines represent the
predicted value of a given cerebral hemodynamic paramstairfanction of age for males
(black) and females (gray). 95confidence intervals based on our model are shown as
dashed lines for males (black) and females (gray), alonky R4values for the association
between age and supine-to-standing posture change. Thedfageis only significant for
supine-to-standing o b0, (P = 0.01). No significant gender effect was observed for any
supine-to-standing postural hemodynamic changes QF05).
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5.2.2 Systemic Responses to Posture Change

Table[5.2 shows the changes in MAP, SBP, DBP, HR, Sa@l EtCQ that occurred with
each posture change. All systemic hemodynamic parametgeshsignificantly with body
posture (P< 0.0001). No significant changes occurred in the transitiomfhead-of-bed
3( to supine position, but during the supine-to-standingyoresthange subjects across the
age continuum experienced a significant increase in MAP,, BBPand Sp@ (P < 0.01).
EtCO, decreased significantly with transition from supine-tarsting posture across the
age continuum (R 0.01). MAP, SBP, DBP and HR all differed significantly betweke
initial supine position and the recovery supine positior(B.01).

Age significantly altered the postural changes in HR=F.002) and EtCQ® (P =
0.01), but not the postural changes in MAP, SBP, DBP or SpQlder subjects experi-
enced smaller magnitudes of change in HR and Et@@ing the supine-to-standing pos-
ture change. Gender was associated with significant atiasn the magnitude of postural
change in HR and SpQwith females having a smaller increase in HR during thersesi
to-standing posture change €20.01) and a small increase, rather than a decline, in,SpO
at the recovery supine position, as compared to the inttipine position (P< 0.01) (see

Table[5.3).

5.2.3 Correlations Between Parameters

DCS measurements of’ BF' correlated weakly, but highly significantly, with DOS mea-

surements of HC (R = 0.25, P= 0.008),HbO, (R = 0.30, P=0.002) andHbDif f (R
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= 0.30, P= 0.002) during the supine-to-standing posture change. DE&urements of
rC BF did not correlate with DOS measurementgtif (R = 0.045, P= 0.64).

Mean supine-to-standing changesrii BF were significantly associated with mean
changes in SBP (R 0.30, P= 0.02). Postural changes in frontal cortical BF', THC,
HbO,, andHb were not associated with any of the other systemic hemodirzarameters

during the supine-to-standing position change.

5.3 Discussion

This study provides new insights into the effects of headtfiyng on cerebral hemodynamic
responses to posture change. The main finding of the stutipihealthy aging alters the
magnitude of change in frontal corticAIbO-, but notrC'BF, T HC', or Hb during supine-
to-standing posture change. This age effect was found to@hiéncious, not one that only
becomes significant at the extremes of age. We also demtatstheat posture change sig-
nificantly alters frontal corticatC BF, THC, HbO,, and Hb across the age continuum.
This study also provides the largest cohort of normativecaptlata on postural hemo-
dynamic changes in a healthy population, which can servereeeence for comparative
analysis in clinical, particularly brain-injured, poptitas.
The absence of an age-related effect on the magnitude afnabshanges inC'BF

suggests that aging is not associated with a decline in bhaliaregulatory function, or
more specifically, a decline in the autoregulatory capagitihe anterior cerebrovascular

circulation. However, we did demonstrate that aging atiéesithe magnitude of frontal
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cortical HbO, decline during supine-to-standing position change, atigdhnat is consis-
tent with DOS measurements of posturBlO, changes from a recent CA aging study by
Kim et al[122]. The incongruity between age-related postural ceamy C' B F and HbO,
may be partly explained by considering prior studies thamaestrate an age-dependent
decrease in baseline CBF [145, 126]. Although our opticsiriiment does not measure
absolute changes in CBF, our observation that there is neffget on postural changes
in relative CBF, when considered in the context of a higheebae CBF in younger sub-
jects, suggests that there are age-dependent change®iatal§3BF with posture change.
Specifically, one would expect a larger absolute declineBir Quring supine-to-standing
posture change in younger as compared to older subjectsinsg no change in frontal
cortical oxygen metabolism with posture change [170], gdamagnitude of decline in
absolute frontal CBF during supine-to-standing postusmge may be expected to cause a
statistically significant, but clinically insignificantacrease in the magnitude of decline in
frontal HbO, in young subjects.

Another possible explanation for the incongruity betwege-eelated postural changes
inrC BF andHbO, is that there are age-dependent effects on shunting of laliaaahd the
circle of Willis during posture change. Indeed, a redisttitin of cerebral perfusion to the
posterior circulation during supine-to-head-up tilt postchange has been demonstrated
across the age spectrum [246]. Furthermore, there is TCiepue that posterior circula-
tion, but not anterior circulation, autoregulatory fuoctis compromised in older subjects

[93,218], suggesting that older subjects may be less ahledioect perfusion from the
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anterior to the posterior circulation during posture cleang

Other potential explanations for the difference betweesrratpted postural changes
in rCBF and HbO,, such as age-related postural changes in frontal cortieshlnolic
rate or arterial oxygen saturation, are less likely. Witharel to the former, there is no
evidence to suggest that frontal cortical metabolic rat@tered by posture change even
independent of age. Rather, positron emission tomograpbgrenents have shown that
increased metabolism occurs primarily in the cerebelluisiial cortex and midbrain in
subjects standing still with eyes open, not in the frontéelaortex [170]. Indeed, we
might have expected to observe an age effect on posturajebam// b, independent of any
change inl" HC, if there were an age-related postural change in frontaicadmetabolic
rate. By contrast, we observed statistically significardlides in7T HC' and increases in
Hb during the supine-to-standing posture change that weriasifor all subjects across
the age continuum. With regard to the possibility of agetesl changes in arterial oxygen
saturation, our pulse oximetry data did not demonstrateageyrelated effect on postural
changes in SpO(P = 0.44).

An implication of the observed incongruity between agated postural changes in
rCBF and HbO, is that the hybrid diffuse optical technique provides anaad&ge over
using DOS alone for cerebral hemodynamic monitoring bexd&QS measurements of
HbO, are not adequate surrogates for DCS measurements Bf'. This point is under-
scored by our correlation analyses, which demonstratead & 7 only weakly correlated

with changes il HbO, (R = 0.30, P=0.002),HbDif f (R = 0.30, P=0.002) and’'HC
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(R=0.25, P=0.008) during the supine-to-standing posture change oljh these corre-
lations were statistically significant, the relatively I®walues indicate that microvascular
rC BF responses are only partially explainedB8yO, andT HC' responses. Similar find-
ings were observed in a recent study by Schegtal [204] in which calculation of a blood
flow index using continuous wave DOS in conjunction with ammawenous tracer did not
correlate with!33Xe-SPECT measurements of CBF in a healthy populatios (133, P

= 0.732).

The physiological basis for the weak correlations betwe@8xnd DOS measure-
ments in healthy populations is not completely clear, batmipancies are certainly ex-
pected in clinical populations for whom perturbations intical metabolic rate, intracranial
pressure, arterial inflow, or venous drainage complicaeehationship between CBF and
oxygenation. Indeed, absent or weak correlations betwestugal changes in frontal cor-
tical rC' BF andT HC have previously been demonstrated in acute ischemic gbatients
(R=0.11, P=0.3) [59], as well as traumatic brain injury and aneurysnudlasachnoid
hemorrhage patients (R 0.3, P= 0.01) [120]. These data suggest that DCS measure-
ments of microvascularC' BF cannot be predicted by DOS measurements of microvascu-
lar THC or HbO, in either healthy or clinical populations. The DCS/DOS hglaptical
technique thus may provide a more comprehensive assessiegrebral microvascular
hemodynamics than can be obtained by using DOS alone.

An unexpected finding in this study was the relatively largegnitude of the mean de-

cline inrC BF during supine-to-standing posture change across the ag@eom (25.9¢
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+ 1.5%). Notably, none of our subjects experienced pre-syncopaptoms upon stand-
ing, and the 9% confidence interval of the posturael’ BF' decline (23.3 to 28%8) does
not approach the 40 threshold that is associated with onset of pre-syncopalbsyms

in healthy young and healthy old subjects|[69]. While thexerzo prior DCS studies of
healthy subjects to which our data can be compared, TCDestUdive found declines in
MCA CBF velocity ranging from 15 to 28 in healthy subjects during orthostatic stress
[26,[132[218].

In addition, Kimet al [122] observed an MCA blood flow velocity decline of 16 to
29% immediately following a supine-to-standing posture chgrtbough this decline was
attenuated to 6 to 5 after 5 minutes of standing. Alperet al[5] observed a 17 average
decline in global CBF using a vertical gap MRI during supioesitting posture change in
ten healthy subjects (average age 39 years old). Thougmtimitude of CBF change
is smaller than the supine-to-standing BF' change observed in our study, one would
expect that standing causes a larger CBF decline thangsstinte venous return of blood
to the heart is more compromised in the standing positioshdiuld also be highlighted
that our data pertain only to frontal cortical CBF, and thexay be regional variations in
CBF that contribute differently to the overall effects ofpare on global perfusion. Finally,
the magnitudes of frontal cortic&l bO, change (-3.4:M + 0.3 M) and Hb change (0.8
uM =+ 0.1 M) during supine-to-standing posture change found in ouS@asurements
are consistent with data from prior DOS studies [149, 148fgesting that our optical

instrumentation protocol was not systematically flawed.
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Table 5.4: Comparisons between "young” cohorts in the mteseudy, Mehagnoul-
Schipperet al (2000) and Tachtsidist al (2004).

Variable Study cohort Mehagnoul-Schipper Tachtsidiset al (2004)
et al (2000)

Baseline characteristics and systemic hemodynamics
N 10 10 10
Gender 4M, 6F 4M, 6F 8M, 2F
Age,years 271+ 7.2 27.1+ 6.9 24+ 6
Age rangeyears 221045 22to 45 Not provided
BMI, kg/m? 23.4+ 3.2 21.9+ 3.2 Not provided
SBP,mmHg 110+ 15 118+ 7 Not provided
DBP,mmHg 70+ 10 77+ 6 Not provided
HR, bpm 71+ 13 61+7 Not provided

Supine-to-standing changes in DOS measurements

ATHC, uM -3.1+1.3 0.2+ 4.9 1.0+ 2.93
AHbO2, uM -39+1.1 -1.2+ 5.4 -0.574+1.96
AHb, uM 0.7+ 0.3 1.4+ 2.4 Not provided

In order to further evaluate the validity of our optical inshentation, we performed
a post hoc comparative analysis of our DOS measurementsha#ie of two prior DOS
studies. We selected the ten "young” subjects from our spaghylation whose average age
(27.1 years) and age distribution (22 to 45 years) best nthtchges of the young cohorts
in the Mehagnoul-Schippest al [149] and Tachtsidi®t al [226] studies. The cohorts
from the three studies had similar average BMI (21.9-23/inkyy SBP (110-118 mmHg),
DBP (70-77 mmHg) and HR (61-71 bpm). The supine-to-standosjural changes in the
DOS measurements &fT"HC', AHbO,, andA Hb in our study had distributions that were
broadly overlapping with all of the DOS measurements petéat in the other two studies
except for theA HbO, changes found by Tachtsidi$ al [226] (see Tablé 5l4). While the
results from our study are generally consistent with thesm POS data, two possible
explanations for the small differences may be that the duraif time at each posture

varied between the studies, and the source-detector $igpafar our study was 2.5 cm,
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whereas Mehagnoul-Schippetral [149] and Tachtsidist al[226] utilized source-detector
separations of 5.5 cm and 5 cm, respectively.

The observed 25% decline inrC' BF' is partly attributable to the significant decline in
EtCQO, that was found with postural change across the age speatansistent with previ-
ous studies of EtCOchanges during orthostatic stress![26]. Assuming that Ginges
by approximately 2-% for every mmHg change in EtGJ215], anrC BF change of 4-
8% would be expected from the 2.0 mmHg0.3 mmHg mean decline in EtGGhat was
found in our study population. Also contributing to the karngostural decline inC'BF
is the presumed decline in cerebral perfusion pressurgijtdete increase in MAP that
was measured at the level of the heart. As demonstrated byd-dral [89], even when
MAP measured at the level of the heart remains constant oeases slightly in healthy
subjects during supine-to-standing posture change, tbalated MAP at the level of the
MCA declines by an average of 19 mmHg after 1 minute, and 14 gafter 5 minutes.
Meanwhile, the postural decline in intracranial presssrékiely smaller [5], suggesting
that the overall effect of supine-to-standing posture gean healthy subjects is a decrease
in cerebral perfusion pressure.

We also found significant differences between all cerebrdlsystemic hemodynamic
parameters, exceptfb, SpG, and EtCQ, at the initial supine position as compared to the
recovery supine position. In a post hoc analysis we examihedPearson’s correlation
between cerebral hemodynamic parameters at the two supsigops. This analysis in-

dicated strong correlations (R 0.67-0.76, P< 0.05) for all of the cerebral hemodynamic
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parameters at the two supine positions, suggesting goaddegibility of the DCS/DOS
measurements. These strong correlations are expectad thaethe light paths of DCS
and DOS are similar. Durduraet al [59] recently found a similarly high degree of repro-
ducibility in repeated measurements at the supine positiapopulation of acute ischemic
stroke patients using the same DCS/DOS apparatus. Théicignidifferences in cerebral
hemodynamics at the two supine positions are thereforylj{gysiological in nature, not
due to instrument error. A plausible physiological meckanthat explains these findings
is an "overshoot phenomenon,” whereby cerebral perfusimod volume and oxygenation
all increase transiently when the subject transitions éosthpine position from standing.
It is likely that if we had observed our subjects for longearttb minutes at the recovery
supine positionyC BF, T HC andHbO, would have ultimately trended down to the levels
observed at the initial supine position.

The systemic hemodynamic responses to posture changevetiserthis study are in
general agreement with previous studies showing that agjongficantly alters changes
in HR, but not MAP, DBP or SBP, during posture change [111,]149ur finding that
only SBP correlated strongly with changes B F' during the supine-to-standing posture
change differed from the correlations between posturahgés in HbO, and Hb, and
DBP and HR, found by Mehagnoul-Schipparal [149]. A possible explanation for this
difference is that the standard error of the mean was quitddothe baseline SBP of our
study population, suggesting that our older subjects mag haen healthier than the older

subjects in the Mehagnoul-Schipperal [149] cohort. Additionally, whereas Mehagnoul-
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Schipper compared 18 subjects over 70 years old to 10 sshjecer 45 years old, our
study included only one subject over 70 years of age.

The observed gender effect on several of the cerebral amensizshemodynamic pa-
rameters was a finding for which we did not generate an a grngrothesis. We included
gender effects in our statistical model in order to ensuat amy effects we observed for
age were independent of gender effects. We are not awaréoofspudies of the effect of
gender on cerebral hemodynamic postural changes in a figadfhulation. It is possible
that differences in behavior between the men and women istody population, such as
frequency of exercise, may have affected our cerebral astdis)yc hemodynamic measure-
ments. We consider our observation of gender effects oupdgtemodynamic responses
to be a finding that may form the basis for hypothesis gerarati future investigations of
cerebral hemodynamics.

An important technical consideration relating to our opitiostrumentation protocol is
that we used the same DPF value in DOS measurements for gcssibPrior DOS aging
studies have similarly utilized an age-independent DPB[148, 226], yet Duncaat al
[52] have shown that the DPF may change as a function of ageth&vefore performed
a post hoc analysis to determine whether the utilizationge-gpecific DPFs from the
Duncanet al [52] study would alter our results. For our youngest subf26tyears old),
DPFs of 6.06 and 5.39 were used for the 690 nm and 830 nm wayklealculations. For
our oldest subject (78 years old), DPFs of 7.62 and 6.87 wssd.uThe postural changes

in HbO, and Hb that were calculated for our oldest and youngest subjengubkiese age-
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specific DPFs all had error bars that included the postuexigés that were calculated with
our standard DPFs of 6.51 (at 690 nm) and 5.86 (at 830 nm)etefbre appears that the
utilization of age-specific DPF values would have had |gtibstantive effect on our results
and would have made it difficult to compare our findings wittopPOS studies that used
age-independent DPF values.

Another technical consideration in optical studies of bembhemodynamics is vari-
ability in skull thickness and cerebrospinal fluid (CSF)dayhickness between subjects.
Okada and Delpy [168] demonstrated with a Monte Carlo sitrarilanodel that variations
in skull thickness and CSF layer thickness may alter the Dé&8ation volume. In an-
alyzing our results to derive physiological property vaoas, we have assumed that the
interrogated brain tissue volumes are determined soletisbyie optical properties and are
not age or gender dependent. We do not believe that skukrtess is a factor for our
measurements or conclusions. Skull thickness has beemsioovary randomly between
subjects in an age-independent and gender-independenemdB7] and would not there-
fore be expected to confound an analysis of age-relatedi@dsthanges in the optical
signal. On the other hand, cerebral cortex thickness hasdiemvn to decrease [199, 185]
and CSF layer thickness to increase [161, 84] as a functiagefrelated cerebral atrophy.
Similarly, gender may also affect the scalp-to-brain dis&g with women being found to
have smaller age-related changes in intracranial CSF vwhmd left hemispheric atrophy
than men[[84]. Finally, intracranial CSF volume may changerd) posture changes![5].

From an experimental standpoint, serial radiological imggf all subjects at different
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postures to determine inter-subject or postural variatinrskull and CSF layer thickness is
impractical. Thus, it is extremely difficult to discern whet a substantive systematic error
in our study could have been introduced by these age-, geadeosture-related detec-
tion volume physiological changes. Nevertheless, we expeceffects of these potential
methodological errors to be ameliorated by the fact thah eaibject effectively acted as
his or her own control. The importance of absolute detectanme is reduced because we
are probing the relative changes in cerebral hemodynamtbgisame volumes at different
postures. As a result, many of the random physiologicateffthat modify the absolute
optical signals are self-normalized. We therefore belignag the present study, as with
other optical studies, is accurate to within the methodgkldimitations of diffuse optics
[96].

Another consideration in optical measurements of cerdimaiodynamics is the pos-
sibility of extracranial blood flow influencing the opticagsal. Our analysis implicitly
assumes that measured differential signals are due onlyrtical tissue responses. With
our present probe-pad configuration, we believe that tisesebstantial evidence to suggest
that the potential effects of scalp blood flow are minimaleviRvus studies performed by
our laboratory with the same probe apparatus and souregetdeseparation have validated
DCS measurements of rCBF in critically ill adults using atablshed tool for measuring
CBF, Xenon-CTI[[120], and have demonstrated in acute strakergs that postural changes
in rC BF differ significantly between the infarcted and non-infactterebral hemispheres

[59]. Postural changes in scalp blood flow, which would beeexgd to be similar on
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the left and right sides of the head, cannot account for thieved association between
the presence of infarction and unilateral alterations istp@l rCBF changes. Together,
these studies performed in clinical populations indichét DCS investigates cortical CBF
despite potential confounding by scalp blood flow changes.

It should also be noted that our optical instrumentatioriquol was designed to pro-
vide an assessment of postural changes in cerebral hemudymanot an assessment of
static or dynamic CA. Static CA is measured by comparing CBiwa steady states after
an isolated change in MAP. Dynamic CA has been quantifiedgusivariety of different
methodologies, such as by measuring the degree to whicle atamipulations in MAP
impact CBF, the speed with which CBF returns to baseling afiehange in MAP, or the
transfer function between spontaneous oscillations in MA® oscillations in CBF [236].
In contrast to static CA or dynamic CA protocols, our posttinange protocol produced
additional physiological changes in HR, Sp@nd EtCQ, not just changes in MAP. We
chose this protocol because posture change is an inteswahtt is commonly performed
to alter cerebral perfusion in the clinical setting, and \pedifically aimed to provide a
normative data set for comparative studies between hepattpylations and clinical popu-

lations.

5.4 Conclusion

In summary, this study suggests that healthy subjects stihesage spectrum experience

significant postural declines in frontal corticel’ BF but that aging does not alter the
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magnitude of this posturalC B decline. We demonstrated that hybrid diffuse optics can
be readily used for studying healthy populations in natpositures, and that DCS provides
cerebral hemodynamic data that cannot be obtained from Dé&&unements alone. Our
optical data also provide normative values of frontal @aitmicrovascular hemodynamics
across the age spectrum, to which pathological values caarbpared in future studies of

brain-injured populations.
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Chapter 6

Use of DOS/DCS in the Neurocritical

Care Unit

Severe brain injury can profoundly disturb cerebrovascalgoregulation and neuronal
metabolism[[242, 45, 214, 49,197]. Over%®f the estimated 1.5 million people who
sustain a traumatic brain injury (TBI) each year in the UshiBtates are hospitalized, and
the direct and indirect costs for TBI patients totaled agpnately 60 billion dollars in
2000[128| 68]. In addition, more than 27,000 people in theddiStates suffer aneurysmal
subarachnoid hemorrhage (SAH) each year, and abdiit gfthospitalized patients die
within 1 month of admission [107, 175, 198].

Importantly, the extent of secondary injury, more so thaat tf the primary injury, can
play a crucial role in ultimately determining outcomel[32,314/ 40| 82]. After the initial

ictus, patients are susceptible to secondary injuries e/pashophysiology often involves
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disturbed autoregulation. Thus, cerebral oxygenationiatndcranial pressure monitoring
is commonly performed in neurointensive care units to itaté diagnosis and treatment of
secondary injuries in severely brain-injured patients.

In TBI patients, post-traumatic edema and contusion expardten leads to intracra-
nial hypertension and a subsequent drop in cerebral bload(fi8F); SAH patients are
at risk of rebleeding and vasospasm, both of which can leaénebral ischemia, edema,
and intracranial hypertension [203, 179, 1108,1227, 11].réhirmodalities for continuous
monitoring of intracranial pressure (ICP) and cerebrafyson pressure (CPP) require in-
vasive introduction of pressure transducers into the panenchyma or lateral ventricles.
Though these invasive ICP monitors provide a surrogate uneasent of CBF, non-invasive
continuous bedside monitors of CBF are lacking. Existirpteques for measuring CBF
in patients include 'fO]-PET, single photon emission computed tomography (SBECT
gadolinium-enhanced perfusion magnetic resonance irggdiiRl), and arterial spin la-
beled bolus tracking perfusion MRI (ASL-MRI). All of thesedhniques require the patient
to be transported within the hospital, an activity which eandifficult or even dangerous
to the patient[221, 134, 256].

Xenon-enhanced computed tomography (Xenon-CT) has ftgdstome more trans-
portable to patient rooms, but is not a continuous CBF meg&%6, 35/ 51]. Two more
portable techniques are currently used to monitor CBF naptisly at the bedside. Tran-
scranial Doppler (TCD) ultrasonography is a valuable tbat,its capabilities are limited

to observing large vessel behavior, which is not always aorate surrogate for microvas-
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cular perfusion([221], 159]. Thermal diffusion flowmetry (FPphas also been gaining
popularity in neuro-intensive care units [235, 195,1211je Orawback of TDF is that, like

intracranial pressure monitors, it is an invasive tool tine¢ds to be placed into the brain
parenchyma. Thus, a continuous, non-invasive monitor afewascular cerebral blood

flow is still lacking in the neuro-intensive care unit.

In this study, we evaluated the clinical utility of DOS and ®@ patients with severe
brain injury by validating DCS measurements of CBF with Xer@rl, and DOS mea-
surements of cerebral oxygenation with invasive Licox namsi We hypothesized that
changes in CBF and oxy-/deoxyhemoglobin concentratiomduread-of-bed manipula-
tions, induced hyperoxia, and pressor administration dibel non-invasively detected by
our hybrid DCS/DOS optical instrument, and that DCS/DOS sneaments would corre-
late with simultaneous measurements of CBF, Bl@QCP by other techniques.

Brain-injured patients are a particularly challengingidal population because of their
heterogeneous condition and susceptibility to seconaguyyi. To support the use of our
hybrid diffuse optical monitor for such a population, we @avwcluded in this paper a study
of validation against xenon-CT during a blood pressurelehgk. After comparison with
xenon-CT, we began assessment of the applicability of thieadpnstrument to measure
changes in CBF and oxygenation in patients during changead kelevation and during
induced hyperoxia. These two interventions are commondy uis the critical care unit,
often invoking a large response in patient hemodynamicees By current invasive mon-

itors. Throughout the study, we hypothesize that the noifals# optical devices will
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provide continuous, non-invasive CBF and oxygenationriméttion for this population at

the bedside.

6.1 Head-of-Bed Manipulation

It is common clinical practice in the neurocritical care tuim manipulate patient head-
of-bed angle as a strategy for altering intracranial pnesg§iCP) and cerebral perfusion
[60, 64]. The efficacy of head-of-bed manipulation for impng cerebral blood flow
(CBF), however, is not well-understood. Reduction of ICRgloot always lead to an
increase in cerebral perfusion pressure (CPP)[60,255/188 67], and even when CPP
increases with head elevation, the link between CPP and @BIeepend on head-of-bed-
position [160] and cerebrovascular resistance [43]. Thimsmex relationship between ICP,
CPP and CBF may explain why no single optimal CPP has beenedefiim the severely
brain-injured patient[243], and why ICP- and CPP-targatéerventions sometimes fail to
improve outcome [115, 33, 41]. Since recovery of neurolaigienction may depend more
directly on tissue perfusion [171] than on ICP or CPP, it isidble to develop new tools
that directly measure CBF in the neurocritical care unit.

The current lack of understanding about the relationshipvéen head-of-bed posi-
tion and CBF is largely attributable to the absence of arcéife and convenient method
for measuring CBF at the bedside. Conventional imagingriecies capable of measur-
ing perfusion such as computed tomography (CT), positroisgon tomography (PET),

and magnetic resonance imaging (MRI), are mainly suitedhfi@aging in prone or supine
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positions, do not offer the possibility for continuous m&asnent of CBF, and are of-

ten unfeasible for single time-point perfusion measurdmienclinically unstable patients.

Similarly, current "bedside” techniques for monitoring EB~hich include transcranial

Doppler (TCD) ultrasonography [63], thermal diffusion B}3and laser Doppler flowme-

try [124], have significant limitations. TCD ultrasonoghgpmeasures large vessel flow
velocities that do not necessarily reflect microvasculafyseon [184], and although ther-

mal diffusion and laser Doppler flowmetry monitor microvalse perfusion, routine use of

these techniques is limited by their invasive nature.

Diffuse correlation spectroscopy (DCS) is a novel optieghnique for probing con-
tinuous changes in regional microvascular blood flow. DCGfzas non-invasive near-
infrared light sources and detectors to track rapid temgtretuations of light intensity
in brain tissue that arise when light is scattered by movedyblood cells. The method
derives a blood flow index{ F'T) from these intensity fluctuations whose trends have been
shown to correlate well with blood flow in both animéls [15@,260, 225, 264, 27, 156]
and humans [120, 24, 191,/58, 261, 265]. TBi8I is readily used to calculate relative
CBF (rCBF), i.e. blood flow variation relative to a baseline measunem¥alidation of
DCS-measuredC' BF in adult patients with severe brain injury has been carrigdagth
concurrent xenon-enhanced CT during induced manipustdilood pressure and arte-
rial CO, [120]. In addition, CBF responses during head-of-bed maatmpn have been
studied with DCS in both healthy [61] and ischemic strokeydations [59| 155]. In these

early studies, DCS was combined with a more establishedaggchnique called near-
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infrared spectroscopy (NIRS), also known as diffuse opsgectroscopy (DOS). DOS
uses wavelength-dependent light attenuation to measmaentration changes in oxyhe-
moglobin A HbO,), deoxyhemoglobind Hb), and total hemoglobinXT H C') concentra-
tions. Our hybrid optical instrument employs both techesaoncurrently.

The primary aim of the present study is to use DCS/DOS to measrebral hemo-
dynamic changes in severely brain-injured patients duaisgmple clinical intervention:
head-of-bed lowering. Importantly, this patient group iffedent from those in the previ-
ous clinical studies of head-of-bed positioning descrifeolve. We compare postural CBF
responses in brain-injured patients to those of healthyestdy and we assess posture-
induced correlations of DCS-measured BF' and DOS-measured HbO,, AHb, and
ATHC versus other measured parameters such as ICP and CPP. Athengxpecta-
tions, we hypothesized that continuous optical monitodiiging head-of-bed lowering
would reveal differences in postural’ BF' in the brain-injured patients versus the con-
trols. Note that this section is based on a paper that hasdmzpted for publication in

clinicial journalNeurocritical Care[121].

6.1.1 Methods

All subjects in the brain-injured cohort were adultsl@ years) receiving care in the neu-
rointensive care unit at the Hospital of the University ohRgylvania for subarachnoid
hemorrhage or traumatic brain injury. Each study was peréar at the patient bedside us-

ing protocols approved by the Institutional Review BoarthatUniversity of Pennsylvania.
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Written consent was provided by the subject (if able) or byracgate.

Comparison data in healthy controls was obtained from aiguewstudy that included
optical monitoring of head of bed positioning on 60 healtbiumteers([61]. Adult subjects
were included in the healthy cohort if they had no historyygiértension, diabetes mellitus,
hyperlipidemia, atrial fibrillation, congestive heartltae, coronary artery disease, previ-
ous myocardial infarction, prior stroke or transient isoieattack, carotid artery disease,
smoking within the past 5 years, pulmonary disease, resabdie, or recent administration
of vasoactive medications. Subjects were chosen to be gematehed, since we previ-
ously found gender (but not age) to have an effect on fromtdical hemodynamics during
posture change [61]. Written informed consent was proviaedll control subjects, and
the controls were studied at the Hospital of the UniversitiP@ennsylvania with protocols
approved by the Institutional Review Board.

Optical Instrumentation. The optical instrument was a custom-built, hybrid device
containing both DCS and DOS modules (see Se¢tion]3.1.1).DB® module uses two
long-coherence-length, continuous-wave 785 nm lasegs{@lraser Inc., Reno, NV), two
4-channel avalanche photodiode arrays (Perkin Elmer, dzgrfar single-photon detec-
tion, and an 8-channel multi-tau autocorrelator board K&ator.com, Bridgewater, NJ)
to compute the temporal intensity autocorrelation fundioThe homodyne, frequency-
domain DOS module employs three laser sources with waviiergg5, 785, 830 nm, as
well as two photomultiplier tubes for light detection. A gia frame of DCS data was

acquired every 6 s, followed by a 1 s DOS data collection waterThe data acquisition
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rate was therefore one frame of DCS + DOS every 7 s. Both ntaaémploy optical
fibers that affix to a black foam probe pad with source-detesgparations of 2.5 cm. This
separation distance ensures that light can penetrate tbsdbplow the tissue surface of
approximately 1.0 to 1.5 cm, a depth sufficient for light tadle the surface region of the
adult human cortex [120, 57]. Further theoretical and texdimletails about diffuse optics
can be found in recent reviews [55, 154, 157].

DCS data analysis employs a physical model to extract axiotlecal, microvascular
relative blood flow and has been previously described![142,/16]. All optical data were
reviewed for motion artifacts prior to analysis, and epochslata were excluded from
further analysis, if excessive noise produced low-confideralues of thés F'1. For DOS
analysis, changes INHbO,, AHb, and AT HC were calculated using a modified Beer-
Lambert law that utilized changes in signal amplitude at&tion at each wavelength, as
well as the subject’s age-dependent differential pathttefactor [52]. Complete details
about DCS and DOS analyses have been previously publisbg84].

Optical Protocol during Head-of-Bed ManipulatiorMost often, two optical probes
were affixed to both sides of the forehead equidistant froenntidline, in order to mea-
sure hemodynamic changes in the frontal poles of the leftrayid hemispheres. Note,
two of the early patients provided unilateral data only assalt of restrictions in optical
probe size; later versions were more compact, and thustalgprobes were used. For
the unilateral measurements, a probe was placed on eithéeftor the right side of the

forehead.
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Head elevated
at 30° Head flat

5 min 5 min

Figure 6.1: Protocol for head-of-bed manipulation. Thejettistarts at a baseline head-
of-bed elevation 080° for 5 minutes. Then the head-of-bed is lowered flat over abpesf
30 seconds, and the subject rests supine for another 5 minute

During the measurements, a black opaque cloth was placedtm@robes to shield
them from ambient light. Once adequate optical signal wadiroed, continuous measure-
ments ofrCBF, AHbO,, AHb, and AT HC were made. The head-of-bed intervention
protocol is depicted in Figuife 8.1. The subject was iniiglbsitioned at a baseline head-
of-bed elevation o80°, wherein he/she rested quietly and still for 5 minutes. Taada
of-bed was then lowered to the supine positiot) ever a period of 30 seconds, and the
subject rested there for another 5 minutes. For the brgimed patients, this intervention
was repeated consecutively up to three times, and in orde@mine longitudinal changes
in frontal lobe hemodynamic response, for up to three measent episodes usually on
consecutive days. Data from these multiple days were agdralghe healthy subjects were
monitored on a single day, all bilaterally, with th@’-to-0° protocol performed once.

Monitoring of ICP, CPP and PbtQin Brain-Injured Patients.Cerebral and systemic
physiological parameters were monitored as part of routare for patients in the neu-

rocritical care unit. ICP was monitored either by an exteugatricular device or using
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a fiberoptic intraparenchymal catheter (Camino-MPM1;drad_ifeSciences, Plainsboro,
NJ). ICP transducers were zeroed at the level of the tragi? Was then calculated as
the difference between mean arterial pressure (MAP) andRP@ér to study enroliment,
select patients underwent placement of a continuous hissoe oxygen partial pressure
(PbtGs) monitor (LicoxR CMP; Integra LifeSciences, Plainsboro, NJ) at the disoretif
the treating clinician. The PbtOnonitor consisted of a polarographic Clark-type electrode
inserted into cerebral white matter.

Monitoring of MAP and Heart Rate (HR) in Brain-Injured and i@ml| Subjects.In
brain-injured subjects, MAP and HR were measured contiglyoda a radial arterial-line
that was zeroed at the phlebostatic axis throughout the/.stdhealthy controls, continu-
ous measurements of MAP and HR were monitored using a n@sive/plethysmographic
device (Finapres Medical Systems, Finometer Pro Model 1st&ndam, The Netherlands)
whose probe was secured to each subject’s right third finrgeradjustable armrest was
used to keep the subject’s right third finger at the level &f tleart at each head-of-bed
position.

Statistical AnalysisMean changes in each cerebral and systemic physiologicaipa
eter due to head lowering were computed from continuous-senges data by taking the
average ()) during the 5-minute time periods(.) at head-of-bed0° as baseline for com-
parison against the 5-minute supine time perige)( Periods were defined as those data
measured after the optical signal had stabilized, with aladluring the head-of-bed tran-

sition and all motion artifacts excluded from the analyBigferential values for DOS data
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(AHbO9, AHb, AT HC) as well as for systemic vitals (HR, MAP, ICP, etc.) were dadin
as

AY = (¥ (toe)) — (¥ (fa00), (6.1)

with Y representing the parameter of interest. For DCS data, &ip&age change from

baseline was employed to computé B F':

(rCBF(tg)) — (rCBF(ts00))

rCBF =
<’T’CBF(t300 )>

(6.2)

A two-tailed Student’s t-test was used to determine whdtiepbserved changes were
different from zero, and a one-way ANOVA was used to test Wwhiethe cerebral hemo-
dynamic responses of brain-injured patients differed ftbase of healthy subjects. When
both left and right frontal pole data were available, a Raa@sscoefficient was used to as-
sess correlations between bilateral measurement§&' &', AHbO,, AHb, ATHC. A
Pearson’s coefficient was also used to assess correlattwsdn-C' BF, CPP, and ICP.

P-values less than 0.05 were considered to indicate statistgnificance.
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Table 6.1: Patient clinical characteristics.

bM

No. | Gender | Age Injury SAH Study | Admission | Study Imaging
Severity | Day(s) GCS GCS Findings
1 M 28 | ICH + SAH N/A 2,3 7 7,8 Arteriovenous malformation-associated left temporal
ICH with SAH

2 M 58 TBI N/A 11,13 15 3,5 Acute traumatic SAH, left subdural hemorrhage,
and hemorrhagic contusion

3 F 52 SAH HH2/F3+4 | 12,13 14 10,11 Left PCA aneurysm, diffuse vasospasm

4 M 40 SAH HH3/F4 | 8,9,10 7 7,7,3 ACOMM aneurysm, intraventricular hemorrhage,
left MCA/ACA vasospasm

5 M 60 TBI N/A 2,3 3 3,4 Bilateral frontal and temporal contusions, multiple

frontoparietal parenchymal hemorrhages
6 M 51 TBI N/A 4,6 14 6,7 Contusions in bilateral frontal and left temporal lobes,
traumatic SAH, parenchymal hemorrhage in frontal lobes

7 F 62 SAH HH1/F3 9 15 8 Right MCA aneurysm, bilateral ACA and right MCA vasospas

8 M 18 TBI N/A 2 3 7 SAH along right cerebral convexity, subdural hemorrhad@sc
bilateral frontal convexities

9 M 46 SAH HH1/F3+4 9 14 6 ACA and left anterior choroidal artery aneurysms, diffuse

vasospasm (right left hemisphere)
10 F 44 SAH HH4/F3+4 8 4 10 Posterior inferior cerebellar artery aneurysm, vasospzfsm
distal vertebral arteries bilaterally

ICH, intracerebral hemorrhage; TBI, traumatic brain igj8AH, subarachnoid hemorrhage; GCS, Glasgow Coma ScéteHidnt-Hess Score; F, Fisher
Grade; N/A, not applicable; MCA, middle cerebral artery;AG@nterior cerebral artery; PCA, posterior cerebral rtaCOMM, anterior
communicating artery



6.1.2 Results

Patient and Control Characteristicstable[6.1 summarizes all clinical and study data for
the brain-injured cohort. A total of ten patients (sevenesathree females) were included
in the study, with a mean age of 46 years (range, 18-62 ydax® patients were admitted
for subarachnoid hemorrhage (SAH) due to ruptured aneyrj@m for traumatic brain
injury (TBI), and one for an arteriovenous malformation (Ayassociated intracerebral
hemorrhage (ICH) and SAH. For the TBI patients, the medianission Glasgow Coma
Scale (GCS)[[229] score was 9 (range, 3-15), while the mestiaaly day GCS score was
5 (range, 3-7). For the aneurysmal SAH patients, the Huns ldiessification gradé [104]
was 1 (n=2), 2 (n=1), 3 (n=1), or 4 (n=1). The timing of optidalta acquisition for the
patient cohort ranged from post-injury day 2 to 12 and the G€&fse for patients on the day
of data acquisition ranged from 3 to 11. One patient was stldn 3 separate occasions,
five patients on 2 occasions, and four patients were studied.oData from all episodes
of measurements were included in analysis. ICP was mouiforeall patients (seven via
external ventricular drain, three via intraparenchymaheter), and eight patients had a
brain tissue oxygen monitor in place during the study. Thamage for the ten healthy
controls was 39 years (range, 24-55 years; seven males/fdmales).

Physiologic Responses to Head-of-Bed Manipulatior.the brain-injured cohort, ICP
changed significantly (B 0.002) as the head-of-bed was lowered fraoh (11.2+ 4.3
mmHg) to0° (16.8+ 9.5 mmHg), but CPP, PbtOMAP and HR did not. Measurements

of ICP, CPP, Pbt@ MAP and HR in the brain-injured cohort at each head-of-besltfpn
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Table 6.2: Effects of head lowering on cerebral and systettats in brain-injured cohort.

Parameter Head-of-Bed Position Change from | P-value
30° | 0° 30° to 0°

ICP,mmHg 11.2+4.3 16.8+9.5 5.6+ 8.1 0.002
(3.8t019.5) | (3.3t049.7) | (-8.1t030.2)

CPP,mmHyg 95.1+22.8 88.2+25.5 -6.9+12.9 0.218
(59.9t0 136.6)| (42.0to 137.8)| (-44.51t0 23.3)

PbtG,, mmHg | 47.5+ 35.0 37.1+19.8 -10.4+18.0 | 0.142
(8.5t0 196.5) | (19.4t0 101.6)| (-94.9t0 11.5)

MAP, mmHg | 106.74+23.4 | 105.0+ 23.3 -1.84+8.3 0.738
(67.8t0 151.0)| (64.0t0 144.3)| (-15.5t0 26.9)

HR, bpm 84.3+ 19.5 85.94 18.7 1.6+4.2 0.712
(54.2t0 118.4)| (56.0t0 121.0)| (-6.0to0 15.9)

Values listed as meah SD, with range in parentheses; P-values from one-way AN#A t

Table 6.3: Effects of head lowering on systemic vitals inltigecohort.

Parameter Head-of-Bed Position Change from | P-value
30° | 0° 30° to 0°

SYS,mmHg 137.4+11.4 134.6+ 10.5 -2.8+8.0 0.581
(117.8t0 157.3)| (113.3t0 144.9) (-13.7 t0 13.4)

DIA, mmHg 78.94+ 9.9 75.84+ 10.0 -3.0+6.8 0.505
(63.5t093.7) | (58.5t086.7) | (-14.7t011.1)

MAP, mmH g 102.4+9.8 99.44+ 10.4 -3.0+7.0 0.513
(88.5t0119.3)| (83.9t0112.2)| (-13.9t0 11.1)

HR, bpm 68.84+ 9.6 68.54+ 10.6 -0.2+3.1 0.957

(53.3t082.7) | (50.9t082.2) | (-4.1t07.6)

Values listed as meah SD, with range in parentheses; P-values from one-way AN#A t
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Table 6.4: Effects of head lowering e’ BF', AHbO,, AHbandAT HC'in brain-injured
versus healthy cohorts.

Parameter | Brain-Injured Healthy P-valuef, P-valuef, | Difference b/w
(n=10) (n=10) Brain-Injured Healthy Groupstt
rCBF, % 0.3+ 28.2 18.6+9.4 0.938 <0.001 0.006
(-49.210 90.0)| (2.1to 34.0)
AHbO2, uM 50+45 23+1.8 <0.001 <0.001 0.010
(-6.3t014.2) | (-0.2t05.3)
AHb, uM 13+1.8 0.5+ 0.7 <0.001 0.005 0.059
(-3.0t07.1) | (-0.6t02.1)
ATHC, uM 6.3+6.0 28+20 <0.001 <0.001 0.012
(-9.3t020.4) | (-0.2t0 7.4)
Values listed as meah SD, with range in parenthesg®-values from two-tailed Student’s t-test;

t1P-values from one-way ANOVA test.

are summarized in Table 6.2. None of the systemic vital sigreduding HR and MAP,
changed significantly for the healthy controls (Tdblé 6.3).

The population-averaged DCS and DOS results for the healidybrain-injured co-
horts are reported in Tahle 6.4. Positional change<iB F' (18.6% + 9.4%, P < 0.001),
AHbO, (2.3uM +1.8uM, P < 0.001),AHb (0.5:M =+ 0.7 uM, P = 0.005), andAT HC
(2.8uM + 2.0uM, P < 0.001) all reached significance for the healthy control#) Wwead-
of-bed lowering causing an increase in each physiologiaemeter.A HbO,, AHb and
ATHC increased for the brain-injured group as well{@®.001); however, no net change
in rCBF was observed, and there was a large inter-subject vari&n8®g - 28.2%, P
= 0.938). Figuré 6]2 shows box plots comparing postural cesiyC BF and AT HC
between the two groups.

All optical parameters except fak Hb showed a significantly different postural re-
sponse between the patient and healthy groups@®2). The most marked difference was

seen for CBF responses €0.006). Correlation analysis of left versus right hemisphe

178



rCBF ATHC

p = 0.006 a5 | p=0012 i
100 | .
+
+ 20+ + .
-
T 18} : .
a0 : 8 |
| 10} ! 1
= | 1 =
| = T
5t -
i ]
ar - . | |
0F | A i
|
| i
| Sy + 1
| ¥
o o 1 op_© -
Brain-Injured Healthy Brain-Injured Healthy

Figure 6.2: Box plots showing (left) DCS-measured relatgeebral blood flow«(C B F)
and (right) DOS-measured total hemoglobin concentrati@mges AT HC) in a group of
brain-injured patients versus gender-matched healthyralsrduring a head-of-bed low-
ering. Note, the large spread of values around zero for thiergagroup is qualitatively
different than the group response of the healthy subjegsaeslight CBF increase. THC
increases in both groups, with the patients’ response agdiibiting significantly larger
variance, and, on average, a greater magnitude.
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responses to postural change also revealed a differeneedrethe cohorts. Specifically,
left and right frontal cortex measurements showed strongladion in healthy subjects for
rCBF (R=0.94, P< 0.001),AHbO, (R = 0.85, P=0.002), andATHC (R = 0.75, P=
0.013). In contrast, optical measurements in the left agiat frontal lobe cortices did not
correlate significantly for the brain-injured cohort{BF': R = 0.27, P= 0.146;A HbO:
R=0.22, P=0.249;AHb: R=-0.04, P=0.817;ATHC: R=0.09, P= 0.639).

We also observed a moderate but significant correlatioa (R40, P< 0.001) between
change in CPP and”' B F, but no correlation withrC' BF was seen for ICP (R -0.15, P
= 0.213). Also, Pbt@did not correlate with any DOS parameters. While the magseitu
(i.e. absolute value, disregarding sign)@f BF change was found to have a negative
association with patient GCS score on the day studied (B.42, P< 0.001), this was not
the case for the DOS parameterfsH{bO,: R =-0.19, P= 0.118;AHb: R =-0.01, P=
0.907;ATHC: R=-0.18, P=0.152).

Similarly, as seen in Figute 6.8C' BF’ was the only parameter that could differentiate
between SAH and TBI patients P0.008). For patients with SAH (including the one with
AVM), there was a difference between rCBF responses medsureéhe side of ruptured
aneurysm versus the contralateral side<(B.001). In comparison, there was no difference
when comparing left and rightC BF responses for TBI patients. Also, the number of days
after injury inversely correlated with the absolute magaé of»C' B F' change with head
lowering (R= -0.30, P= 0.012), but not with DOS parameters.

We present one case example of a 40-year-old male SAH péhent4) studied over
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TBI versus SAH patients and (right) SAH patients’ hemisplt@raneurysm rupture versus
contralateral hemisphereC' B F differed significantly between both sets of measurements,
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Figure 6.4: Case example data over three consecutive dagsdB8d 10 days after injury)
for a 40-year-old male subarachnoid hemorrhage patient fllevho suffered a ruptured
aneurysm in his anterior communicating artery. The verticéted line indicates the mo-
ment at which the patient’s bed was lowered from 30 degreélattoThe Glasgow Coma
Scale was 7 on days 8 and 9, and 3 on day 10. Each figure showgettaged result of
time-series data from three head lowering interventiongfprC' B F, (b) AT HC', and (c)
changes in ICP and CPP. 182



three consecutive days. Cerebral angiography identifiaptaired aneurysm in his anterior
communicating artery that was clipped on post-bleed dayidure[6.4 shows time-series
results, averaged over three head-of-bed lowering evergach day, for three consecutive
days (days 8, 9 and 10). The patient's GCS was 7 on days 8 anutd93 an day 10.
On day 7, the patient had moderate right middle cerebralya(iCA) and basilar artery
vasospasm, as well as mild left MCA vasospasm. On days 8 dahd patient had moderate
right MCA vasospasm and mild-to-moderate bilateral cdreiphon vasospasm. On day
9, the patient also had mild bilateral posterior cerebredrgr(PCA) vasospasm:C BF
(Figure[6.4a) in the left hemisphere decreased with pasitfange to supine on all three
days, whilerCBF in the right hemisphere did not change on days 8 and 9, and then
increased on day 10. Left frontadT HC (Figure[6.4b), on the other hand, showed no
change or even a decrease on days 8 and 9, but then sharggsadron day 10. These
THC findings are in contrast to the right frontal cortex, iniethAT HC increased with
head-of-bed lowering on all three days. Figureg 6.4c showsd@d CPP data for this case,
with an ICP increase and CPP decrease on days 8 and 9, and alet@fase and CPP

decrease of reduced magnitude on day 10.

6.1.3 Discussion

In this study, we employed a novel optical methodology tlwahlines DCS and DOS to
measure cerebral hemodynamic changes during an intesmectdimmonly performed in

the neurocritical care unit: head-of-bed manipulationr fihdings suggest that the effect
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of head-of-bed lowering on microvascular’ B F' differs in brain-injured patients as com-
pared to healthy adults. Whereas frontal cortigdlB ' consistently increased in healthy
subjects when lowering the head-of-bed frdof to 0°, we found significant heterogeneity
in cerebral hemodynamic responses to posture change enpatwith severe brain injury.

In addition, we observed substantial variation in hemisighresponses to posture change
in the brain-injured cohort, possibly due to the spatiathmgeneity in their disease. This
intersubject and intrasubject (i.e. hemispheric) valighin »C BF responses to posture
change suggests that optimization of cerebral perfusiompétients in the neurocritical
care unit may require an individualized approach to CBF rganeent. Our results provide
also preliminary evidence that the DCS/DOS hybrid devioge#i-suited to provide non-
invasive, continuous hemodynamic monitoring that has thtergial to optimize cerebral
perfusion on an individualized basis.

The observed difference between positional rCBF changekearbrain-injured ver-
sus healthy cohorts is consistent with prior studies of mlehemodynamics that have
demonstrated impaired cerebrovascular autoregulatiseverely brain-injured patients
[172,162,45] 109, 127, 183]. Furthermore, the variabilityfrontal cortical cerebrovas-
cular responses to posture change observed in the braireéhgohort is consistent with
similarly heterogeneous results in prior studies that eraththe effect of head-of-bed
position on CBF.

Shenkin et al. measured absolute CBF via the Kety-Schmidt technique at both®

and20° in six patients with elevated ICP due to brain tumors, findimgf CBF was lower
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at20° by an average of 30 [209]. These findings suggested that the head-up positisn wa
detrimental because of decreased cerebral perfusion.nlinasd, Feldman et al. recorded
absolute CBF (also employing the Kety-Schm\ technique), CPP, and ICP in 22 head-
injured patients ai° and30°, and found significantly lower ICP at head-of-b#it but no
overall change in CPP and CBE [67]. As in our study, they distaéd that head-of-bed
angle did not have a significant effect on group-averaged @BB+ 16.9 mI/100 g/min
at30°, 48.9+ 20.4 ml/100 g/min af°), and their subjects experienced heterogeneous CBF
responses ranging from increased to decreased perfuspecifi8ally, five patients had
values of supine CBF that were 5 ml/100 g/min or more gredtan their CBF aB0°,

and this subgroup had significantly different changes in Gigfebral metabolic rate of
oxygen, and cerebrovascular resistance than the othentsevepatients.

Lastly, Moraine et al. measured CBF with the continuoustioslilution method, CPP,
and ICP in thirty-seven comatose patients at head-of-bgl@sir, 15°, 30°, and45° [16Q].
CBF was higher at° (46.3+ 4.8 ml/100 g/min) than at0° (32.4+ 2.8 ml/100 g/min),
which constituted a relative difference of 43 ICP also decreased with raised head-of-
bed, but again with no change in CPP. Our study thus addsdo g@ridence and suggests
that there may not be a single head-of-bed position thattimapfor maximizing cerebral
perfusion in brain-injured subjects in the neurocriticalecunit. With regard to the healthy
cohort findings, several prior studies have similarly obsdrthat CBF and cerebral blood
flow velocity via transcranial Doppler increase as the hdachealthy individual is lowered

[59,[26,5].
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The heterogeneous frontal cortical' BF' responses to postural changes observed in
the patients in this study are also consistent with a prioSIBOS study in which patients
with acute ischemic stroke were found to experience vagiabhbnges in frontal cortical
rCBF during posture changé [69]. In this prior studyy@BF reduction after head-
of-bed lowering occurred in four out of seventeen acutekstqmatients — a "paradoxical
response” for which a definitive pathophysiological medsiancould not be determined.

One possible explanation fo” BF' reduction after head-of-bed lowering is increased
ICP, but in the present study, we did not find a significantelation between changes in
ICP andrC BF response. CPP changes, however, were moderately codreldaberC' B F'
responses. This observation is consistent with prior stuslhowing that CPP-guided man-
agement may be more effective than ICP-guided managem@nomioting tissue perfu-
sion, and thus improving clinical outcomes [259]. Yet theeace of a strong correlation
between CPP and frontal cortical CBF underscores the difficu predicting CBF from
CPP measurements and reinforces the need for direct miogitirmicrovascular CBF to
guide therapies in the neurocritical care unit.

Similar to our study, Moraine et al. demonstrated that threetation between CPP and
CBF is not always strong, but rather varies depending on-bés#ed position[[160]. The
authors found that the slope of absolute CBF versus CPPlatdduvith least-squares lin-
ear regression analysis changed from 1.71¥ & 0.76 at30°. Ultimately, determination of
which patients might experience predictable versus ungaale changes in microvascular

CBF during head-of-bed related CPP changes could be an tamdactor for optimizing
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cerebral perfusion in individual patients.

In considering the individualized nature of BF' responses to posture change, it is
also notable that the DOS-derived parameters for cerabsaig oxygenation Hb0,, Hb,
andT HC' - did not display the heterogeneous responses seefl it¥". Rather,HbO-,
Hb, andT HC all significantly increased in the brain-injured cohort{®.001) with head-
of-bed lowering. The observed increases may be the resplssive venous pooling that
increases cerebral blood volume when the head is lowerdgktsupine position. Because
of impaired autoregulation in some patients, this increaserebral blood volume could
contribute to an increase in ICP, and thus a decline in CBE.fatt that DCS and DOS re-
sults differed considerably in our study again highlights advantage of hybrid DCS/DOS
instrumentation over DOS monitoring alone.

Spatial resolution remains a major limitation of the cutl@@S/DOS approach, since
measurements ofC BF, AHbO,, AHb, and AT HC are limited to approximately one
cubic centimeter of cerebral tissue under the optical pobhis limitation could possibly
explain any deviation from previous results in the literafisince CBF measurement tech-
niques such as those used in Moraine etlal. [[160] and Feldireln 7] measured CBF
more globally.

In addition, interfacing the optical probes to the patighiéad can be challenging and
can be hampered by hair or hair follicles; overcoming theshriical barriers is an area of
active research. In the present application, flow measuresweere limited to near the sur-

face of the frontal cortex due to placement of the opticabpsoon the forehead. However,
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most other bedside monitoring methods have similar linuitest, and brain-injured patients
often have diffuse pathophysiological processes for wkieth measures remain useful.
Another challenge in optical monitoring of cerebral physgy is accurate localization of
signal changes measured by transcranial probes, whichtmitg detect signals from the
scalp and other intervening tissues as well as the brainerRéindings suggest the likeli-
hood of some scalp contamination that can be suppressea@di®asing probe pressure.

There are several further limitations of our study. Firshitig of optical data acquisi-
tion ranged from day 2 to day 13 post-injury. As a result,qras were likely in different
stages of their disease processes, during which cerelordaasautoregulatory function
may vary. For example, the data from the case example spatimi@e consecutive days
demonstrated a change in cerebral hemodynamic responpesttae change from day 9
to day 10 post-injury. These longitudinal changesdhB F' were associated with changes
in GCS and postural changes in cerebral perfusion pressure.

Second, our cohort included three different types of brajary: TBI, aneurysmal
SAH, and AVM with associated ICH and SAH. Even within one adgh injury categories,
there is large variability with regards to the severity amainoanatomic distribution of
injury. Although our sample size was too small to determhmes hechanisms that cause
variability in CBF responses to posture change, our prelami observations suggest that
CBF responses may differ due to severity of injury (e.g. GE&eson day of study). We
found that GCS on the day of study was negatively correlatdthw’ B, indicating that as

consciousness was more severely altered, postural chemG8$ were more pronounced.
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Also, preliminary analysis may suggest that CBF responsag differ according to
type of injury, hemisphere of aneurysm rupture, and numbelags after injury. When
patients were grouped by type of injun,’ BF' response differed between the SAH=n
6) and TBI (n= 4) cohorts. This observation may be attributed to the déffusmodynamic
effects of traumatic brain injury as compared to the po#digtmore focal hemodynamic
effects of cerebral vasospasm after aneurysmal SAH! [18%]. 1®& addition, what may
superficially be called the "injured hemisphere” (definedheeshemisphere containing the
aneurysm or the AVM) had a significant effect on postu@PB F' changes in the patients
with SAH. The number of days after injury inversely corretatvith absolute magnitude of
rC BF response with head lowering, saying that perhaps aut@atgubas more impaired
earlier in the recovery stage, leading to greater changeS »F'.

Finally, while studying individual patients on multiple ydaallowed for longitudinal
analyses, such measurements could introduce bias towatasrdm these patients who
were measured on more than one occasion. Neverthelesgtdredeneity in our methods
suggests that the DCS/DOS protocol utilized in this study beageneralizable to multiple
patient populations within the neurocritical care unitthwthe potential to improve patient
care by providing clinicians with the capability to monitmrebrovascular hemodynamics
longitudinally at the bedside.

In conclusion, this study provides preliminary evidencat ttontinuous, non-invasive
bedside monitoring DCS/DOS can be used to detect diffeseimceerebral hemodynamic

responses of brain-injured patients to posture changeeimeélrocritical care unit. These
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cerebrovascular responses are not easily predicted byrpbkEP and CPP changes, high-
lighting the potential value of direct measurement of mascular perfusion. The ob-
served variability in postural CBF responses also sugdbatshere may not be a single
head-of-bed position that optimizes cerebral perfusioallipatients. Larger studies are
needed to reproduce these findings, to further validatsdranial monitoring of cerebral
perfusion and metabolism with diffuse optics, and to testtivar bedside monitoring with
DCS/DOS can be used to optimize head-of-bed positioningiotimizing cerebral perfu-

sion in individual patients.

6.2 Induced Hyperoxia

After severe TBI, ischemia and subsequent lowered levalgyifen delivery can have dire
consequences such as mitochondrial dysfunction and hyablesm [192]. The injured
brain has been found to develop diffusion barriers to theileeldelivery of oxygen that
prevents an increase in oxygen extraction that normallgvicl hypoperfusion, or lowered
CBF [151].

Hyperoxia, or excess oxygen, has been explored as a methtiebraipy for brain-
injured patients. Because patients are typically alreatlypiated and on a respirator, in-
creasing the fraction of inspired oxygen (E)@o 100% at normobaric pressure is a simple
way to induce hyperoxia. It is known to increase partial pues of brain tissue oxygen
[152]. For therapeutic uses, patients are typically put@®dFiO, for a duration of hours

[192].
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Short-term induced hyperoxia (fer2 minutes) is a commonly used intervention in
the neurocritical care unit. For instance, after suctigrand clearing the patient’s airway
from a blockage, the nurse will give 2 minutes of oxygen. Iyratso be used in times of
hemodynamic compromise, or as a simple way of testing thia bissue oxygen partial
pressure monitor. In this study, we wanted to again test lwdnedur hybrid DCS/DOS
monitor would be able to distinguish hemodynamic changegdalthis simple intervention.
Also, we hypothesized that we would see similar trends betmaeur non-invasive DOS

measurements and the invasive brain tissue oxygen monitor.

6.2.1 Methods

Patient EnrollmentPatients with traumatic brain injury or aneurysmal subanatd hem-
orrhage were recruited at the Hospital of the University ehisylvania (HUP) through
the Department of Neurology and the Neurosurgery Clinicaddrch Division. Written
consent was obtained by the subject or a legally authorgesentative. Patients eligible
for enrolimentincluded severe head trauma patients wigltpeEsuscitation GCS scores be-
tween 3 and 8, or those with aneurysmal subarachnoid heagenhith clinical Hunt-Hess
classification grades Ill, 1V, or V. All studies occurred imetpatient’s hospital room, fol-
lowing protocols approved by the University of Pennsyleamistitutional Review Board.
Patient Monitoring.A continuous brain tissue oxygen partial pressure (Ppb@nitor
(Licox®CMP; Integra NeuroSciences, Plainsboro, NJ, USA) was dlacemost study

patients prior to enroliment. The Licox sensor consistspblarographic Clark-type elec-
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trode placed into the white matter. A ventriculostomy wadgrened on many study pa-

tients to continuously measure ICP and to drain cerebrasflund, if necessary; for pa-

tients without an intraventricular drain, ICP was monitbl®y a fiberoptic intraparenchy-
mal catheter (Camino-MPM1; Integra NeuroSciences, Hiairs NJ, USA). CPP data
was calculated from the difference between mean arteredsore (MAP) and ICP. For
some patients, a multi-modality monitoring system (MobiMs Integra NeuroSciences,

Plainsboro, NJ, USA) was used to continuously record RPptCP and CPP for analysis.
Before the introduction of this new technology, the vamsblivere typed once per minute
into a spreadsheet by study staff.

The diffuse optical instrument (Joel’s Instrument, seeti8rB.1.1) was placed unob-
trusively outside the patient's room. The optical fiberseexted from the instrument to
the patient’s forehead and were held in place at the probevihda rectangular piece of
black foam. A source-detector separation of 2.5 cm was usethis study. A similar
sized disposable Duoderm was used to secure the probe asdrtbending foam to the
subject’s forehead. Two optical probes were positionedanheside of the forehead, in
front of the poles of the left and right frontal lobes. A bladlkth rested on top of the
probes to shield ambient light and improve signal-to-no&t@®. Once adequate signal
was confirmed, the study began with induced hyperoxia ietgigns. Neurointensive care
physicians reviewed all study interventions and confirnfemdrtsafety on a case-by-case
basis prior to study initiation.

Study Protocol Subjects began the hyperoxia protocol in the typical pmsi#t which
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most neuro-ICU patients are kept, with head elevatesat Baseline FiQ level was
recorded at this head-of-bed position. Fi®as then increased to 1%0for 2 minutes,
followed by recovery for 5 minutes at baseline Fi@vel. This intervention was repeated
up to three times for each patient.

Data Analysis and Statistic8Ve used a portable hybrid DCS/DOS instrument that was
built in our lab (see Section 3.1.1). DCS employs a narrowbaontinuous-wave laser
(785 nm, 40 mW), four photon-counting fast avalanche photies, and an four-channel
autocorrelator board. Temporal autocorrelation funaiohthe reflected light were used
to derive relative CBF.

For DOS, 3 mW of light from amplitude-modulated (70 MHz) lesseperating at 690,
785, and 830 nm were fiber-coupled onto the tissue surfacetoRé transmitted into the
brain were detected in reflection at the surface of the scetese wavelength-dependent
photon reflections were used to determine the oxy- and desmmghglobin concentrations
by near-infrared (NIR) spectroscopic analysis.

DCS/DOS data was treated the same as described in SectloT®.dssess the sig-
nificance of changes in parameters due to the induced hyjpenwervention, we uti-
lized a linear mixed effects model. We used the library nimestiatistical software R
(http://www.rproject.org ). The threshold for significance was a p-value less than

0.05.
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Figure 6.5: Bar plot showing cohort-averaged response d/DQS quantities to induced
hyperoxia. AHbO, and A Hb changes were in opposite directions, but overall THC saw a
decrease that is in agreement with the trend@B F".

6.2.2 Results

We induced hyperoxia in eleven brain-injured patients. eNaf the eleven patients pos-
sessed a continuous brain tissue oxygen partial pressbt®,jPmonitor, while the re-
mainder did not have any Pbi@evice.

Population-averaged results from DOS/DCS are shown in plbain Figure 6.5, with
means and standard errors listed in Table 4. All DOS/DCSsorea quantities showed a
significant change with induced hyperoxia interventidn/ 6O, and A Hb changes were
in opposite directions, and”' BF and AT HC' saw decreases.

Table 4 outlines changes of all quantities, including Licogasured PbtOand sys-
temic vitals, with significant changes identified. Inducegéroxia caused significant
changes in heart rate, PhtQespiration rate, and arterial oxygen saturation as ntedsu
by pulse oximetry.

Continuous timeseries from Patient 8, an 18-year-old matiegtrian hit by a car, is
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Table 6.5: Effects of induced hyperoxia on vitals and DCS&E)farameters in brain-injured
patients (n= 11).

Parameter | Mean =+ SD | P-value

SYS,mmHg -2.0+£5.0 0.202
DIA, mmHg | -0.04+2.3 | 0.957
MAP, mmH g -0.8+4.0 0.529
HR, bpm -1.2+1.7 0.018
PbtG,, mmHg | 15.7+£17.9 | 0.004
RESPbpm -1.84+3.3 0.070
ICP,mmHg -0.4+ 3.0 0.642
CPPmmHyg 0.07+ 2.7 0.928

SpG,, % 1.1+20 0.074
rCBF, % -444+53 0.007
AHbOOq, uM 0.4+0.3 0.006
AHb, uM -1.0+£0.3 | <0.001

ATHC, uM -0.5+0.7 0.009
Values listed as meaf SD, with range in parentheses; P-values from two-tailed&itis t-test

shown in Figuré 616. He suffered from a TBI and had small emglg¢ubarachnoid hemor-
rhaging in the right frontal lobe as a result. The patiera &ksd subdural hemorrhage along
both frontal convexities and the interhemispheric fissurégure[6.6(a) shows changes
in the DOS-measured oxy- and deoxyhemoglobin concentimtgainst changes in the
Licox-measured PbtOduring hyperoxia.A HbO, and PbtQ both begin to increase after
100% oxygen is administered, although temporally7 b0, seems to increase and reach a
peak faster than PbtOTrends ofA Hb and PbtQ show stronger temporal (negative) cor-
relation. With the increase in fraction of inspired oxyg#rollows that blood and tissue
oxygenation both increase as expected. Relative CBF nmezhsluring the same hyper-
oxia event is shown in Figufe 6.6(b). The intervention lemdsteady decreases in CBF of

roughly 104 and THC of 2uM in this patient.
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Figure 6.6: (top) Changes inHbO,, AHb (from DOS, left hemisphere probe shown)
and PbtQ (from Licox®monitor) during induced hyperoxia event. Fraction of imegi
oxygen (FiQ) was set at 106 for the 2-minute interval shown between the bars. Rises in
both AHbO, and PbtQ are seen, as both increase with a rise in oxygenation of tualbl
Negative correlation is seen between trendg\dfb and PbtQ. (bottom) Relative CBF
and AT HC during the same hyperoxia event (left hemisphere probe) oBlgth »rC' B F
andAT H(C decrease with rise of FiQ
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6.2.3 Discussion

Our hybrid optical monitor was tested during a period of icelihyperoxia, where the FO
was increased to 100for 2 minutes. In the neurocritical care unit, this intertren is used
in times of respiratory distress or hemodynamic compronaisas a simple way of testing
the brain tissue oxygen partial pressure monitor. Durirg2tminute period of hyperoxia,
both the brain tissue oxygen and DOS monitors observedaserein oxygenation as a
population, but the relative changes differed. DOS foundmamaller relative changes in
oxy- and deoxyhemoglobin than the brain tissue oxygen maogsithanges in PbtO In
general, however, the two different quantities may not ssaely be well correlated due
to the inverse S-shape of the hemoglobin dissociation cjiyeand due to the fact that
different regions of the brain were probed by the two mosito€ BF' (and AT HC) fell
an average of -4% (and -0.4uM).

A study by McLeod et al. also measured blood oxygenation WiRS in comparison
to brain tissue oxygen tension in eight patients with heaary{147]. They began at the
patient’s baseline Fi9for 10 minutes, then increased to ZO@or 30 minutes. Although
the duration of induced hyperoxia in their study was muclgtn(and therefore provides
an explanation for greater magnitudes of change), thailttseesave a trend similar to ours:
2.80uMincrease iM\HbO,, -5.2uM drop inAHb, -2.4uM drop in AT HC', 117.5 mmHg
increase in Pbt§) and no significant change in MAP or ICP.

Numerous studies on healthy subjects have found a varyiggituale of CBF decrease

with induced hyperoxia, ranging from -27to -10.8% as reviewed by Johnston et al. [113].

197



Also on healthy individuals, Floyd et al. measured an evegeladrop inrC BF (-33%)
with continuous arterial spin-labeled perfusion MRII[7Hor those with severe head in-
jury, the typical response is as yet unsubstantiated. Meziza. used stable xenon-CT
to measure six patients with severe traumatic brain injith 35% inspired oxygen for
baseline scan and B0for second scan [153]. They found a global CBF decrease%f -9
and for an undamaged region of interest (as determined byombrast CT), a regional de-
crease of -19.3. This may support results found by DCS in that the magnitddeorease
found in a head injured population is less than those regant@ealthy subject literature.
However, caution must be taken in directly comparing resuttm DCS (where FiQwas
increased from baseline value to 2ohot 35 to 60%).

Another study by Rosenthal et al. on fourteen TBI patiends albserved a decrease
in rCBF (-22.6%) using a thermal diffusion probe, but with greater magréttitan that
found by Menzel et al. and by our study [195]. This differahthay be explained by
the fact that they maintained 1@0inspired oxygen for 20 minutes as compared to our 2
minutes.

The results of this pilot study suggest hybrid diffuse ogitdevices utilizing DCS/DOS
technology has the potential to be implemented as a bedsidgenof CBF and blood oxy-
genation in the neuro-intensive care unit. When brainrggupatients underwent periods
of induced hyperoxia, DCS/DOS detected changes in fromtdical microvascular CBF
and blood oxygenation that were in general agreement widthsvineasurements provided

by invasive intraparenchymal monitoring devices. Furtitedies are warranted to examine
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the utility of DCS/DOS continuous bedside monitoring in tieurocritical care unit.

6.3 Conclusion

In this chapter, we demonstrated feasibility of a hybridudié optical device as a contin-
uous, non-invasive bedside monitor for severely braiofggl patients in the neurocritical
care unit. We had already shown that DCS measurements tifee@GBF were shown to
correlate with relative CBF values measured by a "gold-¢dat’” CBF technique: xenon-
enhanced CT. Thus, following this validation, we demonstidghe hybrid diffuse optical
device can also monitor significant changes in CBF and blogdenation during two
common clinical interventions: head-of-bed elevationngeand induced hyperoxia. This
opens the door for DCS/DOS add to the array of bedside mantiarently used in the
neurocritical care unit to give clinicians additional infeation on cerebral hemodynamics
during various interventions. Future studies include {inge monitoring 24 hours) to
investigate the effects of other types of interventionshsag drug administration or suc-

tioning.
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Chapter 7

Use of DCS at High Altitudes

High altitude has profound cerebrovascular effects oneliost work, live, or are stationed
at heights greater than 2400 m (8000 ft above sea level).eéon,thigh altitude cerebral
edema (HACE), or the swelling of brain tissue from fluid legéais a common cause
of death; the only treatment for HACE in current use is imragglidescent. But because
edema is also found frequently in severe brain injury, itheen hypothesized that methods
proven to successfully treat patients in the neurocritgzak unit could also help those
with altitude sickness, i.e., without forcing them to desteFor instance, treatments like
oxygen administration and some medications have provendékes useful as temporary
relief until descent [86].

High altitude scientists would likely benefit greatly frompartable and continuous
monitor of CBF in order to investigate therapies and thefieafon blood flow in such
an environment. Currently, near-infrared spectroscopfR@Y and transcranial Doppler

(TCD) are options, but these techniques are surrogate mesastiCBF. Diffuse correla-
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tion spectroscopy (DCS) could provide a compact, contisueahnique for monitoring
changes in CBF at high altitudes.

This chapter describes a first attempt to use DCS as a monitelative CBF at high
altitude. We utilize a hyperventilation intervention. Hypentilation is the simplest of the
treatments for high intracranial pressure (ICP) used im#wocritical care unit, but it is
also known to decrease CBF at sea level. Its use at highddtitould lead to possible
ischemia, since those at altitude already suffer from rasmiy alkalosis (high blood pH)
[86]. However, we wanted to directly measure the effects 8f ©f hyperventilation at
high altitude, to determine whether blood flow indeed desgeas a result, as it does at sea

level. Also note that this work is currently being preparedgublication.

7.1 Effects of High Altitude

Due to lower atmospheric pressure, high altitudes affestdns because of a lowered par-
tial pressure of oxygen. Acute exposure to high altitudeolxjg can cause pathophysio-
logical changes that manifest as a spectrum of disordegsngifrom the relatively benign
high-altitude headache to life-threatening high-altguzrebral edema. One study that
looked at trekkers in Nepal found that the incidence of HAC&W X4, and that there
were 8 altitude illness-related deaths for every 100,068kkers [129].

In addition, the potential long-term neurological seqadlam travel to high-altitude
are beginning to be appreciated with magnetic resonancgimgp@MRI) evidence of cor-

tical atrophy, white matter changes and enlargement ofhdincRobin spaces [66], and
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Figure 7.1: One possible train of effects of high altitudéhamans. Ascent to altitude can
cause a number of disorders ranging from altitude sickmeldfgtthreatening high-altitude
cerebral edema.

persistent cognitive impairmerit [29]. While these charggsm to be related to cerebral
hypoxemial[245], the underlying pathophysiology remailsige with the cerebrovascu-
lar response to altitude incompletely characterized. @af@xygenation is determined by
arterial oxygen content, oxygen consumption and CBF. In,tGBF is subject to different
regulatory mechanisms than peripheral blood flow and is kntmAbe particularly reactive
to changes in arterial carbon dioxide (CO2).

High altitude illness begins with mild to moderate acute mtain sickness (AMS),
characterized by symptoms such as headache, nauseaefatiglisleep disturbance [10].
Severe AMS, if left untreated, may develop into life-thexahg HACE. The exact mecha-
nism causing these syndromes is unknown, but raised ICRIfiouthose with moderate to

severe AMS has led to one proposed chain of events shown imgfl [190, 85]. First,
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a subject ascends to high altitude2400 m) where the oxygen concentration is low due to
low atmospheric pressure. This causes cerebral hypoxarentuced supply of oxygen to
the brain, which in turn then leads to a dilation of the bloedsels in the body’s attempt
to increase oxygen supply by increasing blood flow. It is #t&mght that the blood-brain
barrier decreases in permeability [10]. The increased QiFdood volume in the brain
can lead to an increase in ICP, and can cause the brain ta swell

Severity of injury depends on rate of ascent (fastermore dangerous), maximum
altitude attained, and amount of physical activity at atté. There also seems to be an
individual’s own susceptibility to altitude, i.e. some jpé®are more susceptible to AMS
than others. Individual susceptibility is due, in part, tmfamiliar one is with being at al-
titude (e.g. sherpas, experienced trekkers, or thosedrarseliving at high altitudes versus
visitors to high altitude). For instance, one study lookedwer 3000 adult tourists who
traveled to the Rocky Mountains of Colorado and found thatitiggest factor influencing
those who developed AMS was a permanent residence below $8009 ft) [99].

Another theory in line with the cascade of events shown infely 1 is that those who
have "tight brains”, i.e., a smaller ratio of cranial cem@dpinal fluid to brain volume, are
more susceptible to AMS [85]. This is because they are lelgstaltbolerate brain swelling
through the displacement of cerebrospinal fluid than thagehigher ratios. Some recent

imaging evidence has supported this "tight-fit” hypoth¢2&3, 116].
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Figure 7.2: Effects of hyperventilation on humans at sealldvyperventilation is the state
of breathing faster or deeper than normal, causing exaessplusion of carbon dioxide
and ultimately a decrease in cerebral blood flow.

7.2 Hyperventilation as Possible Treatment

As mentioned in Sectioh 1.3, hyperventilation is one singlecedure that can be em-
ployed to decrease ICP in severely brain-injured patigdygerventilation is defined as a
state of breathing faster or deeper than normal. Hypetedioth can cause the excessive
expulsion of CQ. Figure 7.2 shows the cascade of events that result fronrrhgpiation

at sea level, and its cerebrovascular effects. The subggihb to breath faster and deeper
than normal, blowing out excessive € his causes the blood pH to rise, making it more
alkaline, and leading to vasoconstriction and a drop in BRhe case of head trauma
management, this drop in cerebral blood volume would caiséaequent and relieving

decrease in ICP, possibly reducing the risk for secondauyyin
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However, it is unknown what happens to CBF when humans hgpétate at high
altitudes. One study used NIRS on 20 healthy subjects aeseg 770 m, 3560 m, and
4680 m [106]. They found that hyperventilation caused edaltarbon dioxide (EtC¢)
to reduce to approximately 50of baseline level, while cerebral tissue oxygen saturation
(StO,) decreased with hyperventilation for sea level and 2770 wwéver, interestingly,
StO, remained unchanged at 3560 m and increased at 4680 m.

Other studies have used TCD-measured cerebral blood flaeityeehs a CBF surrogate
during hyperventilation. One study looked at cerebral dlow velocity (CBFV) in the
middle cerebral artery (MCA) of 43 subjects without AMS, lubgects with AMS, and
20 sherpas [110]. All were at an altitude of 4243 m, and afygrehventilation, all three
groups saw decreases in MCA flow velocity. But the AMS sulsjseiv a greater decrease
in flow velocity than the non-AMS subjects and the sherpaserd@hvas no difference in
CBFV change between the non-AMS subjects and the sherpasthémTCD study saw
a similar decrease of -84in CBFV after being at an altitude of 4559 m for about a day

[138].

7.3 Study Motivation

Studies of cerebral hemodynamics at altitude have been ér@apy the lack of an ef-
fective method to monitor intracranial microvascular peibn. DCS has the ability to fill
this niche, as it provides a non-invasive, portable way t@snee relative cortical blood

flow. Importantly, it does not rely on the principles of trackearance and is a continuous
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measure of CBF changes. DCS modules are simple to build &#i®§3.2.5), and can be
made both compact and study enough to survive ascent to higiues.

Hyperventilation will naturally cause a decrease in CBFeat Igvel, but may cause an
increase in CBF after ascent. If this is the case, hypenatioih (or any physical activity
causing heavy breathing) could aggravate altitude-reléiteess rather than reduce it. If
this is not the case, hyperventilation could be explorednasthod to help alleviate altitude-
related illness.

Using our lab-built DCS device with concurrent measuremehnhstG, from a commer-
cial diffuse optical spectroscopy (DOS; otherwise knowmaar-infrared spectroscopy)
module, we sought to elucidate the effects of altitude antraatization on cerebral hemo-
dynamics and oxygenation during hyperventilation. We alsed TCD measurements of
CBFV to see whether the microvascular changes in CBF seer$/\Would match com-

monly measured large-vessel CBFV.

7.4 Methods

Approval for this study was obtained from the ethics comaeistof the University of Turin
and University College London. All participants underwemgdical screening and writ-
ten informed consent was obtained after the possible rigkseostudy were explained.
Twelve subjects ranging in age from 22 to 80 years, with vayylegrees of experience at
altitude were recruited from the 2010 Xtreme Alps Medicat&ach Expedition. None

had traveled to altitude during the previous three montbs,had any history of cardio-
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vascular, respiratory or neurological disease. Subjeet® wnitially studied in London,
UK at a baseline altitude of 75 m above sea level prior to thmediion. High altitude
measurements took place at the Capanna Regina MargmmESg m.

The presence of AMS symptoms was collected using a selfdegpaake Louise scor-
ing system questionnaire at approximately 6 a.m. daily.j&xb with symptoms of AMS
severe enough to require treatment with dexamethasonestazatamide were excluded

from further participation in the study after they begamtneent.

7.4.1 Optical Instrumentation

We used a house-built, two-channel multi-wavelength DCSutemodified specifically
for this study (see Sectidn 3.8.3). The module includes T™8and 830 nm long-coherence
length continuous-wave lasers, two single-channel acakphotodiodes, and a 2-channel
hardware correlator. The probe had a source-detectoratepaof 2.5 cm, and we used a 2-
to-1 detector fiber bundle to increase signal-to-noiseatRe cerebral blood flow(C BF)
data is calculated every 3 seconds.

A commercial DOS device, the Fore-sight Absolute Cerebrat@ter (Casmed; Bran-
ford, CT, USA), uses 4 wavelengths of near-infrared liglQ(6780, 805, and 850 nm) to
calculate absolute cerebral tissue oxygen saturat¥e@4). The probe has two source-
detector separations, and measurements of abs®iteare obtained once every two sec-

onds. A wool cap was then placed over the probe to minimizxfetence from ambient

1The Capanna Regina Margherita is a hut built on the top of@Gmifetti (4559 m) in the Italian Alps
with an observatory for scientific studies beside it.
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light and to apply a constant, even pressure.

The DOS device provided absolu$¢O, at both baseline (resting) and during hyper-
ventilation, and those values were used in conjunction wittasurements of intensity
changes from both lasers of the multi-wavelength DCS modidsing these intensity
changes, we used the differential pathlength method (se®8@.1.4) to calculate changes
in oxy- and deoxyhemoglobin concentratiodsH bO,, A Hb). With this information, we
could then find values of absolute oxyd §O-), deoxy- (Hb), and total hemoglobin con-
centrationsH (). Changes in absorption were calculated and used in fithieggmporal
intensity autocorrelation functions to extract blood flowléx (B£'I). Scattering was as-

sumed to remain constant.

7.4.2 Transcranial Doppler Ultrasound

Transcranial Doppler ultrasound was assessed using tlesB®MicroMaxxTM (Sonosite;
Bothell, WA, USA), a handheld ultrasound device [252]. A BAHz transducer was used
to insonate the subject’'s MCA via the right temporal winddvie clinoid process of the
sphenoid bone, the Circle of Willis and the distal interreotid artery were initially lo-
cated, and then the identification of the M1 segment of the MM@4 characterized by flow
towards the transducer. An optimal portion of the MCA withbrtanches and with laminar
flow was then selected and the depth recorded. Once identtiedenter of the artery was
insonated resulting in values of peak systolic velocity([P®n subsequent studies, every

effort was made to insonate the same depth (to within 1 mm).
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Figure 7.3: Hyperventilation protocol. Subject lays s@pivith DCS/DOS probes attached
and relaxes. During this time, baseline values are recdatégiminutes. The subject then
hyperventilates until their end tidal carbon dioxide (Etl@vel reaches 50 of baseline.
This EtCQG level is maintained and a second set of data is taken.

7.4.3 Systemic Vitals

An in-line capnograph (EMMA Capnometer, Phasein Medicalhfmlogies; Danderyd,
Sweden) was used to record end-tidal JBtCG;) values via a tight-fitting face mask
both at pre-study baseline and throughout the hypervéptil@rotocol. Peripheral arterial
oxygen saturation (SpQpwas monitored by a near-infrared pulse oximetry probe {hon

Onyx model 9500; MN, USA) placed on the finger.

7.4.4 Hyperventilation Protocol

Figure[Z.8 outlines the hyperventilation protocol. Sutgesere positioned supine and
asked to relax. DCS/DOS probes (one per subject) were affikede the brow overlying
the left/right hemispheres, being careful to avoid the tmband superior sagittal sinuses.

Baseline values of PSV from the MCA were obtained by the TCErafor, and once
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Figure 7.4: Study protocol. The hyperventilation expeninis repeated at on the same
subjects at 3 different timepoints: 1) 75 m above sea leyel589 m above sea level after
2 days at altitude, 3) 4559 m above sea level after 7 daystatt Subjects ascended first
to 3611 m for two days, then proceeded to 4559 m.

proper DCS/DOS signal had been confirmed B F' and StQ baseline data were taken for
5 minutes. Subjects were then asked to hyperventilate%o@@heir baseline EtCQ with
verbal feedback and instruction given to the subject raggrdepth and rate of respiration
based on readings from the capnograph. After achievindadlget, the subject maintained
the level of EtCQ for 3 minutes, an additional set of DCS/DOS/TCD measuremerte
obtained.

This hyperventilation protocol was to be repeated on theessurhjects at three different
time-points (see Figule 7.4): 1) 75 m above sea level, 2) 46%®hove sea level after 2
days of being at altitude, 3) 4559 m above sea level after  dilgeing at altitude. Ascent

was by cable car and on foot, with two days spent acclimagiairB611 m.
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7.4.5 Statistical Analysis

Mean changes in each cerebral and systemic physiologicaingder due to hyperventi-
lation and each timepoint were computed from continuoug-{s®ries data by taking the
average ()) during the 5-minute time periodg; ) of rest as baseline for comparison against
the 3-minute hyperventilation time periot};,{,). Periods were defined as those data mea-
sured after the optical signal had stabilized, with all diatang the hyperventilation tran-
sition and all motion artifacts excluded from the analyBigferential values for DOS data

as well as for systemic vitals were defined as

AY = (¥ (tor)) — (¥ (ts00)), (7.2)

with Y representing the parameter of interest. For DCS/TCD dapereentage change

from baseline was employed to computeB F'/relative PSV (rPSV), as follows:

(BFI(tyv)) — (BFI(tgr))

rCBF = (BFI(tp) ,

(7.2)

and

PSV(tpv)) — (PSV(tsL))

_
rPSV = (PSV{ipD))

(7.3)

Data are expressed as meanstandard deviation (SD). We wanted to test for four
different hypotheses. First, we used a one-way ANOVA tedetermine whether there was

evidence of differences between baseline (resting) mefthe g@hysiological parameters
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Table 7.1: Number of subjects included in each timepoint.

Timepoint | Altitude | No. of Subjects
1 Sea Level N=12
2 Day 2 at 4559 m N=9
3 Day 7 at 4559 m N=7

measured at each of the three timepoints: sea level, 2 day? days at altitude. Second,
we again used a one-way ANOVA test to see if induced changes fyperventilation
are different among the three timepoints. Third, a twoethibtudent’s t-test was used to
determine whether the induced changes themselves weréicsigh Lastly, correlations
between parameters were performed using Spearman’satarrel Statistical significance

was defined as a P-value smaller than 0.05.

7.5 Results

Out of twelve initial subjects, data were collected on ninkjscts at the second timepoint
(2 days at altitude) and seven at the third timepoint (7 daydtidude). Incomplete data
were a result of two subjects that had developed severe ANtBethe second timepoint,
who then required treatment with dexamethasone or aceramié; these subjects con-
tributed data only to the sea level, or first, timepoint. Ounbject was left the study right
after the sea level measurement, and another was excludeddqithe third timepoint. Fi-
nally, a subject was unable to tolerate maximal hypervatitih on day 7 at altitude and
was thus excluded. Talle 7.1 outlines the number of subjedtsded in each timepoint of

the study.
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Table 7.2:
altitude.

Baseline (resting) physiology at sea level, 2sdatyaltitude, and 7 days at

Parameter | Sea Level Day 2 at Day 7 at | P-value
Altitude Altitude

EtCO,,kPa| 4.5+0.8 3.3+047 | 3.2+0.47 | <0.001
SpG:, % 98.0+ 1.5 | 80.5+4.31 | 84.4+5.87 | <0.001
StOs, % 69.5+4.4 | 65.0+54 | 62.2+4.17 | 0.005

THC,uM | 71.44+28.4| 61.8+13.1 | 63.9+10.2 | 0.502

HbO4, uM | 49.24+ 18.5| 40.0+ 8.7 39.6+ 6.0 0.172
Hb, uM 222+ 105| 21.9+55 24.3+5.3 0.779
PSV,cm/s | 82.44+ 15.6| 100.9+ 32.4| 84.6+27.8 | 0.203

Values listed as meah SD; P-values from one-way ANOVA test;Significantly different from sea levet;

Significantly different from 2 days at altitude.

7.5.1 Effects of Altitude on Baseline Physiology

Baseline (resting) values of both systemic and cerebralrpeters are shown in Talhle 7.2,

with significant differences between timepoints noted. &t@ecreased from 4.5 kPa

0.8 kPa at sea level to 3.3 kPa0.4 kPa after 2 days at altitude. The change in EXCO

between days 2 and 7 at altitude was not significant. Bas8fi@® decreased from 980

+ 1.5% at sea level to 80% + 4.3% at day 2 at altitude. At day 7 at altitude, baseline

SpO, was 84.4, + 5.8% — still significantly lower than sea level, but not differéhan day

2.

In contrast to peripheral oxygen saturation, baselinebctael®xygen saturation contin-

ued to decline throughout each of the three timepointspaih the drop was only signif-

icant between sea level and day 7 at altitude. ,St€creased from 697% + 4.4% at sea

level to 65.00 + 5.4% after 2 days at altitude, and further to 62.2 4.1% on day 7.

All the other baseline cerebral oxygenation parametBfs(’, HbO,, Hb) did not change

among the three timepoints.
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Table 7.3: Effects of hyperventilation at sea level, 2 daydtéude, and 7 days at altitude.

Parameter Sea Level Day 2 at Day 7 at P-value
Altitude Altitude

ASPG, % 09+1.4 159+ 6.7x1 | 13.9+£5.2%xF | <0.001
AStOs, % -5.14+ 2.0% 5.2+ 3.3x¢} 25+ 5.4% <0.001
ATHC, uM -5.1+ 104 -3.1+3.1x -1.5+2.3 0.473
AHbO2, uM | -7.1+6.2% 0.9+ 3.37 0.3+3.1% 0.001
AHb, uM 20+5.1 -3.94 2.3%7 -1.7+4.0 0.006
rPSV, % -33.14+ 12.8% | -32.6+ 21.4x | -34.0+£9.7x7 | 0.980
rCBF,% | -20.94+ 13.2% | -25.7+ 16.3x | -31.2+24.9% | 0.440

Values listed as meah SD; x Significant change with hyperventilation; P-values frone-amay ANOVA
test;T Significantly different from sea levet;Day 7 significantly different from day 2 at altitude.

Baseline PSV also did not change significantly from sea levelther day at altitude.

7.5.2 Effects of Altitude on Response to Hyperventilation

Table[7.8 summarizes changes in systemic and cerebral pemduced by hyperventi-
lation at all three timepoints.

The study cohort’s peripheral and cerebral oxygen saturagsponses to hyperventi-
lation are shown in Figurie 4.5. Hyperventilation increaSe@; at altitude, but remained
unchanged at sea level. After 2 days at altitude, hypenagioth induced an increase in
SpQ; of 15.9% + 6.7%, and after 7 days, 138+ 5.2%.

Following hyperventilation, St©decreased -5% + 2.0% at sea level. But after 2 days
at altitude, hyperventilation resulted in an increase meloral oxygen saturation of 32+
3.3%. After 7 days at altitude, hyperventilation did not inducggnificant change in StO
Changes in total hemoglobin concentration were not aftebiealtitude, but changes in
oxy- and deoxyhemoglobin concentration at 2 days aftergoatraltitude were different

from sea level AHbO, decreased -7.AM + 6.2uM at sea level, but did not change with
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Figure 7.5: Bar plot showing peripheral and cerebral oxyggmration changes with hy-
perventilation. The hyperventilation protocol was penied at three timepoints: 1) ap-
proximately sea level (SL), 2) 4559 m above sea level afteay& ct altitude, 3) 4559 m
above sea level after 7 days at altitude.

hyperventilation at either altitude timepoints. On theesthand, AHb saw no change at
sea level or 7 days at altitude, but dropped 2\ + 2.3 uM after 2 days at altitude.

Figure 7.6 shows changes in PSV and CBF with hyperventilaéind the effects of high
altitude on cohort response. rPSV dropped with hypenetidih at all three timepoints,
with no significant difference in magnitude between seallawd high altitude. rPSV at
sea level decreased -3% 1t 12.8%, -32.6% + 21.4% after 2 days at altitude, and -34:0
+ 9.7%.

DCS measured a decrease-tiBF of -20.9% + 13.2% at sea level, -25% + 16.3%
after 2 days at altitude, and -3%2+ 24.9% after 7 days. There was a trend towards more
pronounced decreases in CBF with hyperventilation witihdasing time at altitude, but it

did not reach significance.
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Figure 7.6: Bar plot showing cerebral blood flow changes \wtpherventilation. The hy-
perventilation protocol was performed at three timepoihjsapproximately sea level (SL),
2) 4559 m above sea level after 2 days at altitude, 3) 4559 weaden level after 7 days at
altitude.

7.5.3 Correlations Between Parameters

Baseline Sp@was correlated with baseline St@ = 0.52, P= 0.003). Baseline PSV
correlated significantly with baselingtO, (R = -0.52, P= 0.003) as well as with SpO
(R=-0.37, P=0.039). However, as seen in Figlrel7.7, no association wemlfbetween
changes inC BF and rPSV with hyperventilatiom(= -0.02, P= 0.91).rC'BF was also

not correlated with changes in any of the DOS parameters.

7.6 Discussion

We have reported the changing, dynamic relationship betvpegipheral oxygenation,

cerebral oxygenation, and cerebral blood flow that occutk twperventilation after as-
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Figure 7.7: Scatter plot illustrating the correlation beenrC BF' (as measured by DCS)
and rPSV (as measured by TCD). The fit line has a slope of 0.d aanffset of -20;. No
significant correlation was found between the two modalitie

cent to altitude and following partial acclimatization. érk are several novel findings in
this study. Firstly, we have demonstrated the feasibilftysing DCS to measure corti-
cal blood flow with a high temporal resolution in an austereiremment. We have also
documented the effects of voluntary hyperventilation aelbeal oxygenation and cerebral
blood flow over time spent at high altitude. And lastly, on astiumentation front, we
have successfully implemented multi-wavelength DCS in mpact, rugged module for
monitoring both cerebral blood flow and oxygenation charsy@siltaneously.

Peripheral oxygen saturation decreased after 2 daystat@iand then rebounded par-
tially after 7 days at altitude, but still remained lower rthsea level. Cerebral oxygen
saturation, on the other hand, continued to decrease fram/2dfys, and the difference

from sea level reached significance after 7 days. This detrades a differential effect
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of acclimatization on peripheral and cerebral oxygenatidhis divergence may be at-
tributable to the differences in the vascular responsetasial CO, between the periphery
and the central nervous system. Interestingly, at simdlex¢reme altitudes, Hornbeat
al found a significant correlation between subjects with a npoo@ounced hypoxic venti-
latory response (HVR) and increased impairment on a vaoietpgnitive tasks [102].

This contrasts with other reports demonstrating improvieaing performance in sub-
jects with a higher HVRI[144, 167, 202]. This dichotomy bes&nwethletic and cognitive
performance parallels the divergence between periphedatarebral oxygenation seen in
the present study. Subjects with a more pronounced HVR dierlable to increase periph-
eral oxygenation. However, this also results in hypocaprtiech leads to cerebral vaso-
constriction, exacerbating cerebral hypoxia. Thus, thicseellers to very high altitudes
that are most adapted to deal with the physical rigors dualé may be most susceptible
to cerebral hypoxia and the associated structural andiumadtchanges.

This study is the first of its kind to utilize the absolute d@e¢ oximeter in the assess-
ment of cerebral oxygen saturation. Previous studies heli@dron examining regional
cerebral saturation trends making direct comparisons petipheral saturation difficult.
However, the inherent weakness of cerebral DOS technokggin [174]. DOS monitors
measure the saturation of oxy- and deoxyhemoglobin in albgical material beneath the
probe (arterioles, capillaries, tissue, and veins) andrass a stable ratio of arterial-to-
venous compartment volumes. Therefore, relative chamgénese compartment volumes

could also lead to changes in St{94]. This is particularly relevant given the putative role
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of venous hypertension in the in the pathogenesis of AMS/BAZ54, 250, 252].

Hyperventilation on day 2 at 4559 m caused both periphemlcanebral oxygen sat-
uration to return to sea level values. In the non-acclineatigubject, the normalization
of peripheral oxygenation probably overcomes the negatffects of hypocapnic cere-
bral vasoconstriction to increase cerebral oxygenatitre Situation after acclimatization,
however, is harder to explain. After hyperventilation oly daat 4559 m, peripheral oxy-
gen saturation again returned to its sea level value wheerabral oxygenation did not.
Thus, acclimatization abolished the initial improvementérebral oxygenation seen with
hyperventilation.

The ideal modality to measure CBF at high altitudes would/jgi® a real-time, non-
invasive, portable quantification of absolute blood flow. iWlarious techniques have
been used to approximate cerebral blood flow at altituddnaaleé important shortcomings
[180]. Severinghaus applied the Kety-Schmidt nitrous exiechnique([119] at altitude,
demonstrating an initial increase in CBF of’24 to 12 hours after ascent, declining td/4.3
above baseline after 3 to 5 days of acclimatization [207]weleer, this modality requires
that CBF be at steady state and is not appropriate for dynatugies as the temporal
resolution is poor.

Transcranial Doppler ultrasound is currently the most cammmethod for estimating
CBF at altitude. The accuracy of this measurement is pregtican the assumption that
MCA diameter remains constant at altitude and assumes mmadgariation. An increase

in measured CBFV may reflect either a decrease in MCA dianagiéthus a net decrease
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in CBF, or an increase in diameter of smaller arteries aretialés downstream from the
MCA and thus a net increase in CBF. Although several studee® llemonstrated that
MCA diameter changes less than smaller intracranial vesgéh small, acute changes in
blood pressure or CO[[76,206], a more recent study demonstrated that MCA diamete
changes significantly with altitude [251]. More recentlyhas been shown that intact or
partially intact cerebral vascular responses to, G associated with poor correlation
between CBFV and CBF[200].

Diffuse correlation spectroscopy was successfully usethifirst time in a high alti-
tude environment. We modified a module specifically for thiglg — added an additional
wavelength of laser, made the instrument rugged and pettabld used our DCS device
in conjunction with a commercial DOS device to get absolyttcal properties of tissue.
Both probes and software were made user-friendly — enough Ise operated solely by a
medical doctor with no prior training in optics for use ontails study’s experiments. Fu-
ture versions of the device could be improved in various Way$urther implementation
at high altitudes.

In this study, DCS measured a consistent reduction in CBR yiperventilation at all
timepoints. There was a trend towards a larger drop in CBR twtperventilation with
increasing time at altitude, but it was not significant. Tpdgential exaggeration of the
hypocapnic vascoconstrictive response with increasing #t altitude is in agreement with
the findings of Lucaset al [135]. It also may explain why the initial improvement in

cerebral oxygen saturation via hyperventilation is alb@dswith increasing time at altitude.
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The larger decrease in CBF overcomes the increase in pegifhggen saturation, leading
to an overall no change in cerebral oxygenation.

Although DCS signals consistently demonstrated the ergeeduction in rCBF fol-
lowing hyperventilation, there was considerable intdsjgat variability that may reflect
physiological differences in reaction to altitude and amatization (see Section 7.1). Larger
studies and further refinements in technique are necessaegtce inter-subject variabil-
ity.

There was no correlation between relative changes in CBRYeasured by TCD and
CBF as measured by DCS. The two techniques differ consitjeimlvhat they are mea-
suring, and thus this lack of correlation is not completelgpsising. TCD measures flow
velocity through the MCA and thus is a global indicator of cpas in flow dynamics, re-
flecting changes to a large region of the concerned hemis@ret measures velocity of
flow rather than flow. It is thus susceptible to misinterpiietawhen the diameter of the
measured vessel changes. DCS measures regional cortiftedipe in a small portion of

tissue and reflects changes in a focal region of brain payemah

7.7 Conclusion

Hyperventilation induced lowered cerebral blood flow anlbe®y both at sea level and at
altitude. Diffuse correlation spectroscopy was shown t@promising technology with
the potential to increase our understanding of changesrebra blood flow at altitude.

Larger studies and further refinements in technique aressacg to reduce inter-subject
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variability.
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Chapter 8

Conclusions and Future Work

This dissertation has emphasized the translation of hyhifidse optics, i.e., the combi-
nation of diffuse optical spectroscopy (DOS) and diffuse@ation spectroscopy (DCS),
to the neurocritical care unit. Prior to this work, hybridfdse optics had been tested on
animal brain and to some extent in human applications (eegltty subjects, neonates,
ischemic stroke patients). But DCS/DOS had not been usewé¢siigate a severely brain-
injured population before.

Neurocritical care patients could benefit from a continuzrebral blood flow and oxy-
genation monitor. They are in danger of secondary injuryleviesiding in the intensive
care unit, e.g., following a severe primary insult such aarratic brain injury or ruptured
aneurysm. Clinicians now routinely monitor intracranieggsure (ICP), which has lead to
lower mortality rates, but ICP can only serve as a surrogaasowe of perfusion. Addi-
tional information about the state of their cerebral phlgglg could help prevent further

brain damage and even death. My work suggests that DCS/DQ#dsadd significantly
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to the existing monitoring tools.

In Chaptei #, we described the first successful validatioD@8-measured cerebral
blood flow in adults, against gold-standard method stabi®nesnhanced computed to-
mography. This experiment showed good agreement betwedwadtechniques, and since
the study cohort was comprised of brain-injured patient®adk first steps towards estab-
lishing that DCS could serve as a blood flow monitor in the oguensive care unit.

The study outlined in Chaptérl 5 stemmed from the need to statet the normative
response of head-of-bed manipulation. We had looked atdtgonse of brain-injured
patients, and wanted to know what DCS/DOS would measureaithyecontrols. From
that need, it was decided that an entire study could be bdrafdhis idea — the effects of
age on normative responses to not just head-of-bed matigoylaut a supine-to-standing
posture change. Results showed that healthy subjectssat®age spectrum experience
significant postural declines in frontal cortical blood flowhis study also showed that
hybrid diffuse optics is easily implemented for studyingedmal hemodynamics in healthy
subjects across the age spectrum.

Chaptei 6 explored experiments done with DCS/DOS monijodiring two simple
and common interventions performed regularly in the neuenisive care unit: head-of-
bed manipulation and induced hyperoxia. This was an exemciglentifying what issues
might fall upon us while monitoring cerebral hemodynamitshis type of patient popu-
lation. We also wanted to see if hybrid diffuse optics couloMde additional information

about patient condition. DCS/DOS was able to detect diffegs in cerebral hemodynamic
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responses of brain-injured patients versus healthy clsrdring posture change. During
induced hyperoxia, both the invasive brain tissue oxygeh@2®S monitors observed in-

creases in oxygenation, but the relative changes diffédeérall, knowing real-time, con-

tinuous, unpredictable trends in blood flow and oxygenagigas clinicians extra valuable
information, particularly in situations and intervent®oby the bedside where they would
ordinarily be somewhat steering blindly.

Lastly, we took our lab-built instrumentation to the hemgbf the Italian Alps for a
unique opportunity to measure cerebral hemodynamics oltsaaluhigh altitude. Many
of the issues seen in those afflicted by severe altitudeéekiiness are similar to those of
neurocritical care patients. Thus, we investigated whdtkbrid diffuse optics could help
those in danger of high altitude cerebral edema, which caah te death if left untreated.
This represented the first time DCS was used in such an emvént) and its successful
implementation led us to believe that it could be used as @rmeeded high altitude blood
flow monitor.

The use of DCS continues to spread outside of our group as.gther laboratories find
even more applications and uses. The main hurdles thatrgrésesventual widespread
acceptance by clinicians include: 1) need for better praberface engineering, 2) issues
with going though hair, 3) relative rather than absoluteobdlfiow measurements. Groups
including ours are in the midst of tackling these challenges

The trend in neurocritical care continues to move towardwidualized medicine, and

to do so, clinicians must utilize multimodal monitoring. BMDOS, being non-invasive
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and relatively inexpensive, has the ability to easily fit inhaother monitoring techniques
with little cost and potentially great benefit to patientaarhe. Future work should involve

long-term (~12 hours) monitoring and looking at possible vasospasnctiete
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