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Hard, Soft, and Sticky Spheres for Dynamical Studies of Disordered
Colloidal Packings

Abstract
This thesis describes experiments which explore the role of interparticle interactions as a means to alter, and
control, the properties of dense colloidal packings.

The first set of experiments studied phonon modes in two-dimensional colloidal crystals composed of soft
microgel particles with hard polystyrene particle dopants distributed randomly on the triangular lattice. By
mixing hard and soft spheres we obtain close-packed lattices of spheres with random bond strength disorder,
\textit{i.e, } the effective springs coupling nearest-neighbors are either very stiff, very soft, or of intermediate
stiffness. Video microscopy, particle tracking, and covariance matrix techniques are employed to derive the
phonon modes of the corresponding * *shadow" crystals, thereby enabling us to study how bond strength
disorder affects vibrational properties. Hard and soft particles participate equally in low frequency phonon
modes, and the samples exhibit Debye-like density of states behavior characteristic of crystals at low
frequency. For mid- and high-frequency phonons, the relative participation of hard versus soft particles in
each mode is found to vary systematically with dopant concentration.

The second set of experiments investigated depletion interaction potentials between micron-size colloidal
particles induced by nanometer-scale micelles composed of the surfactant hexaethylene glycol monododecyl
ether (C$_{12}$E$ {6}$). The strength and range of the depletion interaction is revealed to arise from
variations in shape anisotropy of the rod-like surfactant micelles. This shape anisotropy increases with
increasing sample temperature. By fitting the colloidal interaction potentials to theoretical models, we extract
the rod-like micelle length and shape anisotropy as a function of temperature. This work introduces micelle
shape anisotropy as a means to control interparticle interactions in colloidal suspensions, and shows how
interparticle depletion potentials of micron-scale objects can be employed to probe the shape and size of
surrounding macromolecules at the nano-scale.

The third set of experiments explored variation in the vibrational properties of colloidal glasses induced by
changes in interparticle interactions. In particular, we study the vibrational phonons of quasi-2D colloidal
glasses whose interparticle interactions are controlled via the temperature tunable depletion interaction
described in the aforementioned experimental work. This tunable attraction enables us to study the changes in
the properties of a colloidal glass as the interparticle attraction strength is gradually increased from weak
(nearly hard-sphere) to strong. We observed that particle dynamics slow monotonically with increasing
attraction strength and eventually plateau at very high attraction strength. The shape of the phonon density of
states is also revealed to change with increasing attraction strength; specifically, glasses with low interparticle
attraction strength exhibit comparatively more low frequency modes than glasses with high interparticle
attraction strength.
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ABSTRACT

HARD, SOFT, AND STICKY SPHERES FOR DYNAMICAL
STUDIES OF DISORDERED COLLOIDAL PACKINGS

Matthew Daniel Gratale

Arjun G. Yodh

This thesis describes experiments which explore the role of interparticlactiters as a means
to alter, and control, the properties of dense colloidal packings.

The first set of experiments studied phonon modes in two-dimensional @llcigstals
composed of soft microgel particles with hard polystyrene particle dopistttbuted randomly
on the triangular lattice. By mixing hard and soft spheres we obtain clades@dattices of
spheres with random bond strength disorder,the effective springs coupling nearest-neighbors
are either very stiff, very soft, or of intermediate stiffness. Video miavpgcparticle tracking,
and covariance matrix techniques are employed to derive the phonon onfddesorresponding
“shadow” crystals, thereby enabling us to study how bond strengthddisaffects vibrational
properties. Hard and soft particles participate equally in low frequenopgihmodes, and the
samples exhibit Debye-like density of states behavior characteristic sitbtsyat low frequency.
For mid- and high-frequency phonons, the relative participation of harsus soft particles in

each mode is found to vary systematically with dopant concentration.
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The second set of experiments investigated depletion interaction potentiaebemicron-
size colloidal particles induced by nanometer-scale micelles composed difrfaetant hex-
aethylene glycol monododecyl ethenr(Eg). The strength and range of the depletion interaction
is revealed to arise from variations in shape anisotropy of the rod-likactant micelles. This
shape anisotropy increases with increasing sample temperature. By fittioglithidal interac-
tion potentials to theoretical models, we extract the rod-like micelle length ape simsotropy
as a function of temperature. This work introduces micelle shape aniscipymeans to
control interparticle interactions in colloidal suspensions, and showsritewparticle depletion
potentials of micron-scale objects can be employed to probe the shape awd sizrounding
macromolecules at the nano-scale.

The third set of experiments explored variation in the vibrational propedfielloidal
glasses induced by changes in interparticle interactions. In particulaatudg the vibrational
phonons of quasi-2D colloidal glasses whose interparticle interactiert®atrolled via the tem-
perature tunable depletion interaction described in the aforementionednesptal work. This
tunable attraction enables us to study the changes in the properties of aalailaiss as the
interparticle attraction strength is gradually increased from weak (neartif¢phere) to strong.
We observed that particle dynamics slow monotonically with increasing attrasttiemgth and
eventually plateau at very high attraction strength. The shape of the pli@msity of states is
also revealed to change with increasing attraction strength; specificabgeglavith low inter-
particle attraction strength exhibit comparatively more low frequency modesglasses with

high interparticle attraction strength.
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Chapter 1

Introduction

Colloids have proven to be a fundamentally interesting material in condenséer mplaysics
with incredible spin-off applications. A well-known colloid is milk, which consisfsfluid
drops of oily material suspended in another fluid, water. However, the treitional colloidal
suspension consists of solid particles suspended in a fluid. The particieange in size from
a few nanometers to tens of microns. Common examples of such colloids inclkydaidnd,
and paint. Micron-sized solid polystyrene and silica particles suspendgefiiid such as water
are among the most common colloids in physics. These colloids are interestangsbehey are
small enough to experience Brownian motion, yet large enough to be ebséyved by optical
microscopy [6] (see Figure 1.1la for a sample microscope image of colloidsater) The
properties of such colloidal suspensions are thus thermal, like atomic andutesleystems,
but unlike atoms the motions of constituent particles can be observed in realTinamks to
these traits, colloidal particles provide excellent models for traditional atondcnaolecular

systems [7,8]. For these reason, colloidal experiments have ofteidlpdansight about both the



microscopic and the macroscopic properties of all kinds of materials [9-€fourse, colloids
are interesting soft materials in their own right; they offer a starting poinufaterstanding
pastes, inks, paints, cosmetics, food and more. Arguably, the key iagteaf the colloidal

suspension is the interparticle interaction. Other particle properties aretanpear.g., shape

[12-17]. Interpatrticle interactions and arrangement geometry ultimatelyntietethe structures
that form and the properties of those structures [18-24].

In many colloidal experiments, the interaction between the constituent paisclée a
hard-sphere. In a hard-sphere system, particles experience rexctiterexcept at contact; at
contact, they experience an infinite potential wall (see Figure 1.1c)| hded-sphere particles
are incompressible, and the free energy of hard-sphere systemslysastlaction of the sys-
tems’ entropy [25—-28]. However, not all systems, and indeed not Bdlids, can be described
with hard-sphere models. Various other forms of interparticle interactitengials have been
developed (or arise naturally) for colloids, and these interactions hidpsegquently been utilized
to explore a rich phase space of behaviors beyond that of the hiaetlespystems.

Perhaps the second most commonly studied interaction between colloiddigsadithe at-
tractive interaction. In this case, a potential well is present in the interfegptitential (see an ex-
ample of depletion attraction potential in Figure 1.1d). Depending on the wahdine spheres
become more (or less) sticky. The use of sticky spheres provides a rweahe colloidal
systems to model other features of traditional atomic and molecular materials|apBemore
importantly, they enable the creation of new soft materials such as colloidglga9—-31], and
they can drive new phenomena such as re-entrance in colloidal g[@8s&kgl]. Attraction be-

tween colloidal particles can also provide a means for assembly in colloisteisy [18, 35-46].
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Figure 1.1: a) Experimental image of colloidal particles (polystyrene, diarsetes um). Scale

bar is10 um. b) Cartoon schematic of two colloidal particles of radiseparated by a center-
to-center distance. ¢) The classic hard-sphere potential. No interaction arises betwetizigoar
until contact ¢ = 2R), wherein interaction potential jumps from 0 to infinity. Spheres cannot
overlap or be compressed. d) An example of an attractive interparticletjzdtd his example is
closely akin to the entropic depletion interaction, which will be discussed gthdater in this
thesis. The strength of the attraction is related to the depth of the potential.@g|l/,,;|. €)
Schematic of the potential between two soft spheres. In this case, pactadé® compressed.

A third type of colloid/colloidal-interaction derives from so-called “softispes” wherein
the constituent particles can be compressed, and this compressibility lesstsfts@here repul-
sive interaction potential at short range (see Figure 1.1e). Experimihtsolloids composed
of these kinds of particles expose, among other things, connectionsdrgpadicle stiffness and
colloid rheological properties (especially at high volume fraction) [28, 2ther experiments
suggest that the particle softness can qualitatively affect the phaaeibedf suspensions [47];
specifically, this work observed that crystallization could be frustratgobaticles were made
“softer”.

In this thesis | will discuss experiments which explore the role of interpartitégantions



as a means to alter, and control, the properties of dense colloidal packimggxperiments in-
vestigate how adding or altering the three interactions discussed abodes(iteere, soft-sphere
and attractive) affect the bulk behavior of colloidal systems. Specifjdallgne set of exper-
iments we studied the vibrational behavior of colloidal crystals consistingthf §oft-spheres
and hard-spheres on an ordered lattice [48]. In another set ofimers, we developed and
were able to understand how a tunable depletion attraction is induced behicen-size par-
ticles via changes in the shape of surfactant miceiles ficelles that are suspended along with
the particles in water). Another set of experiments explored the consegmef varying the
strength of this attraction in colloidal glasses; in particular, changes in thatigbal phonon
behavior of the colloidal glasses are studied as a function of increasorgaking interparticle
attraction.

In addition to the work above, during my time at Penn | have also had the péeafu
contributin (as a co-author) to a variety of other interesting colloidal éxgets. In one pa-
per, we investigated how particle shape influences the bending rigidityllofdad monolayer
membranes [49]. In another paper, we explored the relationship bethe@umber of nearest
neighbors and the vibrational phonon spectra of colloidal glass clyS®rdn a third paper, we
probed the vibrational signatures of the cross-over from denseygtasparse gel-like colloidal
packings [4]. In a fourth paper, we assembled 2-dimensional colloatitfe arrays on nematic
liquid crystal interfaces [1], and we studied the particle dynamics. Theingl®aof this chapter
will provide a brief introduction to each of the primary projects to be disalissthis thesis. An

outline of the thesis organization is also provided.



1.1 Soft-sphere Colloidal Crystals with Hard-sphere Dopants

The macroscopic behavior of disordered (glassy) materials generd#ly fidm their (ordered)
crystalline counterparts [11,51-53], and the search for the micr@sodgins of these differ-
ences is a fascinating and ongoing pursuit [54-61]. Recently, a nushbrrdies have observed
significant differences between the vibrational behavior of glasssrgstals, differences that
are primarily apparent at low frequencies. Specifically, crystals foll@nCiebye model at low
frequencies, where their Density of Staté®{S(w)) grows as the frequeney to the power of
the dimensiond) minus onej.e. DOS(w) ~ wé~!. In disordered glasses, t20.S(w) grows
faster than the Debye model predicts and exhibits an excess of low freigganodes. This
excess of modes is sometimes called the “Boson peak” [62]. Further, émudncy modes in
crystals display long-wavelength behavior, usually in the form of planegyavhile in glasses
they can have a quasi-localized nature that have been suggested todb&teo with structural
rearrangements or soft spots [2,63-69].

To date, the vast majority of studies of glasses have focused on systersimtine micro-
scopic constituents amgructurally disordered. This approach is reasonable, since structurally
disordered solids typically form from rapidly quenched atomic and molediglaids [70, 71]
and, in the case of colloids, from densely-packed rapidly loaded apdlgdisperse suspen-
sions [2,11, 26,51, 72—80]. Structural disorder, however, ishreobnly kind of disorder present
in nature. Disorder can also be introduced into a crystalline material, fongravia heteroge-
neous bonds (heterogeneous interactions) between constituent pgiglelinterestingly, sim-
ulations and numerical studies suggest that similarities and differencedekigeen systems

with pure structural disorder versus bond disorder [82—86], bpemental studies of such



Figure 1.2: Images of a soft PNIPAM particle colloidal crystal doped wjtR% and b)11%
hard polystyrene particles. The white spheres are polystyrene paréinkbghe grey spheres are
PNIPAM particles. Scale bars até pym.

systems are lacking. Further, most studies have investigated bulk (mateviadripes like the
shape of the DOS, but little is known about the behavior of individual pastieleich make up
such systems. Thus, experiments that derive information about indiypduicle motions can
provide complementary insights and can help to elucidate similarities and ddféerdretween
structurally disordered versus bond-interaction disordered systems.

Chapter 2 of this thesis discusses experiments which explore the role of bond disorde
crystals [48]. To accomplish this goal, crystals were created with two spetieolloidal par-
ticles: “soft” PNIPAM microgel particles and “hard” polystyrene sphdopants. Three types
of bonds were thus present in the crystals due to the three possible ititdepeombinations
(hard-hard, soft-hard, soft-soft). In this way we created geoméiricedered colloidal crystals
with bond heterogeneity. The number fractions of hard and soft pantides varied in an effort
to control the amount of bond disorder. Patrticle trajectories were mehssirgg standard video
microscopy techniques [87], and the vibrational phonon modes wendaigd using previously

established covariance matrix methods [2, 73, 88-90].



From these experiments we learned (over the parameter space thatevablesto explore)
that regardless of number fraction of hard and soft particles, allassxhibited Debye behavior
at low frequencies. Soft spheres dominated the motion of the intermediatefrey modes, and
these modes had an extended character. The high frequency phodes were dominated by
hard spheres and were highly localized. Numerically generated springnks corroborated
the experimental results and also enabled us to extrapolate to higher nuatdtemt of hard

spheres, which are currently not experimentally accessible.

1.2 Tuning Depletion Interactions: Variations with Depletant Shape

As part of our effort to study interaction potential effects in glassesjeveloped a system for
tuning attractive interactions in suspension. This work was interesting in igigit.

A well-known attraction arises between large colloidal particles when manyl sio-
adsorbing particles, called depletants, are added to the suspensionatffacsive force is
entropic in origin and is often called the depletion force [91, 92]. Over #ers; depletion
forces have proved valuable as a means to control and study phasedo¢h7,29-34,93-101],
to direct self-assembly [18, 35-46, 102—-104], and to control the stabilipolloidal suspen-
sions [105-118]. Depletion forces are also used in applications sufdhraslation and pro-
cessing of food [119-122] and paint [123], and related entropectffcalled macromolecular
crowding are believed to play a role in cell biology [124,125]. It is thus irtgod to fully un-
derstand depletion phenomena and to continue to explore new means to amducnipulate
depletion forces.

In laboratory experiments, most depletants are spherical, but sometinletadéepwith other



shapes are utilized, such as rods or disks [105, 106, 126—-139futbtional form and strength
of the induced entropic potential depends on depletant shape. For lexatine same volume
fraction, p, small rods of lengthl, will induce a stronger attraction than small spheres with
diameterL [126-128], and the spatial form of the potential induced by rods is stebpn that
of spheres. In practice, it is often desirable to vary interaction strengthtas task is usually
accomplished by varying depletant volume fractiew.,by adding more small particles into the
suspension [17,30-34,42-44,93,97,98, 102, 105, 107-1@8] changing the sphere radiins
situ[36,37,46,99-101, 104].

In my thesis work, we show how depletant shape anisotrey,{he length of rod-like sur-
factant micelles) can be employed to tune interparticle attractions. Brieflgpflmidal spheres
of radiusR in a suspension of smaller rods of lendih(2R >> L) and cross-sectional diam-
eter D, there exists a shell of thicknegg'2 around the colloidal spheres that the center of the
depletants cannot enter. This shell is referred to as the “excluded vblWen the excluded
volumes of the two spheres overlap, a volume called the “overlap volume'tatest. This
overlap volume decreases the total excluded volume in the sample, and, intveases the ac-
cesible free volume to the depletants. This situation is entropically favorablledaepletants,
and thus an entropic force proportional to the overlap volume is indudegebe the two col-
loidal spheres by the depletants. When the rod leiigiticreases, and cross-sectional diameter
D and rod volume fractiop is held constant, the overlap volume increases, which increases the
entropic force between colloidal spheres. Cartoon representatiadhe oepletion interaction

between colloids induced by rod-shaped depletants are presentediie Higu



Figure 1.3: Depletion between colloidal particles of radidsin suspension of rods with length,
L, and cross-sectional diameté?, The rod centers cannot fit within regions of excluded vol-
ume (grey shaded region). a) When excluded volumes of two sphezdamvthe rod entropy
increases in proportion to excluded volume overlap (black region), aratteactive force thus
arises between colloidal particles. b) When rod lendthis increased, while keeping rod vol-
ume fractionp, and cross-sectional diametér, constant, then the excluded volume overlap in-
creases, and the strength and range of the attraction between collotitdépancreases. Rods
and colloidal particles not drawn to scale.

Chapter 3 of this thesis discusses experiments wherein depletion interactions between mi-
cron sized colloidal spheres are controlled by tuning the shape anigaifdbe nano-scale
depletants. In the process, the work introduces depletion interaction regasus of micron-
scale objects as a new method to extract information about the size anda$lepeounding
macromolecules at the nano-scale. Specifically, temperature-depeneepaiticle interaction
potentials are derived from video microscopy measurements of the pedtatamn function of
micron-sized silica spheres suspended in the presence of hexaetylylssienonododecyl ether
(C12Eg) surfactant micelles. The length and shape anisotropy of the micelles uasteoh of
temperature, were extracted by fitting the measured interaction potentialstitngeiigoretical
models for the depletion forces of rod-like/ellipsoidal depletants [131].

We found that the measured depletion potentials vary substantially in magnitddarage



with temperature. Specifically, both the potential well depth and its rangeasereith increas-
ing temperature. These effects arise from shape anisotropy variati@nein nearly spherical
Ci2Es micelles at low temperatures evolve into cylindrical micelles of varying lengtlgaieh

temperatures. The resultant derived dimensions of suspended micelliesiad to be roughly
consistent with small angle neutron scattering (SANS) data feE£[3]. To our knowledge
this is the first experiment to explicitly demonstrate temperature tuning of sinégmrapy as a

means to modulate the depletion interaction.

1.3 Effects of Interparticle Attraction Strength in Disordered Col-

loidal Packings

The glass transition is considered by many to be one of the greatest cleallengondensed
matter physics [140]. To date, much of the experimental, theoretical and siomuiork study-
ing glasses have focused on systems containing hard-spheres][1ddt& recently, however,
studies have observed that many properties of glasses depend onadite afethe underlying
interparticle interactions [141-145].

At least two kinds of disordered packings are found at high packanjitm,¢; they depend
on the strength of the interparticle attraction (see Fig. 1.4 for a cartoorsemation of the
currently accepted state diagram). In “repulsive glasses”, the intetpaattraction strength is
weak (or zero), and in “attractive glasses” the interparticle attractiongtties strong. Perhaps
the biggest difference observed thus far between repulsive glasdesdtractive glasses concerns
particle dynamics. Particle dynamics have been observed to be slower atietgasses than

in repulsive glasses [17,19, 30, 32—34, 146]. It has also beesmaasin attractive glasses that
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Figure 1.4: Qualitative state diagram for disordered glassy packingduaston of packing
fraction¢ and interparticle attraction strengtti,,;,, |-

particle dynamics are heterogeneous over a wider range of time and Ieadgk sompared to
repulsive glasses [146]. Additionally, the cooperative rearrangeragions (CRRSs) are string-
like in repulsive glasses, while in attractive glasses they are compact\aideimmore particles
than the repulsive systems [146].

While previous research has uncovered these differences betae@ular repulsive and
attractive glasses, much less work has been done to elucidate the transitioa fepulsive
glass to an attractive glass. For example, it is not known whether suchsitita is gradual or
discontinuous. Additionally, the mechanisms at the microscale which vary dsatisstion is
approached and crossed have not been worked out. Experimenfimgttie: transition from the
repulsive glass state to the attractive glass state could help advancertérglg@accepted mode-
coupling theory describing such systems, or potentially encourage tledodevent of a new
framework with which to describe glassy systems, and could thus lead to auredtrstanding

of the glass transition. Furthermore, understanding the changes ingiladseed by changes in
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the interparticle bonds could help derive methods to control the propeftiggsses.

Chapter 4 of this thesis discusses experiments that begin to explore the transition from
the repulsive to the attractive glass state. Dense packings of a binaridabBaspension in a
solution of GyEg surfactant micelles enable us to study colloidal glasses as a function of the
strength of interparticle attraction. The two sizes of colloidal particles ftesgrystallization,
creating a disordered colloidal glass. The use ofHg surfactant micelles as depletants, as
discussed above and @hapter 3, allowed us to vary the attraction strength between colloidal
particles. We were thus able to gradually increase the interparticle interaxdtiarcolloidal
glass from weakly attractive to strongly attractive, and concurrentlyystiogy the vibrational
properties of colloidal glasses change with changes in interparticle attractio

Our initial results show that particle dynamics slow monotonically with increagtracsion
strength and saturate when the interparticle attraction strength becomeiesti§fistrong. The
shape of the vibrational density of states also changes with increasirgiatirstrength. Specif-
ically, repulsive glasses have comparatively more low frequency modesttractive glasses.
Further, the low frequency phonon modes in attractive glasses wegeveldgo be spatially ex-
tended, whereas the motion was found to be more quasi-localized in repglasses. These
changes in the vibrational and dynamical behavior signify the transitiom fhe repulsive glass

state to the attractive glass state.

1.4 Organization of Thesis

The remainder of this thesis is organized as follo@hapter 2 will present published results

on the vibrational phonons of two-dimensional soft-particle colloidaltatgsvith hard-particle
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dopantsi.e.,with bond-strength disorder [48Chapter 3 will present results that have been sub-
mitted for publication which elucidate the change in depletion attraction betwdleidabpar-

ticles induced by changes in the shape of surfactant micelle deple@mapter 4 will present

initial work on the behavior of colloidal glasses induced by changes inpatgcle attraction
strength. Chapter 5 summarizes the results presented in the previous chapters and proposes

ideas for future study.
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Chapter 2

Phonons in Two-Dimensional Colloidal

Crystals with Bond Strength Disorder

2.1 Introduction

The search for the microscopic origins of the differences betweenddised (glassy) materials
and their (ordered) crystalline counterparts is an interesting and ongotegprise [54-61]. A
variety of disordered solids, ranging from metallic to colloidal glasses baen found to exhibit
similar vibrational properties [147—-156]. Thus far, most of this reselas focused on materials
wherein the microscopic constituents ateucturallydisordered; these states of matter typically
form from rapidly quenched atomic and molecular liquids [70, 71] and, irc#se of colloids,
from rapidly loaded densely-packed and/or polydisperse suspargidiil, 26,51, 72—-80].
However, other kinds of disorder are present in nature. For examge;der can be in-

troduced into a crystalline material via heterogenous interparticle interactipasternatively,

14



heterogeneity in the bonding between constituent particles [81]. Simulatidmaunerical stud-
ies suggest that similarities and differences exist between systems witetpuoeiral disorder
versus bond disorder [82—86], but experimental studies of su¢hragsare lacking. The sim-
ulations and numerical studies carried out thus far have primarily foomsede shape of the
phonon density of states, often in search for insights into the origin of therpeak. However,
little is known about the concomitant behavior of individual particles that roglsich systems.
In this chapter, we experimentally investigate the vibrational behavior ofdimensional
(2D) colloidal crystals with bond-strength disorder. These colloidadtatg are composed pri-
marily of “soft” poly(N-isopropylacrylamide) (PNIPAM) microgel particlesith “hard” polystyrene
(PS) particle dopants distributed randomly on the lattice. Thus, we study Attstully or-
dered lattices with a distribution of bond strengths; nearest-neighboslareceither very stiff,
very soft, or of intermediate stiffness. Video microscopy is employed to tiaeknotion of
all particles, and particle displacement covariances are used to degiphdimon modes of the
corresponding “shadow” crystals with the same geometric configuratidtinéeractions as the
experimental colloidal system, but absent damping. Thus, we explorephnodes in crystals
with bond strength disorder as a function of increasing dopant comatiemtrand, among other
things, we ask whether it is possible to create a geometrically ordered solithovithstrength
disorder whose phonons do not follow the Debye model at low freqegndhe bulk of the

work discussed in this chapter has been published [48].
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2.2 Contextual and Theoretical Background

2.2.1 Low-frequency Phonon Behavior of Ordered Crystalline 8lids: The Debye

Model

The Debye model is the traditional theory employed to describe the vibrapbwalon modes
in solid materials. In the Debye model the low frequency phonon modes sceloked as plane
waves with a dispersion relations= ¢ k: herew is the phonon frequency of a given mode,

is its wavevector, andis the speed of sound. The density of stal®®((w)) is defined as the
number of modes in the frequency interf@al w + dw].

In crystals, constituent particles are arranged in a periodic areayhe crystal lattice. Given
this periodic array of particles, the Debye model assumes evenly spacked ing-space. Thus,
the number of modes for each frequencis proportional to the area of a surface with constant
(corresponding)E. Following this model for ai-dimensional solid, the density of states is
proportional to phonon frequency to the powler 1, i.e.,DOS « w?!. The Debye model has
proven to accurately predict the low frequency phonon behavior ofy/realids. For example,
the Debye model accurately predicts the contributions of the phonons to thersme,T’,

dependence of the specific he@t;, of crystalline solids at low temperatureS; oc 73,

2.2.2 Low-frequency Phonon Behavior of Disordered Solids

While the behavior of ordered crystalline solids at low frequencies isrataly predicted by
the Debye model, the behavior of disordered glassy materials is diffemmttheir crystalline
counterparts and is not captured by the Debye model. Specifically, assegt low-frequency

vibrational modes can exist in disordered solids compared to what is frediy the Debye
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Figure 2.1: a)DOS(w) for a 2D colloidal crystal at a liquid crystal-air interface reported in
ref. [1]. Black line represents Debye prediction for 2D systémi)S(w) ~ w. Inset focuses
on low frequency regime. Note this inset is in log-log scale with a slope equal @bserve
DOS(w) follows Debye prediction at low frequencies. b) Density of states scajeddbye
predictions,DOS(w)/w, for a 2D colloidal glass reported in ref. [2]. The location of the Boson
peak is represented hy.

model [62]. This effect is visualized by scaling the) S(w)curve byw?! (the expected Debye
behavior),i.e., DOS(w)/w?=!. For crystals,DOS(w)/w?~! is a constant at low-frequencies
(see Figure 2.1a). For glasses, a “bump” is observed at low-fregse(Figure 2.1b). This
bump is commonly referred to as the “Boson peak”. Along with this excess démat low fre-
guencies, the modes at low-frequencies were found to be quasi-latalzkedisplay enhanced

participation in regions prone to rearrangements [2,63-69].
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Figure 2.2: Raw images of a soft PNIPAM particle colloidal crystal dopét &) 2% and b)
11% hard polystyrene (PS) particles. c¢) and d) Inverted images of a) amedpectively. In a)
and b) the black spheres are PS patrticles, and the grey spheresiBévPparticles. In c) and
d) the white spheres are PS patrticles, and the grey spheres are PidrAdles. Scale bars are
10 pm.

2.3 Experimental and Analytical Methods

2.3.1 Sample Preparation and Imaging

My experiments employed ensembles of particles sandwiched between alglasand cover
slip (Fisher Scientific), creating a quasi-2D chamber. Polystyrene (REElps (Invitrogen)

had a diameter of 1.4m and the poly(N-isopropylacrylamide) (PNIPAM) particles [157] had
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a diameter of~1.1 um. Because of this similarity in size, the particle mixture readily self-
assembled into a triangular crystal. PNIPAM patrticles have a soft interggptitential [158],
while polystyrene particles are much more hard-sphere-like [27, 28, Bifice two different
species of particles are employée,, soft PNIPAM and hard polystyrene, three different inter-
particle interaction combinations arise (soft-soft, soft-hard, and hardthA small amount of
Fluorescein dye~<0.2% w/v, Sigma-Aldrich) was added to the aqueous suspension of particles
in order to improve imaging contrast. The dye was excited using light from aumyelamp that

was directed through a 488 nm wavelength bandpass filter; the resultieg imichges consisted

of dark patrticles on a bright background. Sample images are shown i.Eab.

We thus create crystals with three distinct interparticle potentials distributddmrgy on the
triangular lattice. Particle motion was recorded using video microscopy, wieileaimples were
kept at a temperature 85 °C using an objective heater (Bioptechs) connected to the microscope
oil immersion objective. Video data df;,; ~ 1000 — 1500 particles was recorded at a rate of
60 frames per second f600 seconds. The raw images (dark particles on a bright background)
were then inverted to yield images of bright particles on a dark backgr(itigd2.2c-d), and

the motion of all particles was extracted using standard particle trackingitees{87].

2.3.2 Vibrational Phonons Calculated from Particle Trajedories

We derive the vibrational properties using the displacement covariantéex meethod. This
state-of-the-art methodology has been described previously [B7308 Here we measurgt)
the 2 NV;,:-component vector of the displacements of all particles from their avgragigions
(z,y). Then we compute the time-averaged displacement covariance niajrix, (u; (t)u;(t)):

wherei, j = 1, ..., 2Ny, run over particles and positional coordinates, and the average rans ov
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time (i.e.,over all frames). In the harmonic approximation, the potential engrgythe system
is given by:
1

V= §uTKu, (2.1)

where K is the matrix of effective spring constants between all pairs of particles, eeitin

element defined as:

o0*V
K;; = . 2.2
J 8u18u3 ( )
The hamiltonian of the system is:
1 2
H=-u'Ku+ p—, (2.3)
2 2m

wherep is the momentum vector for the system. Knowing the hamiltonian of the system pro-

vides us with the form of the system’s partition function Z, which is:
2
7 o /dudp e~BGuTKut+ET) (2.4)

whereg is ,@LT With the partition function we can calculate the time-averaged displacement
covariance matrix(;; = (u;(t)u;(t))¢. Using basic statistical mechanics, and the form of the

partition function from equation 2.4, we find that:
2
(wi () (£))1 = ( / dudp uu”e PGV KT 7 (2.5)

Note that the integral over momentum space only involves the momentum term xpibreeat,

and so we can separate the momentum and position integrals, which we cato dtsothe

20



partition functionz, i.e.;

2
_ (Jdpe 5 [ duuuTe TR

J = (2.6)
[dpePam [duePaw Ku

(i () (8))1

The momentum terms cancel here, and we are left with just the integral @vdigplacement
phase space. Here we see that this measurement yields “static” informiationthe sample,
i.e. only dependent upon the particle positions and the interparticle interactions.

Solution of the displacement Gaussian integrals reveals that the covanmatge C' is di-
rectly related to the stiffness matrix by (C~1);;kgT = K;;. The experimental covariance
data therefore gives the vibrational properties of the so-called “stiagistem; this “shadow”
system of particles has the exact same static properties as our experisyeteai (.e., with the
same covariance and stiffness matricésnd K), but does not have the damping of our experi-
mental system. The phonon eigenvectors and frequencies are deoivetthe dynamical matrix
D, which is directly related to the stiffness matrix with; = K;;/m;;, wherem;; = | /m;m;
with m; the mass of particlé Diagonalizing the dynamical matrix gives the eigenvalgeand
eigenvectorg(w;) of the shadow system phonons. The eigenvalyesrrespond to the phonon
frequenciesy; squaredj.e. \; = w?, of the phonon modes, while the eigenvecteis); corre-
spond to the particle amplitudes associated with each of the phonon modes, Wgaemind
the reader that the displacement covariance and spring constant méfraned/’, respectively,
only depend on the static interactions between particles and the geometrgucatidin of the
particles, both of which are the same for the real and shadow systems.

The accumulated mode numbai(w) is then derived from the calculated phonon modes.

Note, N (w) is defined as the number of modes with frequency less than or equalte stated
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previously, the more commonly used phonon density of states'(w) is defined as the number
of modes per frequency intervéb, DOS(w) = dN (w)/dw. Thus,N(w) is the integral of the

DOS(w) over the intervaliw.

2.3.3 Corrections to Derive “True” Phonon Frequencies

Recently, it has been observed that the scheme described aboveveoptemon eigenfrequen-
cies is only truly correct when the ratio of (image) frames to degreeseefibm (number of
modes) is very large. If the data is not sufficient to satisfy this criteria, ttheritrue” eigenfre-
guencies of the system are best found by linearly extrapolating the finiteefdata to an infinite
number of frames [90, 159]. The phonon eigenfrequencies meakaredvere extracted using
data derived from a finite number of frames. The total number of framesparoximately ten
times the number of degrees of freedom in the systiegn tventy times the number of parti-
cles). Thus the phonon frequencies of each mode were correcteddaganfrom three different
numbers of image frames and then linearly extrapolating the data. Specifiballywverse of
the phonon frequencies$,/w, was plotted as a function of the ratio of the number of degrees of
freedom to the number of frames. An infinite number of frames would giedia of zero. We
then fit the three calculated frequencies to a straight line. The y-intestéps fitted line is the
inverse “true” frequency. Figure 2.3 presents a representativegaof one such plot for the
10th mode of thd 1% hard-particle crystal.

Figure 2.4 shows the experimental as well as extrapolated accumulated oroderV (w)
as a function of frequenay for all samples. It is apparent from these plots that, while there was
some change in the frequencies, the overall trends remained the samextrEpolated “true”

frequencies are reported herein, but we can confidently say thauthbar of frames used in
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Figure 2.3: Hollow black squares are the inverse of the phonon freguéncfor the 10th mode
of the 11% hard-particle crystal found using three different number of framesd IRe is the
linear fit of the three points. Blue square is the "true” frequency extedpd to infinite frames.

the experiments also provide a qualitatively accurate depiction of our system.
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2.4 Results and Discussion

2.4.1 Characterization of Crystal Structure

To characterize the triangular crystalline order of the samples, the orierahtod transla-
tional correlation functiongys () andgr(r), respectively, were computed for all of the crystals.
Ga(r=|rs-r]) = (W%, (ri)a;(r;)), wherer; andr; are the positions of particlesand j, and

a = 6,T. vs andig; are the orientational order parameters for parti¢lend j, andr;
and7; are the translation order parameters for particlasdj. The orientational and trans-
lational order parameters for a given partiglare defined agx; = (>, 55k /nn, where

6,1 is the angle between particjeand its neighbok andnn is the number of nearest neighbors.
Yy = e'GTi whereG is a primary reciprocal lattice vector determined from the peak in the
sample’s 2D structure factot(k).

In Fig. 2.5, the orientational correlation functigg(r) is large ¢ 0.8) at short distances
and does not significantly decay over the longer distances probedbtgsvation suggests that
all the samples possess good triangular order. The translational gorrdianctions for the
0%, 11%, and21% hard-particle samples were found to exhibit excellent translational ¢sder
Fig. 2.5),i.e., gr(r) were large £ 0.8) at short distances and did not significantly decay at the
longer distances probed. Howevef;(r) decayed more rapidly at longer distances for 2bie
and7% hard-particle crystals. This decay is due to a single, large grain boutteardivided
these particular samples into two well-ordered domains.

To confirm that these grain boundaries did not substantially affect tmatidhal properties

reported for these samplese(, based on measurements over the full field of view), we calcu-

lated the phonon modes of the smaller (pristine) subsecti@ghe two grains with excellent
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Figure 2.5: a) The orientational correlation functiopg;r), and b) the translational correlation
function, gr(r), of all crystals studied. Symbols represent local maxima and the dashed line
represent the full correlation function.

crystalline order, (Fig. 2.6). By comparing the basic trends for both fiefdgew, we confirmed
that the presence of the grain boundary did not alter any of our printglasions. Specifi-
cally, since the number of particles is smaller in these subsections, the totaénafmbodes is
obviously smaller. Therefore, to fit data of the subsections onto the satrespitwse of the full
fields of view (labeled Full Field in Fig. 2.6), the accumulated mode nurmier) was rescaled

by the maximum accumulated mode numbB&fw,,....). The participation fraction®r(w) and
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Figure 2.6: a-c) Data of full field of view and subsectior2éf hard-particle doped crystal. d-f)
Data of full field of view and subsection %% hard-particle doped crystal. a) and d) Scaled
accumulated mode numbai(w)/N (wmaz) @s a function of frequenay. Black line represents
Debye model predictions (line is offset for clarity). b) and e) Participaftiaction Pr(w) as a
function of scaled accumulated mode numb&t) /N (wmqz ). €) and f) Participation ratio as a
function of scaled accumulated mode numb&t) /N (wpaz)-

participation ratiosPr(w) in Fig. 2.6b-c and Fig. 2.6e-f are also plotted as a function of the ac-

cumulated mode number divided by the maximum accumulated mode nuWibey N (wiaz )-

2.4.2 Particle Cluster Statistics

The spatial distribution of hard particle dopants in our experimental sampleset completely
random, although the deviations from random distributions were relativedyl.sThe origin of

this effect is not entirely clear, but it could have arisen via aggregaffects during sample
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loading. Nevertheless, to quantify the randomness we compared the gekdssiribution of
hard-particle cluster sizes in our experiments to standard statistical predifiorandom sys-
tems. The comparison indicates that the experiments have slightly more htctepausters
than predicted, especially at the lower dopant concentrations

By examining all possible configurations of two particle types on a hexadattiae, we
were able to derive the probability( V') of a hard-particle being found in a cluster of N hard-
particles. Given a hexagonal crystal with number fraction of hardreghe the probability

P(N) of finding a hard sphere in clusters&f= 1,2, 3,4, 5 are:

P(1) = (1 —¢)° (2.7)

P(2) = 6¢(1 — ¢)® (2.8)

P(3) = 3¢*(1 - ¢)°[2+ 9(1 — ¢)] (2.9)

P(4) = 12¢3(1 — ¢)"°[1 +4(1 — ¢) + 9(1 — ¢)?] (2.10)

P(5) = 15¢*(1 — ¢) 124+ 7(1 — ¢) +20(1 — ) + 31(1 — ¢)*]. (2.11)

Figure 2.7 presents the theoretically derived probabilities for truly rarej@tems compared
to our experimental observations, as well as the results of computationakyaged spring
network distributions. We observe that the computationally generated spetagrks line up
with the theoretical probabilities. The experimental system ®@ith hard particles follows the
theoretical and computationally generated probabilities. However, foxfrerienental samples

with 2%, 7%, and11% hard particles, the probability of finding a hard particle in a cluster of
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Figure 2.7: Probability?(N) of finding a hard particle in a cluster é&f hard particles from
experiments (filled red circles), theoretical probabilities (black X's), @ndputationally gener-
ated spring networks (hollow blue squares).

N > 1 is higher in experiment than in theoretical and computationally generateitiwed,
though these deviations are not very large

We suspect that this clustering of hard particles arises from phasetepaf hard and soft
spheres during the sample preparation process. Phase separatieerbittevhard and soft parti-
cles was observed at low packing fractions (see Fig. 2.8). During sgrgparation, significant
flow arises as the suspension of particles spreads throughout the sarapiber. It is at this
time that phase separation begins; phase separation is arrested whaghtpadking fraction

required for crystallization is obtained. Thus, slightly more clusters of particles are found

29



Figure 2.8: Phase separation between hard polystyrene spheresduatsitend PNIPAM mi-
crogels (gray dots) at low packing fraction. Scale baig.m.

in our samples than predicted. Nevertheless, even with non-ideal cirawmastge., not a truly
perfect hexagonal lattice and not a truly random distribution of hartiicges), all of our hard-
particle doped soft-particle crystals displayed similar Debye-like behaviemafrequencies,
soft particle dominated behavior at intermediate frequencies, and hdicigpdominated high

frequencies.
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Figure 2.9: Effective spring constantsbetween two hard particles (hollow squares), two soft
particles (circles), and hard-particle/soft-particle pairs (filled sqiidess/ed from the computed
spring constant matriX as a function of average particle separatidar the21% hard-particle
doped crystal.

2.4.3 Spring Stiffness Heterogeneity

From the spring constant matrix, it is apparent that three distinct nearest neighbor springs are
present, corresponding to the three nearest neighbor particle combsmakgure 2.9 shows
the effective spring constanksas a function of the average particle seperationeasured in

the 21% hard-particle crystal. Notice that hard-hard particle pairings have tHess$t#prings,
soft-soft particle pairings have the softest springs, and soft-hatitlpgpairings have springs

with an intermediate stiffness.

2.4.4 Vibrational Phonon Behavior

For a 2D crystal, the Debye model predicts that the accumulated numbeoobpimodes,
N(w), should grow as the frequency-to-the-second-power (frequsgegred) in the low fre-

quency regime [160]. In Fig. 2.10 the measufé@v) is plotted for all doped crystal&¥, 7%, 11%, 21%
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Figure 2.10: Accumulated mode numbai(w), for all doped crystals and pure PNIPAM crystal
as a function of the frequency scaled by the minimum frequenay,;,, for each sample. The
solid black line represents Debye law scalingw) ~ w?. The accumulated mode numbers are
logarithmically binned.

PS/hard particles), as well as for a pure PNIPAM crystd PS/hard particles). At low frequen-
cies, N (w) exhibits similar scaling with frequency in all crystals. This scaling is very ctose
the Debye model prediction. Thus, despite different degrees of dogrgsh disorder, the low
frequency DOS behavior is quite similar to that of a perfect crystal @ crystal with0% dopant
particles.

At intermediate frequencied (w) grows faster than predictions of the Debye model, and
at the highest frequenciedV/(w) plateaus. Note, a somewhat similar DOS behavior at low-
intermediate frequencies was also observed by Kah [88]; in their paper, however, they de-
rived the phonon information using two-dimensional slices within a three-diioeal colloidal
crystal. They attributed this deviation from Debye behavior to a heterogendistribution of
microgel particle stiffness and argued that the deviations were related bosoa peak. With-

out delving too deeply into the limitations (potential pitfalls) of their analysis agqird88],
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we simply note that our low-frequency data does not support the exéstdrec boson peak in
these systems. To better understand how crystalline behavior is prse¢iteer frequencies, as
well as to elucidate the behaviors exhibited by these systems at higheerficgs, we utilize
the derived eigenvectors of the present system to obtain spatial infomadiaut the phonon
modes.

First, we quantify the contributions of soft and hard particles to each nidds information
is derived by calculating the participation fractions of each species ébrmade. The eigenvec-
tors of each mode have componeris.(associated displacement amplitudes) corresponding to
each particle and each direction; for exampl@y) = (e12(w), -.; eNypea (W), €1y (W), oy €Ny (W),
where Ny, is the total number of particles in the sample. Further, all eigenvectors er@ho
ized such thate(w)|= Y- (€3, (w) + €2, (w)) = 1, wherea runs over all particles. The par-
ticipation fraction for particlex in a mode with frequency is therefore given byPr o (w) =
e2s(w) + €2, (w). Thus, the participation fraction of hard spheres in a mode with frequency
wiS Prpara = Y pler, (w) + e,%y(w)), whereh is the set of indices corresponding to hard
spheres in the eigenvector. Similarly, the participation fraction of softreghie P s, (w) =
1— Prard = Y 4(e2.(w) +e2,(w)), wheres is the set of indices corresponding to soft spheres
in the eigenvector.

Second, we quantify the spatial extent of each mode by calculating its patiiecipatio.
(Note, participation ratio and participation fraction have very differentmimegs; this vocabu-
lary is unfortunate, but since the field has adopted it, we adopt it hereThe.jnode participa-
tion ratio is defined a®r(w) = (3_, €2, (w) + €2,(w))*/(Niot > €ar(w) + €4, (w)). Alow

numerical value for the participation ratio indicates that the mode is spatially ledalizhile a
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high value indicates the mode is spatially extended. The participation ratio cusexffto sepa-
rate localized from extended modes is typically set t@ 22, 4]. Modes with a participation
ratio below (above).2 are considered localized (extended).

The general behavior of the bond-disordered crystals can be dléame Fig. 2.11 wherein
representative phonon modes of BiY hard-particle-doped crystal are shown, along with the
accumulated mode numbéy,(w), the participation fractionr(w), and the participation ratio,
Pgr(w). Interestingly, at low frequencies, where Debye-like behavior wasmed in the accu-
mulated mode number, the participation fractions of hard and soft partidles fiheir respec-
tive number fractions in the sampieg., soft and hard particles participate equally (Fig. 2.11b).
This representative mode and other modes at low frequencies, exhilgits/brelength-like ex-
tended behavior; the behavior is similar to that of corresponding modew dtdquencies in
perfect crystals. Note also that a few low frequency modes have verpaoticipation ratios
(i.e., they have at least some quasi-localized character); we believe thestseffe probably
due lattice point defects and/or grain boundaries [161]. In the caseinf gefects, these low
frequency modes appear to possess both long-wavelength-like tdraaad localized motions
near lattice defects. The mode shown in Fig. 2.11d is an example of one suleh(natice
the defect in the lower left hand corner). Thus, though the participagitio of such modes is
typically below the expected patrticipation ratio of extended mode8.§), they clearly exhibit
a form of long-wavelength spatially extended behavior.

At intermediate frequencies, the accumulated mode number grows fastevdahithbe ex-
pected had Debye scaling continued to higher frequencies. In additermdtion in these

modes is dominated by soft spheres. This effect is best quantified bytteation fraction.
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Figure 2.11: Mode characterization and representation g hard-particle crystal. a) Accu-
mulated mode numbe¥ (w) with solid black line representing Debye law scalingw) ~ w?,
and dotted black lines show where representative modes (d-f) aré éouplot. b) Participation
fraction Pr(w) of hard (filled red circles) and soft (hollow black squares) spheresizontal
solid black lines show number fractions of soft and hard parti@®% and 11% respectively,
and dashed black lines again show representative modes. The participatiton of hard and
soft spheres is binned (i.e. averaged) over a bin sizz0of 10° rad/s. c) Participation ratio
Pr(w) with solid black line showing threshold for localized versus extended motimhdatted
lines again show representative modes. The participation ratio of all paigdénned over a bin
size 0f20 x 103 rad/s. d-f) Vector displacement plots of representative modes-€R6.4 x 103
rad/s, e)u = 381.2 x 103 rad/s, and fluv = 758.7 x 103 rad/s. Dark blue dots are hard particles,
light blue are soft particles, and arrows are the particles’ displaceme&hgslarger the arrow,
the larger the patrticle’s displacement.

In particular, we see that the participation fraction of soft spheres ir tiesles is higher than
the number ratio of soft spheres in the system (Fig. 2.11b). The motion & ftheermedi-
ate modes is also spatially extended, but their character appears quéidifiezent than was
found at low frequencies.

The highest frequency modes are dominated by hard spheres. Sylcificcrossover in

35



the participation fraction is observed wherein hard particles have eatigacticipation, and the
participation of soft spheres is diminished. The highest frequency name®st display long

wavelength extended behavior; rather, they appear to be more local@ethst of the modes
observed at intermediate and low frequencies. This latter effect is gepmuantitatively by the
participation ratio (Fig. 2.11c). The participation ratio at intermediate frecjaens far above

the0.2 threshold. At high frequencies, however, the participation ratio drefusi\).2.

We next explore the effects of differing dopant concentrations. T®ibeompare samples
with different dopant concentrations, we scale the frequencies dfssaple type by its mean
frequency(w). In this manner, we can plot the behaviors of all samples over the samea&lati
guency range to discern trends more easily. Further, by subtractingithieen fraction of hard
spheres in a sample from the measured participation fradgt®@npPr r4rd(w) — Nrard/Niot,
we can suggestively plot all participation fraction versus frequenty @a shown in Fig. 2.12.
Here, whenPr 114,q4(w) — Nuara/Niot has a value of zero, then all particles participate equally
(i.e., corresponding to their number fraction in the sample); a negative valuesntieare is
diminished participation by the hard spheres and enhanced participatioe kpftrspheres; a
positive value means enhanced participation by the hard spheres and dadipiarticipation
by the soft spheres. The three frequency regimes observed I ¥héard particle crystals are
apparent in all doped crystals when using this plotting scheme. Equalipatita is observed
at low frequencies, diminished hard particle participation at intermediatedraies, and en-
hanced hard patrticle participation at high frequencies. In addition, weHat the extentife.,
frequency range) of the high frequency regime, wherein hard partideome the primary mode

participants, shifts to lower relative frequency as the number of hatttieadopants increases.
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Figure 2.12: a) Hard-particle participation fractions shifted by hardigg@amumber fractions
Pr Hard(w) — NHara/Nior @s a function of frequency scaled by the mean frequentyw)
for all doped crystals. Dotted line represents equal participation. hicipation ratio as a
function of frequency scaled by the mean frequeangyw) for all doped crystals as well as
pure soft-particle crystal. Dotted line represents localized versus eddhdeshold. Legend is
for both figures, however data f6f% hard-particle crystal only in Figure b. Both participation
fraction and participation ratio data is binned (i.e. averaged) over a birsxex 10° rad/s.
Note, the dark grey region represents the low frequency, equalipation regime, the white
region represents the soft-sphere dominated, extended motion reginteedigiht grey region
represents the hard-particle dominated, localized motion regime.

The participation ratio of all doped crystals and the pure soft PNIPANMtahare also shown
in Fig. 2.12 as a function of scaled frequency. Notice that extended npé@deminate at

low and intermediate frequencies for all crystals, regardless of daoscentration. The high
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frequency modes in the pure soft particle crystal are also observedeibnded; however, the
highest frequency modes of all doped crystals are found to be localgeidiently, the hard
particle dopants dominate motion at high frequencies, thus localizing vibratiootadn since
they are relatively isolated. This high frequency behavior appears sitoildwat observed in

colloidal glasses [2, 153].

2.4.5 Computational Generated Spring Networks

To further confirm our findings, we studied computationally generatedgpetworks. These
spring networks employed varying ratios of stiff and soft springs locetadomly within the

lattice. Part of our motivation for carrying out these simulations was due tatihéhat the spa-
tial distribution of hard particle dopants in the experimental samples was rfetflg random.

We therefore hoped to clarify whether this lack of perfect randomnessgdvaffect any of the
conclusions we made about the phonon spectra.

The computer simulations employed patrticles with equal masses on triangulaslattiee
particles were randomly chosen to have one of two spring constants,k,. We setk; to be
five times larger thak;. Particles with spring constaht are referred to as “stiff” and particles
with spring constank, are referred to as “soft”. The effective spring between two neighgor
particles is the mean value of the spring constants of the two particles. Inwtnds, the
effective spring constarif;; between neighboring particlésind; is given byk;; = (k; +k;)/2,
wherek; andk; are the spring constants of individual particlesd;, respectively. This model
was employed to be consistent with our experiments, wherein two hard paidecoupled
by an effectively stiff spring, two soft particles are coupled by anatiffely soft spring, and

hard-particle/soft particle pairs are coupled by an effective springtefmediate stiffness. All
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Figure 2.13: a) Stiff-particle participation fractions shifted by stiff-particlenber fractions
Prsiirs(w) — Nsiirr/Niot @s a function of frequency scaled by the mean frequeryy) for
computationally generated springs networks, excluding those which ey goft particles or
purely stiff particles. Dotted line represents equal participation. b) Paatioipratio Pr(w) as
a function of frequency scaled by the mean frequengiw) for all computationally generated
spring networks, including those which are purely soft particles (blaegkviith dots) or pure
stiff particles (grey line with dots). Dotted line represents localized versiended threshold.
Legend is for both figures, however data 9% and 100% stiff particle crystal only in Figure
b. Note, the dark grey region represents the low frequency, equaipation regime, the white
region represents the soft-sphere dominated, extended motion regimbaedight grey region
represents the hard-particle dominated, localized motion regime.
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non-nearest neighbor springs were set to zero. We thus generapeohg constant matri¥’
based on nearest neighbor spring interactidgisin turn, gives rise to a dynamical matriX for
the spring network. The eigenvalues and eigenvectofswere calculated, and the frequencies,
participation fractions, participation ratios, etc., were derived. One Hegndifferent initial
configurations were employed for each network. Networks were ohwih 0, 10, 25, 35, 50,
65, 75, 90, and 100 percent stiff particles. By averaging over 10atiters, we minimized
effects specific to any one configuration.

Plots derived from these “computationally generated data”, analogousde tf the exper-
imental data in Fig. 2.12, are provided in Fig. 2.13. Notice that the computatiayetigrated
networks exhibit the same three frequency regimes as the experimenhsys-urther, the
participation ratiosPr(w), of all computationally generated spring network%(to 100% stiff
particles) exhibit trends similar to experiment. Thus, it appears that the smmatBmdomness in
the experimental dopant spatial distribution does not introduce any sytatamars that affect

our primary conclusions.

2.5 Conclusion

In summary, the vibrational modes in soft-particle crystals doped with hatitlpa exhibit

three distinct frequency regimes. At low frequencies, crystalline (Bdig) behavior in the
DOS is observed in all systems regardless of doping. These low fregueodes display long
wavelength behavior in which hard and soft particles participate equatlyntérmediate fre-
guencies, the modes are extended and dominated by soft particles. Aghlestifrequencies,

the modes are more localized and dominated by hard particles. Our compubatiemerated
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spring networks exhibit many of the trends observed here and evapeldte to higher number
fractions of hard spheres.

The experimental results imply that while the introduction of bond-strengthidis@oes
indeed alter some of the vibrational properties of crystalline materials, cechparthe intro-
duction of structural disorder, it does not as readily destroy the dipst@®ebye-like properties
at low frequencies. Thus, at least within the present experimental reginag@pears that struc-
tural order in crystalline materials is more important than bond homogeneity fimtaimang
crystalline phonon properties at low frequencies. This finding is in confitt previous simu-
lation work on interaction disordered crystals which have found a bosak @t low frequencies
when enough disorder is present [82—86]. The previous simulatiok @@mined a variety of
spring constant distributions including a box distribution with plus/mi2% variation about
the average [82], truncated Gaussian distributions with widths varyimg @6 to 1 [83, 85],
power law distributions [84], and binary distributions with a spring constatid of 0.1 [84, 86].
None of these simulations matches our experimental conditions exactly, asidntilations of
binary distributions are closest to our experiments. However, these sinmslatiarted with a
crystal of primarily hard springs and then doped it with soft springs. @&ytrast our experi-
ments employed a soft crystal doped with hard particles. Also, the simulati@asanly two
spring constants (soft and hard), whereas our experiments haddikteet spring constants
(soft, hard, and intermediate stiffness) corresponding to our threegatgcle interactiong,e.,

soft-soft, hard-hard, and soft-hard, respectively.
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2.6 Future Work

Possible future work (related to previous simulation research) could iméhedeasing the con-
centration of hard spheres, or starting with hard-particle crystals atidgsioft-particle dopants.
These experiments should be possible but are technically more difficalibethe hard polystyrene
particles scatter significantly more light than the PNIPAM particles, and trgdkixi PAM par-
ticles surrounded by a large number of polystyrene particles is difficult.

Looking further to the future, it should be interesting to increase the lstnetkgth disparity
by using softer particles. This variation, as well as the use of higherdzatidle concentrations,
would enable us to probe systems closer to the onset of mechanical instalfiliyesponses
of these materials to mechanical perturbations would also be interesting to $kign that
colloidal glasses have been shown to possess quasi-localized “stdt gich correlate with
the location of structural rearrangements [2,63-68], it would be irtege® see when and if the
soft spheres would become “literal” soft spots in hard crystals that faeiligarrangements (due
to thermal motion or mechanical stress). Finally, in a different vein, thestersyg potentially
offer a new class of so-called phononic materials in which localization ofielesergy can

influence wave transport [162, 163].
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Chapter 3

Tunable depletion potentials driven by

shape variation of surfactant micelles

3.1 Introduction

An entropic attractive force, often called the depletion force, arisesdegtharge colloidal par-
ticles in suspension when many small non-adsorbing particles or (macrautesecalled de-
pletants, are added to the suspension [91, 92]. Over the years, degtettes have proved
valuable as a means to control and study phase behavior [17, 30—3419364], to direct
self-assembly [18, 35-42, 44-46, 102, 104], and to control the stabiligolloidal suspen-
sions [105, 106, 108, 110-118]. It is thus important to fully understieqmetion phenomena,
as well as continue to explore new means to induce and manipulate depleties. for

Most depletants are spherical in shape. However, over the yeagistalgs with other ge-

ometric shapes have been utilizedg.,rods or disks [105, 106, 126-139]. Regardless of their
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shape, all depletants induce entropic attractions, but the functional dadrstrength of the
induced interparticle potential depends on their shape. At the same volaatief, for exam-
ple, small rods of lengti. will induce a stronger attraction than small spheres with diameter
L [126-128], and the functional form of the potential induced by rods eldibits more cur-
vature than that of the potential induced by spheres. In practice it is déeimable to vary
interaction strength, and this task is usually accomplished by varying depleliame fraction,
e.g.,by adding or subtracting small particles [17,30-34,42,44,93,971028,105, 108] or by
changing the radius of spherical depletants [36, 37,46,99-10]L, 104

In this chapter we introduce shapeisotropytuning as a means to control depletion in-
teractions in suspension. Specifically, we employ temperature variation tgetihe shape
of nanometer-size surfactant micelles from sphere-like to cylinder-like.a Aesult, the cor-
responding depletion potential depth and range is modulated. The potentialeraved from
video microscopy measurements of the pair correlation function of micreatsitica spheres
suspended in a solution of hexaethylene glycol monododecyl ethgE{Csurfactant micelles.
The depletion potentials are revealed to vary substantially in magnitude agelwéth temper-
ature. We demonstrate that these effects arise from shape anisotraiomawherein nearly
spherical GoEg micelles at low temperatures grow and elongate into cylindrical micelles of con-
stant cross-sectional diameter and longer lengths at higher temper&yfétng the measured
interaction potentials to theoretical models for depletion forces of rod-likedeltijal deple-
tants [131], we extract the length and shape anisotropy of the micellesiastah of tempera-
ture. The resultant derived dimensions of suspended micelles aretimbedoughly consistent

with neutron scattering data for §E¢ [3].
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r r < 2R+L

Figure 3.1: Depletion between colloidal particles of radifis,in suspension of spherical de-
pletants with diametet.. a) The sphere centers cannot fit within regions of excluded volume
(grey shaded region). b) When excluded volumes of two spheretapyéhne sphere entropy
increases in proportion to excluded volume overlap (black region), aradtective force thus
arises between colloidal particles. Spheres and colloidal particlesawwhdo scale.

3.2 Contextual and Theoretical Background

3.2.1 Depletion Due to Spherical Depletants

The depletion interaction between colloidal spheres due to small spheeigkdtaints is well
understood, especially when large and small spheres concentratiom taeedilute limit. In

this case, for colloidal spheres of radifsin a suspension of smaller spheres (depletants) of
diameterL (2R >> L), there exists a shell of thicknegg2 around the large colloidal spheres
that the center of the depletants cannot enter (Figure 3.1). This shielhrisgreferred to as
the “excluded volume”. When the center-to-center distancleetween two colloidal spheres is
less thar2R + L (Fig. 3.1b), the excluded volumes of the two large spheres overlagingea
so-called “overlap volume”. The creation of this overlap volume effelitidecreases the total
excluded volume in the sample, and, in turn, increases the accessiblelfree\available to the

depletants. This situation is entropically favorable for the depletants. Itr¢otle free energy
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of the system, and thus an entropic force proportional to the overlap votimeuced between
the two colloidal spheres in the presence of small depletants.

The functional form of the depletion interaction induced by sphericdedepts i/ (r)/kpT =
—3p(R/L) (1 — (r—2R)/L) [91, 92]. Here,L denotes depletant sphere diametes;is the
Boltzmann constant]" is temperaturep is the depletant volume fractiom, is the center-to-
center distance between colloidal particlésjs the large particle radius, and— 2R is the
surface-to-surface distance between colloidal particles, sometimetedeash in other stud-
ies [126-128, 131]. Traditionally the depletant volume fraction is denoyed, lnowever, we
use ¢ to denote theparticle packing fraction throughout this thesis. For the sake of consis-
tency, and to hopefully minimize confusion, we ys¢o represent the depletant volume frac-
tion. Notice, the potential minimum (attraction strength) between particles atat@gnta 2R)
depends on depletant volume fraction and the ratio of large- to small-spfereter,i.e.,

U(2R)/kpT = —3p(R/L).

3.2.2 Depletion Due to Thin-Rod Depletants

For thin-rod depletants, the same principles apply as in the spherical depmat®. However,
while spherical depletants only have translation entropy, the rod-shdggadtants have ori-
entational entropy as well as translation entropy. In the case of rodtdefdein the dilute
concentration limit, the entropic interaction between large colloidal spher@$rig/ kT =

—(2/3)p(RL/D?*) (1 — (r — 2R)/L) [126-128]. Herel is the depletant rod length, ard is

the depletant rod cross-sectional width with the assumgliph << 1. The potential minimum
at contact remains directly proportional to the depletant volume fractidrit &lso depends on

rod length,i.e., U(2R)/kgT = —(2/3)p(RL/D?). Notice that increasing rod length, while

46



Figure 3.2: Depletion between colloidal particles of radidsin suspension of rods with length,

L, and cross-sectional diameté?, The rod centers cannot fit within regions of excluded vol-
ume (grey shaded region). a) When excluded volumes of two sphezdamvthe rod entropy
increases in proportion to excluded volume overlap (black region), aratteactive force thus
arises between colloidal particles. b) When rod lengths increased, while keeping rod volume
fractionp and cross-sectional diametBrconstant, then the excluded volume overlap increases,
and the strength and range of the attraction between colloidal particlesigeste Rods and
colloidal particles not drawn to scale.

holding the rod volume fraction and cross-sectional width fixed, incestheeattraction strength
and decreases the number of rods. This increase in attraction strengthondidssing rod length
arises from a comparative increase in the free volume accessible to trer lonly, see Fig-

ure 3.2.

3.2.3 Depletion Due to Ellipsoidal Depletants

When the rod cross-sectional width of the depletant is no longer negligibi@ared to the rod
length, then the situation becomes more complex. In this case, the depletaret@renodeled
as ellipsoids or cylinders. For ellipsoidal depletants the potential minimum iopiopal to

depletant volume fraction, and to the long/major ellipsoid axis leng}h The aspect ratio of
the ellipsoidal depletants is significant too. The attraction strength grows witiasing aspect

ratio, and the shape of the potential also depends on aspect ratio. Hmigddfunction for
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ellipsoidal depletants has been derived [131] and is given below; iatdiferent functional
forms for interparticle separations less than versus greater than the seoniaximlength D).

The entropic interaction is:

U(r;L,D,R,p)  RL

kgT :pD2 Q(T;L>D) (3.1)
with
2?7‘2
‘(U(T)_%_%_:&fx?
+Aj%ln<A+\/A2—1> for 2R<r<2R+D
Q(r; L,D) =

[(Az(r))>+8]V/(Az(r))*—4
1242/ A2-1

7)) 24442y A7 L 2R+ D <r<2R+L
+ D(A:E(r)Jr\/(Ax( ))24) for 2R+ D <r <2R+

(3.2)

wherez(r) = (r — 2R)/(L/2) is the dimensionless interparticle separation, dnd L/D
is the ellipsoid aspect ratio. Note, this function may seem complicated, espdwnyatigm-
parison to the functional forms for spherical and infinitely thin rod deptstdout the result
is quite robust. For example, in the limit whede = 1, i.e., spherical depletants, the poten-
tial minimum at contact calculated from equation 3.1 is identical to the potential minifmum
spherical depletants provided earliéf(QR)/kgpT = —3p(R/L)). Similarly, in the opposite
limit where A — o0, i.e., thin-rod depletants, the potential minimum at contact calculated
from equation 3.1 is identical to the potential minimum for thin-rod depletantsigedwear-

lier (U(2R)/kgT = —(2/3)p(RL/D?)). While the exact functional form of the potentials in
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these two limits as given by Eq. 3.1 are not identical to the functional formsrskearlier for
spherical and thin-rod depletants, Piech and Walz showed numericalthéhshape of the po-
tential curves in the two limits are in fact very similar to those of the traditional rigdieand
thin-rod depletants. Thus we employ this functional form of the interpartmiential for fitting

to interparticle potential data.

3.2.4 Depletion Interaction Due to Polydisperse Suspensiof Rod-like Micelles

We also considered the distribution of sizes of the surfactant micelles ierssisp by incor-
porating the size polydispersity of rod-likg £E4 surfactant micelles into our fitting procedure.
Our polydispersity model of the size distribution function is derived from“ttzelder Model”
described by Missedt al [165]. We describe the main assumptions and arguments behind this
analysis below.

Since the length of rod-like surfactant micellds, is directly proportional to the number
of surfactant molecules that compose the miceNe,when we incorporate the micelle poly-
dispersity into our model it is useful to denote the length of the micelles(a5). Rod-like
micelles consist of two spherical caps connected by a cylindrical bothe diameter of the
spherical caps is equal to the cross-sectional diameter of the rodsdaydinbody),D. Thus
the smallest possible micelle length i i.e., a spherical micelle of diametdp. The num-
ber of surfactant molecules in the spherical micelles is the minimum aggregaiioien, ;.
This also means that for all sizes of micell¥; molecules reside in the spherical caps, and
N — Ny molecules reside in the cylindrical body. The total micelle lend@thy), is given by
L(N) = D + (N — Np)d/Ng, whered is the effective diameter of the hydrophilic head of a

surfactant molecule anf¥; is the number of molecules which comprise a disk of diaméter
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and thicknesg. The quantityd/Ny is therefore the incremental length increase of a micelle by
the addition of a single surfactant molecule to the cylindrical body. We eldyiw, through
geometric arguments about the shape of the micelles and the packing offtutasurmolecules
in the micelles.

We first estimate the value dfby comparing the size of a single surfactant molecule to the
total surface area of a spherical micelle. Specifically, we know Mamolecules comprise a
spherical micelle of diametdp, and thus the surface area of a spherical micelle is filled With

circles of diameter! (diameter of the surfactant molecules’s hydrophilic head). Therefeee,

2 2
47 <12)> = Nom (g) , (3.3)

whereD is the spherical micelle diamete¥], is the minimum aggregationg number, adds

can determing from:

the diameter of the surfactant molecules hydrophilic head. Solving fee findd = 2D //Ny.

Next, we estimatéV,, the number of molecules which comprise a disk of diamé&temd
thicknessl, by comparing the size of a single surfactant molecule to the circumferéaagrole
with diameterD, i.e., the circumference of a micelle’s cylindrical body. To determivig we
find the number of molecules, of width that fit along the circumference of a circle of diameter
D,i.e.,mD = Nud. Solving for N;, and substituting the solution farfrom Equation 3.3, we
find Ny = /Ny /2.

Using these estimates farand N;, we findd/N; = 4D/xN. Thus, we can define the
incremental length increase of a micelle by the addition of a single surfactdatui®to the
cylindrical body,d/N, in terms of known quantities, specifically the micelle widthand the

minimum aggregation numbe¥,. The equation for the micelle lengtiL,(N), can now be
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written as:

L(N)=D+ (N — NO):JI\Z)' (3.4)

The number concentration of micelles of length/V) in solution, Xy, has the form
[165]:

XL(N) = OG_N/M, (35)

where(C' is a constant in units of number concentration afids a unitless constant that defines
the broadness of the distribution. The const@ris derived when normalizing the distribution
for the total volume fraction of micelles in solution. The constaftis extracted by fitting to
our experimentally measuréd(r).

The volume fraction of micelles length( V) in solution,p;(n, is then calculated using the

number concentratiol r, y:

4 (D\?® D\?2 4D
PL(N) = XL(N) <37T <2> +7 (2> (N — No) 71'.7VU> : (3.6)

We then constraip,,y such that:

Z PL(N) = P- (3.7)
N=Np

Finally, we substitute ) andL(V) for p andL, respectively, in Equation 3.1, and perform

a summation oveN to derive the interaction potential induced by a polydisperse susperfsion o
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Figure 3.3: Examples of calculated interparticle interaction potenti&(s)/kz1T, using the
Hypernetted Chain (HNC, black squares) and the Percus-Yevick€B¥jrcles) approximations
for a) 25 °C' and b)27 °C. Notice, there is little difference between the two approximations.

rod-like micelles:

U(r; M,No, D, R,p) R

kpT -~ D2 > prawv LIN)Q(r; L(N), D). (3.8)
N=Ny

The average lengti{L), of the distribution is calculated from:

> N=ny LIN) XLy
L) = . 3.9
) > N=No XL() (3.9)

3.2.5 Deriving the Pair Interaction Potential

In the limit where particle packing density approaches zero, the pair interaction potential,

U(r), is related to the radial distribution functiop(r), via the Boltzman relationg(r)

exp[—U(r)/kyT] [166]. However, when the particle packing density;s finite, as is the case
in the experiments presented in this chapter, ten is instead related to the potential of mean

force,w(r), via the Boltzmann relatiory(r) = exp[—w(r)/kpT] [166]. This potential of mean
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forcew(r) is due to the pair interaction potentid(r) as well as the many body effects that arise
at finite . Therefore,U(r) is generally extracted from the experimentally calculatéd) by
removing the contributions from many body effects. This extraction is aclisime by em-
ploying closure relations to solve the Ornstein-Zernike integral equati@s].[Bpecifically, the
Hypernetted Chain (HNC) and Percus-Yevick (PY) approximations aite gften utilized for
this task. The true pair interaction potentiél(r), is calculated numerically from(r), where
w(r) = —kgT'ln[g(r)]; U(r) is thus calculated from the experimentally measured via the

following relations:

ur) _ R
T —In[g(r)] + (3.10)

wherel(r) is the convolution integral,

I(r) = /[g(r’) —1— %I(r)][g(‘r — r”) — 1]d27“/. (3.11)

These equations are readily solved numerically [167]. We report ramiitg the HNC approx-

imation, which we found to be in excellent agreement with the PY approximatigarg3.3).
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Figure 3.4: Chemical structure for hexaethylene glycol monododeagt € Es).

3.3 Experimental and Analytical Methods

3.4 Experimental Materials

To experimentally measure the shape-dependent depletion interactiordhiojusurfactant mi-

celles, we suspent625 nm diameter silica microspheres (Duke Scientific) wdthnm size

standard deviation in a solution dff mM hexaethylene glycol monododecy! ether;{Eg,

Molecular Formula= Cs4H5¢07, see Figure 3.4 for chemical structure) aridmM NacCl.

The critical micelle concentration (CMC) of €E¢ is 7.2 x 1072 mM at 25 °C [168]; the CMC

is the concentration of surfactant at which micelles begin to form. The otrat®n of sur-

factant is more thaG00 times that of the CMC. Thus, at such a high surfactant concentration,

small changes in CMC with temperature do not significantly affect the sdegemicelle vol-

ume fraction. Specifically, as the sample temperature changes, we expecictile volume

fraction to remain constant. As a result, the depletant volume fraction wasbedtdant in fits

at all temperatures and was set equal to the volume fraction of surfactaater,i.e., = 0.02.
Previous small angle neutron scattering (SANS) experiments providegndept estimates

about the shape of{€Eg micelles. In these SANS experiments, micelles were modeled as rod-

like with spherical caps. With increasing temperature, the length of the radsmweasured to
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increase, while the cross-sectional diameter remained constant. Splgcthedength increases
from approximatelyl9 — 31 nm over the temperature range studied in our work, and the cross-
sectional diameter remains constant at approximatgynm [3]. Thus, the shape of¢Eq
surfactant micelles can be tuniedsituthrough control of the sample temperature, and it provides
an excellent model system to study shape-dependent depletion intesa&erause the aspect
ratio ranges betweeh4 and7.2, the cross-sectional diameter of the micelles is not negligible.
Therefore, it is critical to employ the more complex functional form (Eq.3sly @heoretical
model for the interaction potential [131].

Another parameter of the sample which had to be considered was the ebgriag length,
x~L. In water,x~! is calculated using:—! = 0.304/\/I(M), whereI(M) is ionic strength
expressed in molar concentration (mol/L) [169]. The salt concentrakidd,) = 0.017 mol/L,
yields a screening lengtti ! = 2.3 nm. Although this screening length is negligible compared
to the colloidal particle diameter, it is significant when compared to the micelle lamgthvidth
[3]. Thus, the screening length should be included when fitting theorétieahction potential
predictions to experimental data. To this end, we introducefattiverod length,.’ = L +
2k !, and areffectiverod width, D’ = D + 2x~!, in place ofL and D in Equation 3.1. With
this notationZ and D are the “true” (bare) length and width of the rod, respectively.

Samples were prepared by loading particle-surfactant solution betweegidss coverslips.
The concentration of silica spheres was selected such that the ar&algodensity, ¢, was
approximately0.08 in the two-dimensional (2D) regions we studied. The temperature of the
sample was controlled via an objective heater (Bioptechs), and measusewere made for

temperatures ranging fro22 °C to 28 °C in 1 °C steps. Bright-field microscopy video was
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recorded a0 frames per second f@5, 000 frames. Subpixel particle tracking algorithms were

employed to find particle positions in each frame of the video [87].

3.4.1 Correcting Radial Distribution Function for Imaging Artifacts

When imaging colloidal particles with bright field video microscopy, the imagdiseo§pherical
particles appear as Airy patterns (Figure 3.5). Further, the experimemiedigured radial distri-
bution functiong(r), has a systematic error caused by overlapping of neighboring partigle Air
patterns. This systematic error leads to incorrect identification of partiokeaigs. Therefore,
to calculate an accurate pair interaction poteniidl;), we must first ridg(r) of this systematic
error. These corrections are well known and were carried out folpyrocedures described in
references [170,171]. They are described in detail below.

We refer to the experimentally measured radial distribution function with Airk eisors,
g(7), as the “raw” radial distribution function. We refer to the undistorted fadiistribution
function, g(r), as the “true” radial distribution function. The tryér) is related taj(7) through

conservation of probability;(r)dr = g(7)dr. From this, we see thatr) can be obtained from

Figure 3.5: Sample images of lone colloidal particle and its mirror image usedrectparticle
tracking error due to overlapping Airy disks, for various known intetipe distancesr. a)
Particle and mirror image with > a particle diameter, b) Airy disks barely overlapping, and c)
Airy disks overlapping in the particle images.
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Figure 3.6: a) Measured center-to-center distancas function of true center-to-center distance,
r, calculated from Airy disk correction procedure for all temperatureid Black line represents
slope= 1, i.e.,7 = r. Dashed black line represents particle diamet&,= 18.9 pixels. b)
Derivative, dr/dr, of 7 vs. r curves in a). Solid black line represents/dr = 1. Dashed
black line representaR. c)-e) Corrected and uncorrected radial distribution functigfs, (red
circles) and;(7) (black squares), respectively for temperaturez3c)C, e)25 °C, and f)27 °C.

the measured(7) by,

o(r) = 5P (3.12)

All that is required is to map to 7 and differentiate.
This task is accomplished by first identifying a “lone” colloidal particle, dedifere as a

particle with no other particles within a distance of three particle diameters, wrea game of
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the video data. A mirror image of this lone particle is created and placed soma ktistance
away,r (Figure 3.5). The centroids of the particle and its mirror image are obtaineg stsn-
dard particle tracking technigues, and the distance between the measntexdcpositionsy,

is calculated. Thus, the measured center-to-center distaisagalculated as a function offor

a given particle. This process is then repeated for all lone particles initee gideo frame,
and the average calculatédrersusr curves for all particles in the video frame is calculated. To
ensure good statistics, the procedure is repeated for ten or more véaeesfiand the resultant
7 vs. r curves for each frame sampled are averaged together (Figure 3.6adefihative of
the final averaged curvéy/dr, is calculated (Fig. 3.6b) and then multiplied by the experimen-
tally measured;j(7) to yield the undistorted(r). This procedure is then carried out for each

temperature separately. Exemplafy) andg(7) curves are given in Fig. 3.6c)-e).

3.4.2 Finding the Pure Depletion Interaction

To account for effects of all other interactiong., imaging artifacts not caused by overlapping
Airy disks or by the depletants, the pair interaction potential between siliceraphvas also
measured in the absence of depletants. This zero-depletant interadiémtiglovas measured
and then subtracted from the measured pair interaction potentials with dépl@eyure 3.7).
In this way it was possible to derive pure depletion interaction potentials ncotgately. At the
lowest temperatureg? °C - 24 °C), the potential well depth was smadlk., on the order of the
measurement error, and full subtraction was critical. However, at highgperatures26 °C -

28 °C), the well depths were large and subtraction was only necessarydgpanticle distances,

r, larger than the range of the potential well.
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Figure 3.7: a) Measured pair interaction potentials with depletants for tetopefa= 23 °C
(black squares) and zero-depletant potential (red circles). b)deptetion interaction potential
for T' = 23 °C calculated from subtracting zero-depletant potential from measunethigaac-
tion potential. c) Measured pair interaction potentials with depletants for tetapefa= 27 °C
(black squares) and zero-depletant potential (red circles). b)deytetion interaction potential
forT =27 °C.

3.4.3 Fitting Procedure

The experimental data was fit assuming a theoretical potential fundtign), based on the
ellipsoid model (Eg. 3.1) defined earlier [131]. Here, the subs¢ril@notes a theoretical func-
tion. To fit the experimental data to the givéia(r) and thereby extract sample properties we
implemented an iterative multi-step approach. A flow diagram of this proceslprevided in
Figure 3.8.

The first step of the fitting procedure computes a theoretical potditidt; L;, D', R, p)

17
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with an initial guess for the effective rod lengfii. Here, the subscript denotes the itera-
tion number of the fitting procedure. The other parameters, effectivas-aection diameter
D' = D+2x71, colloid radiusR, and depletant volume fractiop)( were tightly constrained by
experiment and treated as constants. From the sample properties disoussematerials sec-
tion, D’ was set t®.9 nm, R was set ta 625 nm, andp was set td).02. The resulting initial es-
timate for the theoretical potenti&l ;(r; L., D', R, p) was then converted into a model pair cor-
relation functiong;, ;(r), via the Boltzmann relationy ;(r) = exp—U, i(r; L}, D', R, p) /kT].

It is important to account for the effects of colloidal particle polydispersityhe exper-
iment. To account for this polydispersity ;(r) was broadened using a Gaussian kernel for
the particle size with standard deviation ker(r, o) = exp[—r?/202]. The standard devi-
ation ¢ was set ta30 nm, i.e., the value ofo for our particles as discussed in the materials
section. It was kept fixed throughout the fitting process. Convolvinghheretical pair cor-
relation functiong; ;(r) with the Gaussian kernel yields a broadened pair correlation function,
gﬁ(r) = [g+,ixker] (), which incorporates particle polydispersity. The supersdsitenotes
a broadened function. The broadened pair correlation function wasdbwverted back to
a broadened interaction potentlai,!’?i(r;L;,D/,R, p,o) by taking the natural logarithmi,e.,
UlL(r; Li, D', R, p,0)/kpT = —In(g(r)), following the Boltzmann relation.

The effective depletant lengtlh’ was extracted by least-squares fitting of the experi-
mentally determined/(r) to the polydispersity broadened theoretical interaction potential
Uﬁ(r;L;,D’,R, ¢,0). We observed that for initial guessesim < L; < 60 nm, theL’ ex-
tracted from the fits converged to dr & 1 nm. Finally, the “true” depletant lengtt,, was

derived by subtracting the Debye screening length factor from thefibesftective length,.e.,
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Figure 3.8: Flow chart diagram &f(r) fitting procedure.
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3.4.4 Incorporating Micelle Polydispersity in Fitting Procedure

To incorporate micelle polydispersity into our fitting procedure we follow a sinpitacedure as
described above, but with some differences. The main difference ithh#iteoretical potential
function, U, (r), is based off of the polydisperse suspension of rod-like micelles modeB(B)
instead of the (monodispersed) ellipsoidal model (Eq. 3.8). Since Equaada not a function
of L, but rather a function of\/, the first step of this fitting procedure computes a theoretical
potentialU; ;(r; M;, No, D', R, p) with an initial guess for the “decay constar. The values
of D', R, andp are set to the same values as before, and again are treated as cormgtaniniT
mum aggregation numbé¥, is set to 135 [172], and is also treated as constant. From this step
forward the same procedure is followed as depicted in Figure 3.8)Anas extracted by least-
squares fitting of the experimentally determiriég-). With the value ofM, the distribution of
micelles sizes and the averagféectivemicelle length,(L’) was calculated for all temperatures,
and the “true” average lengthwas derived from{L) = (L') — 2k~ 1.

For each temperature we observed that the valull aixtracted from fits converged to an
M =+ 25 for initial guesses\ — 100 < M; < M + 100. Such a change i/ was found to cause
marginal changes in the distribution of sizes and the average lengths tadcatmverged to
(L) + 1 nm. Another possible source of error is the value of the minimum aggregatiober,
Ny, which was taken from literature [172]. We observed, however, theriging/Ny by 10% led
to changes ifL) of 1%. Therefore, any reasonable error in the valuéVgfcauses only small

errors in our results.
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Figure 3.9: Experimentally measured a) radial distribution functign), and b) interparticle
interaction potentiald/(r)/kgT, for temperature82 °C, 24 °C, 26 °C, and28 °C.

3.5 Results and Discussion

3.5.1 Measured Depletion Potentials

Depletion interaction potentialg/(r), were calculated from experimentally measured radial
distribution functionsg(r). Exemplaryg(r) andU(r) curves are shown in Figure 3.9. It is
apparent that the depth of the potential well increases monotonically with tetape The
absolute value of the minimum of the measured potentigl,,, /ksT]|, is plotted as a function
of temperature in Figure 3.10. Note that,.;,,/ksT| denotes the potential well depth, defined
here as the minimum value of the potential cutvg-) (see inset of Fig. 3.10). The potential
well depth,i.e., attraction strength, increases from 0.2kpT to ~ 2kgT over the range of
temperatures studied. Thus, the interparticle interaction can be tuned &any hard-sphere
to a strong attraction by increasing sample temperature. Further, the ratigeinteraction
grows with increasing temperature. This effect is apparent from the svidttheg(r) peaks and

U(r)/kgT wells in Fig. 3.9.
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Figure 3.10: Absolute value of potential minin,,;,/kpT| of interaction potentials versus
temperaturél’. Inset: Sample measured interparticle poteritiégt) showingU,,;, represents
the potential well depth.

3.5.2 Rod Lengths Extracted from Fits

The observed increase in range and strength of the depletion attractiweeebecolloidal par-
ticles is consistent with an increasing length of the rod-like micelle depletants. effiect is
exhibited from the rod lengths extracted from the fits. The calculated interparticle potentials
with fits for all temperatures are shown in Figure 3.11. In Figure 3.12, tlygHerextracted from
the interaction potential fits are plotted as a function of temperature. Alsansai@rthe lengths
measured by small angle neutron scattering (SANS) [3]. The lengths®driom the interac-
tion potentials are in good agreement with the lengths from the SANS experifoeatisbut the
lowest two temperature24 °C and23 °C). However, the potential well depths @2 °C and

23 °C were very small£ 0.2kpT") and were of the same order as experimental error. Therefore,
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Figure 3.12: a) Rod length of the surfactant micelles measured by depletion interaction (black
squares) and by small angle neutron scattering SANS (red circles) [BJrgérsus temperature

T. b) Cartoon representations of change in dimensiarasnd D, of the surfactant micelles as
function of temperaturé&’. Note hereD remains constant.

data at these two (lowest) temperatures have large error bars. Bystptitealengths measured
from temperature@4 °C to 28 °C are in good agreement with those measured by SANS. The
schematic representations of the surfactant micelles as a function of teéumperaFig. 3.12b
provide a visualization of the shape of the surfactant micelles over this tatnperange. The
cross-sectional diametel), stays constant at.3 nm, and the length[, increases from= 5

nm at22 °C to~ 30 nm at28 °C. The aspect ratid,/ D, of the surfactant micelles increases
from nearly spherical~£ 1) to rod-like (= 7) over the range of temperatures studied. We have
thus determined the nano-scale increase in shape anisotropy®f Surfactant micelles with

increasing sample temperature by measuring the depletion interaction betlleatatspheres
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induced by these micelles.

3.5.3 Distribution of Polydispersed Micelles

Using the model for a polydisperse suspension of rod-like micelles in soJukierextracted
the decay constanfy/, of the size distributions at all temperatures. The calculated interparti-
cle potentials with fits for all temperatures are shown in Figure 3.13,Mdnak a function of
temperature is plotted in Figure 3.14.

Exemplary size distributionsX;, scaled by the maximum value of the distribution,
max(X (L)), calculated from extracted values if, are presented in Figure 3.15. We observed
that as temperature increases, the size distribution of the micelles becoraderbrrom the
extractedX, the average micelle length) was calculated at all temperatures. In Figure 3.16,
the calculated average lengths are plotted as a function of temperature.sham are the
lengths measured by SANS [3] and the lengths extracted from our fitmagga monodisperse
suspension of rods. We observed that while the fits in the polydispessal@hnot appear to be
as good as those in the monodisperse case, the average lengths cafootattebse fits were
not very far off the results obtained from our fits assuming a monodisEeispension of rods
and from SANS. Note that the average lengths at the two lowest temperaingrectually in
better agreement with the SANS results than the monodisperse results. BISANS results
assumed a monodisperse suspension of rods. Therefore, it is matsonable that the results
obtained using a model incorporating size polydispersity would not be fagiergreement with
those obtained assuming a monodisperse suspension of rods.

Note that the potential minimum of the fits from the polydisperse model do netagith

the minima of the experimental data. To further explore this system and modé&uwe the
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Figure 3.13: Experimentally measured interparticle potentidls) /kpT (black squares) and
fits from the theoretical function for a polydisperse suspension ofikeddepletants (red lines)
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measured by small angle neutron scattering (SANS) (red circles) irBijefefsus temperature
T.

values ofM, and thus average lengthd,), that resulted in the potential minima of the theoret-
ical functions and experimental data being equal. Thethat yield the same potential minima
as the experimental data are shown in Figure 3.17 along with all other mddsogths. We
found that the(L) needed to have the potential minima be equal were slightly larger (approxi-
mately 1 nm) than theL) calculated from the fits. We did observe however that in forcing the
theoretical potentials to have the same minima as the experimental data, locatienrohiima

was shifted to larger and the potentials wells were wider than the wells studied in experiment

(see Figure 3.18 for exemplary curves).
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3.5.4 Lengths Extracted Without Screening Length

There is some debate as to whether the use of the Debye screening lerigtshould be used
in the fitting procedures, described earlier, to extract the lengths sH;Gurfactant micelles.
Ci2Eg is a nonionic surfactante., have a net charge equal to zero. Interestingly, the assignment
of zero charge to the C12E6 nonionic surfactant (and surfactant n)iaterrently debated. We
explored this issue in the literature and with colleagues, and it seems thateratde evidence
has been gathered to support the notion that the ethylene oxide grotes©i2E6 surfactant
micelles can acquire charge due in the presence of salt [173-175]clncases, the micelles
acquire charge that would be screened in solution. Thus, we choseotpamnate the screening
length, k=1, in our initial calculations, and used effective dimensiohs,= L + 2x~! and
D' = D + 2x!, as discussed previously. Nevertheless, because of this conyroversarried
out the fitting procedures for both the monodisperse model (Equation Bdlpalydisperse
model (Equation 3.8) using the bare dimensidrend D, instead of the effective dimensiors,
andD’. See Figure 3.19 and Figure 3.20 for the fits of the monodisperse modebbltisperse
model, respectively, wherein the bare dimensions were used in the fittingdune. Remember
that the cross-sectional diametér, is 4.3 nm [3] and held fixed during the fitting process.

We observe that with both the monodisperse model and polydisperse riiglaie( 3.21),
the extracted average micelle lengths), increased with sample temperature, while the cross-
sectional diametet), remained constant. Therefore, the increase in attraction strength betwee
colloidal particles measured here is still due to an increase micelle shape@pysd he lengths

extracted using the bare dimensiohsand D, were not in as good agreement with the lengths
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Figure 3.19: Experimentally measured interparticle potentidls) / k5T (black squares) and
fits from the theoretical function for a monodisperse suspension of atli@isdepletants using
the bare dimensiond, and D, (red lines) for all temperatures. 23 °C, b)23 °C, c)24 °C, d)

25 °C, e)26 °C, f) 27 °C, and g)28 °C.
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Figure 3.20: Experimentally measured interparticle potentidls) /kzT (black squares) and
fits from the theoretical function for a polydisperse suspension of eitipkdepletants using

the bare dimensiong, and D, (red lines) for all temperatures. 22 °C, b)23 °C, c)24 °C, d)
25 °C, )26 °C, f) 27 °C, and g)28 °C.
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Figure 3.21: Average bare lengthl.), of the surfactant micelles extracted from interaction
potentials using the monodisperse model (black squares) and polyéispedel (red circles),

without incorporating the Debye screening length!, and as measured by small angle neutron
scattering (SANS) (blue triangles) in ref. [3] versus temperature

measured by small angle neutron scattering (SANS) experiments compédtetlemgths ex-
tracted when incorporating the Debye screening length. However, theaoagtusion of this
experiment, that the attraction strength between colloidal particles induc€g,By surfactant

micelles increases due to an increase of the micelle shape anisotropy, raomins

3.6 Conclusion

In summary, we measured the strength and range of the depletion attradtia@ebecolloidal
particles induced by GEg surfactant micelleg situ as a function of temperature. We demon-
strated that tuning shape anisotropy of these surfactant micelles facilitatkdaton of this

entropic attraction. Specifically, we showed that the increase in the mdadteagth and range
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of the depletion attraction arises from an increase in the aspect ratio oéphhetaht micelles.
This approach introduces a simple and useful tool for controlling interactiosuspension. We
also independently measured the rod length and size distribution.&; Gurfactant micelles
as a function of temperature. The exact lengths of the micelles, as a funttiemperature,

depend upon whether there is a build up of charge on the surface ofitfaetant micelles.

Assuming there is a build up of charge on the surface of the micelles, andhssreening
length is important, the lengths measured are in good agreement with thogeddpameutron

scattering experiments. If there is no build up of charge on the surfatteeahicelles, then
the lengths measured are smaller than those reported in neutron scattpernignexts, but are
still reasonable. Therefore, we demonstrated that measuring the dephticaction between
micron-size colloidal particles via the optical microscopy techniques prebéete is a new

method of measuring the size and shape of hano-scale macromoleculertspleta

3.7 Future Work

In situ modulation of colloidal attraction via shape anisotropy permits easy phase spglo-
ration of the state diagram of colloidal glasses with attractive interparticleaicttens. Most
previous studies of the state diagram of colloidal glasses with attractivpantiete interactions
controlled the strength of the interparticle attraction by making a large numisangles with
various concentrations of depletant molecules [17,30-34]. In thechexiter of this thesis, we
show that utilizing G2Eg surfactant micelle depletants permits us to explore this phase space
simply by changing the temperature of a single sample.

Use of this tunable depletion effect also potentially opens up a route to thasselmbly
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of colloidal bigels, interpenetrating gel networks [176, 177]. Bigeldatt formed in a bidis-
persed colloidal suspensions withs€g surfactant micelles using a two step process. First, the
sample temperature is set low to permit large spheres to aggregate andjekrmeavork. Then,
the sample temperature could be raised to permit small spheres to aggrebfaeran second
gel (or composite) network. Thus, two interpenetrating gel networkddwexdist: a large particle
gel network and a small particle gel network.

Finally, this novel experimental method offers a qualitatively new and #ffemeans to
measure the size and shape of many types of depletant molecules in theabamasge. One
interesting opportunity is to study depletion due to lyotropic chromonic liquidalyfL78—-181]
wherein the underlying plank-like macromolecules stack to produce rodrldemgens which in
turn assemble into liquid crystalline phases; the present method offerebway to measure
the average length and length distribution of the stacks. In principle, theunesasnt also offers

a tool to probe the size, shape, and folding of proteins.
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Chapter 4

Phonon Behavior of Two-Dimensional
Colloidal Glasses with Increasing

Interparticle Attraction Strength

4.1 Introduction

Many properties of glasses, such as the Debye-Waller factor whiclaisdeéo the mean-squared
displacement, are predicted to depend on the interaction potential betwesongiiuent par-

ticles [141-145]. In glasses with a high packing fraction, two states heea bbserved to
depend on the strength of the short range attraction between constitugolies. Glasses with

very weak interparticle attraction strength are commonly called “repulsiessgs, and glasses
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with strong interparticle attraction strength are commonly called “attractive’sgtasThe in-
ternal particle dynamics in repulsive versus attractive glasses havedbserved to be dif-
ferent [17, 19, 30, 32—-34, 146]. These studies, however, haagséd primarily on comparing
the two limits,i.e., glasses with no interparticle attraction (hard-spheres) and glasses wjth ve
strong interparticle attraction. Very little work, however, has been donepioe the transition

in the properties of glasses as the interparticle attraction strength gradeadigses from nearly
hard-sphere to strongly attractive.

In this chapter, we describe experiments that explore the changes in thgornbl properties
of colloidal glasses induced by changes in interparticle interactions.rticylar, we study the
vibrational phonons of quasi-2D colloidal glasses whose interparticleirttens are controlled
via the temperature tunable depletion interaction developed and discusShdpier 3. This
tunable attraction enables us to study the changes in the properties of aalajleiss as the
interparticle attraction strength is gradually increased from very weakrlgnbard-sphere) to
very strong. We observed that particle dynamics slow monotonically withasgrg attraction
strength, and then saturate at a strong enough attraction strength. dpe aththe phonon
density of states are also revealed to change with increasing attractiogtisir&pecifically,
comparatively more low-frequency modes were observed in glasses eathattraction strength

than those with strong attraction.
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Attraction Strength |U_ |

Packing Fraction ¢

Figure 4.1: Qualitative “state” diagram for disordered glassy packiagsfanction of particle
packing fractiong, and interparticle attraction strength/,.;,,|. Black arrow represents direc-
tion in state diagram studied in these experiments. Red arrow represemtioditudied in
experiments by Lohet al [4].

4.2 Contextual and Theoretical Background

4.2.1 Repulsive vs. Attractive Glasses

Mode coupling theory (MCT) has predicted that in densely packed glasib short range
interparticle attraction two distinct arrested states exist [5, 141, 182-88%kpulsive” glass
when the interparticle attraction is weak and an “attractive” glass when thipantiele attraction
is strong (see Figure 4.1). The prediction of these two states has bdemeaiby experiment
[30, 146, 185] and simulation [19, 143,186, 187].

The differences in the properties of repulsive versus attractiveagasise due to different
mechanisms of dynamical arrest. In repulsive glasses, the particle dgsimic due to local

crowding, wherein particles are trapped in an entropic “cage” createetighboring particles.
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Figure 4.2: Debye-Waller factof, as function of reduced temperatukg1’/u, for various
dimensionless wave vectogd from ref. [5]. Hereug is the potential well depthy is the wave

vector, and{ is the particle diameter. Observe a discontinuous jumfy iat the transition point
kT /up = 1.

In attractive glasses, local crowding is also present, but particle dysamdslowed even further
due to strong inter-particle attractive bonds. The dynamics in attractiveegldmve also been
observed to be heterogeneous over a larger range of length and tieeecmapared to repulsive
glasses [146]. The cooperative rearrangement regions (CRRspisive glasses are string-
like, while in attractive glasses CRRs are compact. The differences imdgakarrest also
lead to differences in bulk rheological properties, for example, two-giedding in attractive
glasses [31].
The transition from the repulsive glass state to the attractive glass staiet@dday MCT [5,

141,182-184] was signified by discontinous jumps in various quantities @gfiect to attraction
well depth. For example, Figure 4.2) shows the Debye-Waller fafGtas a function of reduced

temperaturé:gT'/ug, Whereug is the depth of the interparticle potential welk., attraction
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strength.

The work presented in this chapter represents the first experimentslooesttps transition,
i.e.,to experimentally study the change in behavior of a glass as interparticldiatirairength
gradually increases from very weak (repulsive) to very strong, thieife is a discontinous jump
in the behavior at the transition as predicted by MCT. One of the goals of ik was to
quantitatively define the attraction strength near the transition. Put more sonphyork seeks
to discern what attraction strengths are “weak”, leading to the repulkigs gtate, and “strong”,
leading to the attractive glass state? Further, this work searched fatittpgameasured at the
single-particle level that display the transition; what are these quantitiedatitbse quantities

change gradually or sharply around the transition point.

4.2.2 Low-Frequency Phonon Behavior of Disordered Solids

A discussion of the low frequency behavior of disordered (glasdigsaas presented iGhap-
ter 2 of this thesis. Here, we will give a brief overview of similar topics relevanmtthe results
presented in this chapter, especially differences in low-frequenaygrhbehavior of attractive
densely packed glasses compared to attractive sparsely packed gels.

In disordered solids.g.,glasses, an excess of low-frequency vibrational modes is typically
found. This excess is not predicted by the Debye model, and is knowe &sdson” peak [62].
This boson peak is observed as a “bump” at low frequencies when thetivital Density of
States POS(w)) is scaled by the expected Debye behavi@r, DOS(w)/w?t, whered is
the dimension (Figure 4.3). The presence and height of the boson peakeln previously
used as an indicator of the glass transition [2, 188]. It has also beemnvebsthat these low-

frequency modes in glasses are quasi-localized and display enhaatetpation in regions
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Figure 4.3: a)DOS(w) for a 2D colloidal crystal at a liquid crystal-air interface reported in
ref. [1]. Black line represents Debye prediction for 2D systémi)S(w) ~ w. Inset focuses
on low frequency regime. Note this inset is in log-log scale with a slope equal @bserve
DOS(w) follows Debye prediction at low frequencies. b) Density of states scajeddbye
predictions,DOS(w)/w, for a 2D colloidal glass reported in ref. [2]. The location of the Boson
peak is represented hy.

prone to rearrangements [2, 63—69].

The vibrational phonon mode distribution, namél)S(w), has also been shown to de-
scribe the cross over from the attractive glass state to the gel state, mbezeconventional
order parameters had failed to distinctly describe the transition [4]. Thisouework studied
the vibrational phonons of disordered materials with a strong interpartickctdin that was
held constant as a function of packing fractioe,, moving from right to left in the upper part of

the state diagram provided in Fig. 4.1 at strong attraction strength. It veas\waal that sparsely
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packed gel-like states have an excess of low frequency modes conpdstsely packed attrac-
tive glass states. This excess of modes arises largely from localizediatitsrnvolving small
clusters of particles. These results provide further motivation for thé& wiesented herein. If
the vibrational phonons could describe the transition from the densekegatractive glass
state to the sparsely packed gel state, something traditional order pasheaddiailed to do,
then perhaps the study of vibrational phonons will provide insight intotiin@ctive to repulsive
glass transition that is not accessible via studies of traditional structwtalyaramical proper-

ties.

4.3 Experimental and Analytical Methods

4.3.1 Experimental Materials

Samples are composed of silica spheres at a volume fraction of approxingately.1, sus-
pended in a solution of4 mM hexaethylene glycol monododecyl ethern{Es) and 17 mM
NaCl in water. The colloidal particles used were silica spheres with diametgfs:m and
1.2 um (a size ratio~ 1.3). The number ratio of the two sizes in suspension was set to be
1 : 1. The size ratio and number ratio in the samples helped to insure that crystaflizatio
frustrated [72, 189, 190], and thus a geometrically disordered glasetb Note, initially the
colloidal volume fraction in the sample is relatively dilute. However, as the sextion will
explain, gravity is used to create dense 2D colloidal glasses which we study

Attraction between the constituent colloidal particles was achieved usingefietion in-
teraction induced by the suspension of,Es surfactant micelles. As discussed in detail in

Chapter 3, the depletion interaction is an entropic force between colloidal particlestisais
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when small non-adsorbing particles, known as depletants, are added smgphension. We
showed that the use of;¢Eg micelles as depletants provides a temperature tunable depletion
interaction; wherein the strength of the interparticle attraction increasesrgdestemperature

is increased.

Note, the concentrations of;¢Es and NaCl used in these experiments are the same used
in the depletion experiments describedGhapter 3. At these concentrations, the attraction
strength|U,,.;,|, defined as the depth of the potential well, was measured to be smbt£T’),

i.e., nearly hard-sphere, at temperatures betdwWC'. It increased monotonically with temper-
ature. Therefore, to experimentally study a colloidal glass at varioustidtmastrengths, we
did not need to make a large number of samples with various depletant t@tices as has
been done in previous experiments. Instead, a single sample was madbe antérparticle
attraction strength was varied via control of the sample temperature usingte&is objective
heater. In the end, we studied a densely packed colloidal glass with obpatking fraction,
¢ = 0.82, and the interparticle attraction strengths ranged from nearly hardespigulsive

(weak attraction) to strongly attractive.

4.3.2 Preparation of Wedge Cells

Creating densely packed quasi-2D colloidal glasses with the above mehtemperature tun-
able depletants proved to be a difficult endeavor. Due to the sample’s lsigbsity, simply

sandwiching the sample solution between a glass slide and glass coverdigneam many of

our group’s previous experiments, did not yield 2D domains. Thus, anotieans of sample
preparation was required.

For experiments presented herein, we found that the use of wedge relidgnl a means
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Figure 4.4. Diagram of wedge cell construction. Drawings are not teseqOn a cleanef2
mm by 50 mm microscope coverslip, a small drop of water is placed on one end, whiéea p
of aluminum foil is placed on the other end of the coverslip. b) A secondhetbaoverslip is
then pressed against the first coverslip such that the water spreadghss possible. ¢) The
sample cell is loaded with the sample material from the foil side, and sealed witfiu¢VHere
the sample is a bidispersed suspension.8f ym and1.2 um silica spheres in a suspension
of Cy3E¢ surfactant micelles. d) After the glue has fully cured (4-6 hours), thepais tilted
upright with the thin end pointing downward. e) After 2-3 days, the collojtaticles have

sedimented to the thin end and are packed in a dense quasi-2D packirfie Wetge cell is
then left to lie flat for 24 hours. After which the sample is ready to be imaged.

of repeatably creating large quasi-2D domains§ mm? in area) of densely packed colloid.

Further, the samples did not alter the temperature tunability of the depletionctitataThe

wedge cells were constructed using a procedure adapted from theddpreaised by Gerbods

al [191]. A diagram of the procedure is presented in Figure 4.4, andiepléan detail below.
First, two 22 mm by 50 mm coverslips (Fisher Scientific) were dipped in ethanol to form

a thin coating of the ethanol on the surface of each coverslip. The étbaated coverslips
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were then passed through a flame from a Bunsen burner. This buifnibe @thanol coating
as well as the coating the manufacturer uses to prevent the coverslipsfiaking together.
Removing the manufacturer’s coating prevents the colloidal particles fiiokirgy to the sample
cell walls when the depletion force is strong, and it also makes the covenglippsphilic. Both
of these effects are necessary for my experiments. If particles becomdilaiaichigh attraction
strength then we cannot study their vibrational properties. The hydicfyhis also necessary
for the next step in the cell construction.

Next, a very small drop of water(0.2 uL) is placed at one end of one of the coverslips. A
small piece of aluminum foil is then placed at the other end. The foil used s tixeperiments
was measured to have a thicknessl®f pm. The two coverslips are then pressed together.
The water droplet on the one end of the coverlsip spreads, creatirad, aasd acting as a tiny
spacer between the two coverslips. A rough calculation based on the vofuhsewater droplet
and the area covered after the droplet had spread suggested théskemtation between the
coverslips at this end of the cell, referred to here as the “thin end”, veadianl ym. At the
other end of the cell, where the piece of foil acts as a spacer, the Sepdratween the two
coverslips is not smaller than the thickness of the foRl.§ xm). The foil end of the chamber
is referred to as the “wide end”. Thus, we create a chamber whose disigkincreases from
below1 pm to 12.5 um over a distance 050 mm, or in other words, a wedge with an angle
approximately equal t6.1 degrees.

The sample solution was then loaded into the chamber with a pipette at the widéthad o
chamber. By using a dilute suspension of colloids to start, the sample solusibnfeavs into

the sample cell. The sample cell is sealed and glued to a microscope slide usioptioal
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glue (Norland Optics), and left under a UV lamp #r 6 hours to ensure the glue is cured
completely. This is necessary as the following steps #akes days and the samples need to be
as air tight as possible to avoid evaporation over this time period.

Once the glue has cured, the samples are then tilted upright such that thedloiftlee cells
are pointed down and left f& — 3. Then, gravity does the work for us. The colloidal particles
sediment to the thin end of the sample cell. Afzer 3 days, most of the particles have packed
tightly at the thin end of the chamber. The samples cells are then laid flat on thebench
over night to allow the sample to equilibrate. The next morning the sample cellcisctan the
microscope for imaging.

There is a large region 8 mn?) near the thin end of the cell such that the thickness of
the cell is approximately.1 times the particle diameter. In this region the sample is quasi-2D
and densely packed (Figure 4.5). The angle of the wedge is shallovglenioat over the field
of view (60 um by 60 um), and the cell walls are effectively parallel. As one moves to regions
where the cell thickness increases abbvetimes the particle diameter, but still near the thin
end of the sample cell, densely packed multilayered region is observedlgshegn on right
hand side of cartoon in Fig. 4.5). On the other side of this densely packiithyered regions,
which is the thick end of the wedge cells, is an extremely dilute colloidal fluid. évew only

the quasi-2D domain of the sample is studied.

4.3.3 The Depletion Interaction in Wedge Cell Chambers

The use of these wedge cells, as well as the use of the same depletaalt aodcentrations as
discussed itChapter 3, also allow us to approximate the value of the interparticle potential well

depth,|U,.in|, I.€.,attraction strength, as a function of temperature, to be equivalent to tresvalu
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> 300 um

Figure 4.5: Cartoon representation of wedge cell with experimental imageasi-2D dense
colloidal glass. The angle of wedge cell is shallow enough such thateogiestance of larger
than 400 um, the sample is quasi-2D and the top and bottom walls are effectively parallel.
Drawings not to scale.

presented irChapter 3. We make these approximations using osmotic pressure arguments in
the ideal gas limit, as well as using the Carnahan-Starling equation of st&fe [19

The densely packed multilayered region mentioned above acts as a semigermean-
brane between the densely packed quasi-2D region, the region wetenesiad in studying,
and the dilute colloidal fluid. The depletant molecules can pass through theraresrdnd the
colloidal particles cannot. Our system is thus analogous to the system indh®tral osmotic

pressure problem, where two compartments are separated by a semigermesbrane. The
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pressure of the two sides of our semipermeable membrane must be equlé fetlowing argu-
ments, we denote the side of the membrane consisting of the colloidal fluigrasrtment 1,
and all quantities associated withmpartment 1 with a subscriptl, and the densely packed
quasi-2D region asompartment 2, and all associated quantities with a subsc2ipt

We first look atcompartment 1, the dilute colloidal fluid. Here, because the concentra-
tion of C;5E4 depletants and colloidal particles is the same as in the experiments presented in
Chapter 3, the depletion interactions on this side are the same as those measQteabirer
3. The (3D) colloidal particle volume fractiomgpneres,i << 0.1, is negligible compared to
the volume fraction of the depletanis;.,; 1 = 0.2. Note, here we usg to denote3D volume
fractionsinstead of the more commonly useédbecause we have previously defingas 2D
area fractions The pressure afompartment 1, Py, is dominated by the pressure of the deple-
tants, Pye,1, ON that side of the semipermeable membrane, Py = Pg.,1, because of low
the colloidal volume fraction is. The depletants are treated as ideal gaghasthe pressure
P1 = ngepi 1kT/ V1, wherenge, 1 is the number of depletants wmpartment 1 andV; is
the total volume otompartment 1. We next define the free volume accessible to the deple-
tants,Viee 1 = Vi — Vipheres, 1, WhereVperes 1 1S the total volume of the colloidal particles in
compartment 1. The total volume of the colloidal particles is negligible compared to the total
volume of the compartment, and therefdfg... ;1 =~ V1. Remember, the volume fraction of the
depletants in this compartment is the same as in the experime@tsapter 3, and therefore
the number density of depletants from the previous depletion experimeiits,is equal to the
number density of depletants iampartment 1, n1/Vree,1. Knowing the volume fractiory,

and dimensions of rod-shaped depletants (ledighimd cross-sectional diametB) the pressure
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in compartment 1 can be written a®; = 4pkpT /7 D?L. Using reasonable approximations for
the average size/dimensions of the (rod-shapgdEg£micelle depletants (based off the results
from Chapter 3), for example a lengtl. = 20 nm and diametePD = 4 nm, and knowing the
depletant volume fractiop = 0.2, we calculateP; ~ 8 x 107° kT nm~3.

Next, we look at the densely packed quasi-2D regiompartment 2, wherein the colloidal
particle volume fractionpgpneres 2, IS N0 longer negligible. The pressure @impartment 2,
P, is the sum of the pressures from the depletalis, -, and the colloidal particles,,cres,2,

i.€., Py = Pyepi 2 + Pspheres,2- The pressure of the two compartments must be equal, therefore:

Pdepl,? + Pspheres,? = Pl = N R8X 10_5 kBT nm_3, (41)

where P, is the pressure ofompartment 1, n/V is the number density of depletants from
the experimentChapter 3, and ngep1/Viree,1 is the number density of depletants in the
free volume accessible to depletantscinmnpartment 1 (ngepi,1/Vireeq = n/V, as shown

in the previous paragraph). In the densely packed quasi-2D regioeptogdal particle vol-
ume fractionpg,nere2 ~ 0.5. At this volume fraction, we cannot treat the colloidal particles
as an ideal gas, but we can approximate the pressure using the GeStahag equation of
state,Ppheres,2 = ZNspheres2kBT/ Vo, Wherengpperes 2 i the number of colloidal particles in
compartment 2, V5 is the total volume otompartment 2, andZ is the compressibility factor
defined as:

2 3
7 — 1+ Pspheres,2 T Pspheres,2 — pspheres,Q. (42)

(1 - pspheres,Q)B

The colloidal particle number density i@mpartment 2, nspheres2/Va = 2.45 x 10719, and
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volume fractionospnere 2 = 0.5 yields a pressure aP,peres 2 ~ 3.2 X 1072 kT nm~3. Look-

ing back to Equation 4.1, we Sé&,,,..s 2 is 4 orders of magnitude smaller than the pressure
of compartment 1, P, ~ 8 x 107 kT nm~3,and is thus negligible. Therefore, the pres-
sure ofcompartment 2 must be dominated by the pressure of the depletdnts; », and so
Pyepr2 = Pr.

In compartment 2 (the densely packed quasi-2D region), the pressure of the depletants,
Piepr,2 = 1ok T [Viree 2 [93], Wheren, is the number of depletants amg,.. » is the free vol-
ume accessible to the depletantgimpartment 2. We define the free volume accessible to the
depletants irompartment 2 similarly to the definition of the free volume tompartment 1.
Specifically, Vi ceo = Vo — Vipheres,2, WhereVs is the total volume otompartment 2 and
Vipheres,2 1S the volume of colloidal particles isompartment 2. We can now rewrite Equa-
tion 4.1:

Ndepl,2 Ndepl,1 n
kT = kT = —kpT. 4.3
Vfree,Q vfree,l Vv ( )

Finally, after the temperature terms cancel, we find the number density oftalggsléen the
accessible free volume e@bmpartment 2, ngep 2/ Viree2, is €qual to the number density of
depletants from the experiments@hapter 3. Therefore, the strength of the attractive deple-
tion interaction|U,,;»|, as a function of temperature, between colloidal particles in the densely
packed quasi-2D region we study should be equal to the attraction ssengtsured iChap-

ter 3.
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4.3.4 Image Recording and Particle Tracking

Particle motion was recorded using video microscopy. Bright-field micrgsstigeo was
recorded at00 frames per second fd0, 000 frames. Videos were taken B2 sample temper-
atures ranging from@3 °C to 35 °C in 1 °C steps. The sample temperature was controlled using
an objective heater (Bioptechs) connected to the microscope oil immergieatiob. Subpixel
particle tracking algorithms were employed to find positions oftlig ~ 1700 particles in each

frame of the videos [87].

4.3.5 Caorrecting for Oscillatory Noise

Long wavelength oscillations were observed in the individual particle displ@nts due to very
small temperature fluctuations from the objective heater. A sample of a siagielgs dis-
placement from the average positian(t) as a function of time is provided in Figure 4.6a. In
this figure, the long wavelength oscillations are clearly observable. Toegevavelength oscil-
lations are not part of the Brownian motion of the particles. They had tdfrsémoved before
the the data could be properly analyzed.

To remove these oscillations, Fourier analysis was utilized to find the speeifjedncies at
which the objective heater was oscillating, and a Fourier filter was implementethtive those
frequencies. First, the Fourier signgdl(q), of the displacements from the equilibrium position
for each particle in each dimension was calculated (Fig. 4.6b), whisrthe Fourier frequency
andi = [1,2,...,2Ny] is the indices representing each particle in each dimension. Then, the
power spectrum of each(q), | f;(¢)|?, was calculated and averaged overi all(¢). In Fig. 4.6d,

an example of one suck(q) is provided. Notice there is a large peak near the zero frequency

94



0.00+

= -0.02{ e raw
—e— filtered

-0.4 T , -0.04 T T . ,
0 50000 100000 0.0000 0.0001 0.0002 0.0003 0.0004
. t (frames) q q (1/frames)
0.4+
1 —=—raw
0.034 —eo— filtered
0024/}
\g \
0014 w2 f '\
“f.\-...'/. Rl e N,
|/ \ / R Ll Ll TTTT L PP
-0.4 , , 0.00 “s . )
0 50000 100000 0.0000 00001 00002 0.0003  0.0004

t (frames) g (1/frames)
Figure 4.6: a) Displacement from the equilibrium positiof(t), for a single particle in thg2
°C data set. b) Fourier signaf;(q), of the displacement in a) before (black squares) and after
(red circles) Fourier filter procedure. ¢) Fourier filtered displacerfrent equilibrium position.

d) Power spectrum/(q), of Fourier signal in b) before (black squares) and after (red sjycle
filtering.

which is due to the finite time of the data, but there are other distinct peaks latyslaygerqg
that are from the long wavelength noise observed in the patrticle displatentda these peaks
that are larger than the zero frequency peak that must be removed.

To filter those peaks out, one need only find the frequency at which theéak occurs, we
call this frequency;*, as all other peaks are at integer multiplegyof The Fourier signal was
set to zero for frequencies betweeq* — § andng* + §, whered is an integer value selected

manually such that the entire peak is set to zero,yardl, 2, 3, ... is an integer representing the
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Figure 4.7: Mean-squared displacemefihr?), of 32 °C data set versus lag timét before
(black squares) and after (red circles) Fourier filtering procedure.

integer multiple ofy* for the higher frequency peaks that are to be removed. Figure 4.68ssho
an exemplary fourier signal before and after filtering for the displacépresented in Fig. 4.6a,
and Fig. 4.6d shows the power spectra of the raw signal and the filtersal.sig

Finally, an inverse Fourier transform is performed on the filtered Fosiggral of each par-
ticle and each direction. The real part of the inverse Fourier signalthareeal particle dis-
placements without the long wavelength oscillations caused by the objectiter fend thus are
the displacements used in the measurements and calculations presentesl4FEgwhows the
displacement presented in Fig. 4.6a after filtering.

An exemplary mean-squared displacemémr2>, versus lag timegt, is presented in Fig-
ure 4.7. It is apparent that this filtering does not significantly alter the teeathmotion in the

sample; it just removes the underlying oscillitory noise.
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4.3.6 Vibrational Phonons Calculated from Particle Trajedories and Accounting

for Finite Sampling

The vibrational phonons were calculated from particle trajectories, aitel Siample effects were
corrected, using the same techniques discussé&hapter 2 of this thesis. The accumulated
mode numbelV(w) is defined as the number of modes with frequercy. The density of
statesDOS(w) is defined as the derivative of (w) with respect tav, dN (w)/dw. Equivalently,
we can say theDOS(w) is the number of modes in the frequency range, or pinw + dw]
divided bydw. Commonly, theDO.S(w) is calculated using a constafit, which is very similar

to calculating the histogram of modes. Here we compensate for varying staistiifferent
frequency ranges by allowingw to vary, but keeping the number of modes per lhia.,, dIV,
constant. TheDOS(w) was then calculated fromdN = M consecutive modes, wherd

is an intereger, in the frequency ran@e,w; ). The density of states is then defined as

DOS(wj) = M/(wj+m — wj).

4.4 Results and Discussion

441 Structural Characterization

To check if any structural changes arise as the temperature/attractiogtktigcreases, the pair
correlation functiong(r), was calculated for all temperatures studied. §te for a subset of
the temperatures are provided in Figure 4.8. All data presents behawiona@oly observed in
a glass of a bidispersed colloid suspension. Specifically, 3 nearesbieigeaks arising from

small-small, small-big, and big-small particle bonds are observed. We finarmes iry(r)
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Figure 4.8: Pair correlation functiop(r), for a representative subset of temperatu?ds’C, 26
°C,28°C,30°C, 32 °C, and34 °C).

as the strength of the interparticle attraction varies, and so evidence daéghisive glass to
attractive glass transition is not present (within our signal-to-noise) inttbetsral properties

of the system. Therefore, we turn to the vibrational and dynamical prepdo shed light on

this transition. Note that iChapter 3 we presented a method of measuring the interparticle
attraction fromg(r), however this was only possible because that experiment was done in the
dilute colloid packing fraction limit. In this experiment the colloids are packed &ine¢heir
maximum packing fraction. Therefore, the structure is dominated by thepgntrfoparticle

packing and not by the interparticle interactions [26, 76].

4.4.2 Particle Dynamics

The particles dynamics at all temperatures are highly arrested (Figurelig@aying a plateau
in the mean-squared displacements (MS(D))r2>. This plateau is a classic feature of colloidal

glasses [19,78,146,193-195], which arises from the particlesraxplcages” formed by their
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neighbors. Note that the upturn commonly seen in glasses at long lag timesabssoved
because no rearrangements are observed during the chosen erpadriime interval in order
to insure the vibrational phonons can be calculated. To observe mgaments, as well as to
measure other traditional dynamical quantities such as the four poinisisiday, y4, a longer
time interval is needed. However, information about the particle dynamicstildoe ascertained
with the time interval studied here.

We observed that the MSD monotonically decreases with increasing tenrpéagitaction
strength. To more clearly observe this, we plot the MSD for a given lag thh& Eeconds)
as a function of temperaturé, (Fig. 4.9b). We also provide the attraction strengtibg,|,
measured in the previous chapter, and extrapolate to higher temperatutes, upper x-axis.
It is expected that the dynamics are slow at the higher attraction strengtestea particles
are arrested by both their cage and nearest neighbor bonds. Aemat#iaction strengths the
motion is arrested primarily due to caging. We observe that while the MSD atsesenonoton-
ically with increasing attraction strength, it does not decrease linearlyifitjadly, we observe
what appears to be a saturation in the slowing of the dynamics at strongainiglgpattraction
strengths, and this saturation appears to begin when the attraction is bétd/egh and2kzT.

This saturation of the dynamics suggests the presence of a transition.vétpwe do not
see a discontinous jump in the MSD as a function of attraction strength, ass@sved in the
Debye-Waller factor calculated by MCT. To further explore, and halpetiefine, the transition
from the repulsive glass state to the attractive glass state, we calculatatrditéonal phonon

modes.
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Figure 4.9: a) Mean-squared displacemqm;r?}, for all temperatures studied. Dashed line
represents lag times = 21.8 seconds. bYAr?) for At = 21.8 seconds of all temperatures,
T, studied. Top x-axis if/,,;n/kpT| measured in depletion experiments explained in previous
chapter. Black dashed lines are linear fits to the two regimes (monotoniadeaad plateau),
corresponding to the two glass states (repulsive and attractive). ddasbed line represents the
intersection of the two fits. The shaded red region represents the ritegeperatures/attraction

strengths at which the repulsive-to-attractive glass cross-over ceagdnable occur.
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Figure 4.10: Vibrational Density of StateB0.S(w), versus scaled phonon frequeney, (w),
in a) linear and b) semi-log plots. Dashed line representgy) = 0.7.

4.4.3 Vibrational Phonon Behavior

The distribution of theDOS(w) changes as the strength of interparticle attraction increases
(Figure 4.10). Specifically, we observe the)S(w) of low frequency modes decreases as the
strength of the attraction growge., the number of low frequency modes decreases with in-
creasing attraction strength. This is clearly observed whénS(w) is plotted as a function

of the scaled phonon frequency/ (w), on a log-scale (Fig. 4.10b). We qualitatively observe
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Figure 4.11: AveragdOS(w) for w/ (w) < 0.7, (DOS(w/ (w) < 0.7)), for all temperatures,

T. Top x-axis is|Unn/kpT| measured in depletion experiments. Black dashed lines are lin-
ear fits to the two regimes (monotonic decrease and plateau), correspaodire two glass
states (repulsive and attractive). The red dashed line representsaiseation of the two fits.
The shaded red region represents the range of temperatures/attractiogths at which the
repulsive-to-attractive glass cross-over could reasonable occur.

that the value oD O S(w) at low frequencies decreases monotonically with increasing tempera-
ture/attraction strength. To quantifiy this effect, we calculated the avéréyge(w), (DO S (w)),

for modes withw/ (w) < 0.7 (Figure 4.11). We observe a trend similar to that found in the
MSD, where(DOS(w/ (w) < 0.7)) decreases monotonically and plateaus at strong attraction
strengths. We observe thaDOS(w/ (w) < 0.7)) plateaus at attraction strengths larger than
2kpT. This provides further evidence of a transition occurring when the iatdgbe attraction

strength is approximateBk T
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Figure 4.12: Mean (black squares) and median (red circles) frequeiociall temperatures, T.
Top x-axis is|Un,in/kpT| measured in depletion experiments.

It was observed that the mean and median phonon frequencies caldnlatsmsed mono-
tonically with temperature (Figure 4.12). There was no evidence of a transitibe mean and
median frequencies similar to the trends observed in the MSD and shapelofxtiév), as the
mean and median frequencies appeared to follow a nearly linear trend wigiasiug temper-
ature. This continuous increase in the mean and median frequenciesist@unwith the fact
that the interparticle attraction strength increases linearly with temperaturexp@et that with
increasing attraction strength, the effective spring constantbetween all pairs of particles
increase. Increasing spring constants leads to increasing fregsisimiew o« k. The con-
tinuous increase of the mean frequencies is evidence that the strengthimtietfparticle bonds
is continuously increasing. Therefore, the plateaus observed in otlamuneel and calculated
guantities are not caused by a saturation in the interparticle bond strengtlugito a saturation

of the dynamical arrest in the system.
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Figure 4.13: a) Participation rati®@z (w), for all temperatures versus scaled frequengy(w).

b) Pr(w) of modes withw/ (w) < 1. Dashed line represents the cut-off value for extended
(Pr(w) > 0.2) and localized Pr(w) < 0.2) modes. c) and d) Vector displacement plots of
representative low frequency modes in a repulsive gléss 3 °C, |Up,in| = 0.5kpT) and an
attractive glasst{ = 35 °C, |Upin| = 4.2kpT), respectively.

We also measured the localization of the motion of these low frequency mouhgsthes
participation ratio. As previously described Ghapter 2, the participation ratio is defined as
Pr(w) = (3, €az(W) + €2y (@))*/ (Niot 3o €aa(w) + €3y (w)), Whereea, (w) andeq, (w) are
thex andy eigenvector components for partielerespectively. Following convention, we refer
to frequencies with a participation ratio belov as localized, and frequencies with participation
ratio above.2 as extended [64]. At strong interparticle attractions, extended modebseeved
that are not found in samples with weak interparticle attractions (Figure-®)13a

Representative low frequency modes of a repulsive glass and antieg¢tiglass are presented

in Fig. 4.13a and b, respectively. These representative modes hegizasthe effect that in
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repulsive glasses the motion at low frequencies is quasi-localized, agerattractive glasses
extended collective motion is found throughout the sample. The low freguszhavior of the
repulsive glasses studied here are consistent with those previousgdsiéb3—69], specifically
the presence of quasi-localized modes is found. The extended motiowetéere in the low
frequency modes of attractive glasses is likely due to the strong interpdmtictis in attractive
glasses. As one particle moves, it pulls its neighbors with it, who in turn pull teeghbors.
This same reasoning can be used to account for the size and shappefatve rearrangement
regions (CRRs) observed in attractive glasses is larger than thoswedge repulsive glasses
[146].

To quantify the presence of these extended low frequency modes in atrglasses, we
looked at the lowest 100 modes and found those modes that have a phadicigdio larger
than 0.2,i.e., are extended. Looking at the number of the lowest 100 modes that areledte
(Figure 4.14), we again see the same trend as observed in all of ourdatiaerthe number of
extended modes of the lowest 100 modes that plateaus at attraction stadyate®k 3 T. Thus,
numerous quantities show the same trend: the vibrational and dynamicereeemf colloidal
glasses change monotonically as the interparticle attraction strength irsraadéhen saturates
when the attraction strength is larger thn; 7. This saturation signifies the transition from the

repulsive glass state to the attractive glass state.
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Figure 4.14: Number of extended modé%;(w) > 0.2) of the lowest 100 modes. Top x-axis

is |Unmin/kpT| measured in depletion experiments. Black dashed lines are linear fits to the two
regimes (monotonic decrease and plateau), corresponding to the tweigkess(repulsive and
attractive). The red dashed line represents the intersection of the twbhéshaded red region
represents the range of temperatures/attraction strengths at whichulsivepo-attractive glass
cross-over could reasonable occur.

45 Conclusion

In summary, we experimentally studied the vibrational phonons of 2D collgidalses with
increasing attraction strength, and present evidence that the transtioritfe repulsive glass
state to the attractive glass state occurs above an interparticle attractigitsoE2kz7". This

transition is signified by changes in the distribution of h&S(w), as well in a saturation of
the particle dynamics. We observe that repulsive glasses have as ext®s frequency modes
compared to attractive glasses. Furthermore, the motion of a majority of thetlbwguency

modes in attractive glasses is spatially extended, wherein repulsive gythesmotion at low
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frequencies is quasi-localized. We also observed that particle dynaegcsased monotoni-
cally with increasing attraction strength, but for attraction strengths larger2ths T particle
dynamics are saturated, signifying the system reaching a point of maxiresi.arhe quantities
measured herein did not display a discontinous jump at the transition pointdike talculated
from MCT, yet still displayed a noticeable change in behavior at the trangitat.

There are two things to note in comparing the results presented here arebtitis from
MCT. First, the state diagram predicted by MCT is for three-dimensiona) §yBtems, while
the work here is in 2D. Second, and perhaps more importantly, MCT usegla mterparticle
attraction strength between all particles. However, in our experiments, ititexparticle attrac-
tion strengths arise due to the bidispersed colloidal suspension usedtratieLcrystallization.
Remember that the depletion force is proportional to the size of the colloidateg and so the
three particle combinations (small-small, small-large, large-large) preserd gathple are the
cause of the three attraction strengths. Thus, our system is not atpegbecimental model for

MCT.

4.6 Future Work

Looking forward, we intend to study how the dynamical heterogeneity in idallaglasses
changes with changing interparticle attraction strength. Previous studiesshawn that the
dynamics in attractive glasses are heterogeneous over a larger fdeggth and time scales
compared to repulsive glasses [146]. These studies further shoaethéhcooperative rear-
rangement regions (CRRs) in attractive glasses are more compact &mkingore particles

than the string-like CRRs in repulsive glasses. It would thus be interestisggetbow the size
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and shape of CRRs changes as a function of interparticle attractiontstreng

To accomplish this study, samples will be made following the procedure gbttere, but
video microscopy data will be recorded for at least 2 hours. Imaging @wveh a long time
period ensures a number of rearrangements will be observed, angttine in the mean-squared
displacement at long lag times can be measured. Quantification of the dynastigadgeneity
will be accomplished by measuring the four-point susceptibility, Previous studies have used
the peak value of, as an indicator of the crystal-to-glass transition in samples with increasing
structural disorder [72]. It would thus be interesting to see if the peakinan be a further
indicator of the transition from the repulsive glass state to the attractive gjl@gsalong with
the measurements presented in this chapter.

It would also be interesting to see if the re-entrance phenomenon otiseR/@ experiments
[30, 32—-34] is also present in 2D samples (see Figure 4.1). Re-eatia3® occurs at lower
colloidal packing fractions than the repulsive-to-attractive glass transifibis phenomenon is
found when the attraction strength between particles increases, andtemgyansitions from
the repulsive glass state to the fluid state. As interparticle attraction strengtses further,
the system undergoes a second transition from the fluid state to the (sdlstptge This is
where the name “re-entrance” comes from; the system transitions froiidestade to a liquid
state, and then back to a solid state. To date, re-entrance has not keeredhn 2D. Exploring
re-entrance in 2D would contribute to the larger picture of studying the fa&rensionality in
the state diagram of glasses with attractive interparticle interactions, arld pmvide further

insight into the glass transition.
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Chapter 5

Conclusion/Future Directions

5.1 Summary

The vibrational properties of densely packed colloidal packings akparthe interparticle in-
teractions and configurations of the constituent particles. In this thesisxplered how the
vibrational behavior of colloidal packings varied as the interparticle intenas evolved away
from the traditional hard-sphere potential. Specifically, the interactiomsd/ffom hard-sphere
repulsion to soft-sphere repulsion to depletion attraction. As part of thiseps, we developed
a new means of tuning the attractive depletion interaction between colloidsnit@lof deple-
tant shape anisotropy; the scheme introduced a novel methodology feurmggproperties of
nano-scale macromolecules using video microscopy techniques.

In the first group of experiments, the phonons of colloidal crystals witidigirength dis-
order were studied. Vibrational modes in soft-particle crystals doped \aitth particles were

found to exhibit three distinct frequency regimes. At low frequencisstalline (Debye-like)
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behavior in the density of statd30.S(w) was observed in all systems regardless of the num-
ber of hard-particle dopantse. regardless of the degree of bond heterogeneity. These low
frequency modes display long wavelength behavior in which hard anghaufcles participate
equally. At intermediate frequencies, the modes are extended and dontiyagett particles.

At the highest frequencies, the modes are more localized and are domiyatedd particles.
Computationally generated spring networks were created for comparisiaexaibited many of
the trends observed; they also offered means for extrapolation of seevalal behavior to higher
number-fractions of hard spheres. These experimental results imphylilatthe introduction

of bond-strength disorder does indeed alter some of the vibrationatpiepof crystalline ma-
terials, compared to the introduction of structural disorder (at least &otetvels of disorder
probed by our experiments), the bond-strength does not as readilgydée crystalline/Debye-
like properties at low frequencies.

The second group of experiments measured the strength and rangeleptégon attraction
between colloidal particlei situ as a function of temperature. The depletants were surfactant
micelles. We demonstrated that tuning the shape anisotropy of surfactatiempmrmits mod-
ulation of the entropic attraction. This work introduces a simple and usefutdooontrolling
interactions in suspension. As part of this research, we also measereatittength of G, Eg
surfactant micelles as a function of temperature. The measured lengtinsgaed agreement
with lengths reported by neutron scattering experiments. We show thatdbedure reported
is also an effective way to accurately measure the size and shape ofpiletéade molecules,
even in the nanoscale range. Thus, the geometric properties of nenwszaomolecules.q,

nanoparticles, surfactant micelles, chromonic liquid crystal staatkscould be ascertained by
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measuring the depletion interaction between colloids suspended in a solutiom mdinoscale
macromolecules via the same approach.

The third group of experiments studied the phonons of 2D colloidal glassasunction of
interparticle potential, from hard-sphere like to depletion with increasingcéitirestrength. The
work presents evidence for the existence of a cross-over transitiontfre repulsive glass state
to the attractive glass state as the interparticle attraction strength increasesapproximately
2kpT. This transition is signified by changes in the distribution of i@ S(w), as well as in
a saturation of various properties of the particle dynamics. We obseraedetbulsive glasses
have an excess of low frequency modes compared to attractive glassggrmore, the motion
of a majority of the lowest frequency modes in attractive glasses tend tcatialpextended,
whereas the motion in the low frequency modes of repulsive glasses teedjtmbi-localized.
We also observed that for a given lag time the mean-squared displaceacesdsed monoton-
ically with increasing attraction strength, but for attraction strengths larger2bp T particle
dynamics saturated, signifying the system had reached a point of maxiest. drherefore, we
show that in 2D colloidal glasses the transition from the repulsive glasstet#te attractive

glass state exists and occurs at an interparticle attraction strength of2ahdut

5.2 Future Directions

In this section, ideas for future work with colloids whose interactions aferdiiit from the tra-
ditional hard-sphere interaction are described. Further, some ofahaduvork for the proposed

experiments has been worked out and is discussed below.
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Figure 5.1: a) Qualitative representation of the state diagram of monodispavioidal pack-
ings with interparticle attraction. Red arrow represents the transition to be atug)iSample
image of crystal at lowest temperature studi€d= 24.5 °C) in preliminary experiments.

5.2.1 Attractive Interactions in Colloidal Crystals

Experiments with colloidal crystals that are modestly similar to the study of staligtaisor-
deredglasses with increasing interparticle attraction strength would be interestiagrioauit.
In particular, one could consider how the introduction of attractive intienag changes the be-
havior of structurallyorderedcrystals. Theoretical studies [196] and simulation work [20, 21]
have shown that a phase transition is induced when the interparticle attrsttéagth between
constituent particles in a crystal becomes sufficiently strong (Figure Zfécifically, a sin-
gle crystal evolves into a fluid-crystal coexistence regime, wherein thdtireg crystal phase is
denser than the initial crystal. Using the temperature tunable depletion interpotieented in
this thesis, a detailed experimental study (the first) of this transition is possible.

We have taken the first steps towards this study. In preliminary work wenredd struc-
tural changes in a colloidal crystal as the temperature, and thus intelgatti@action strength,

increased. This preliminary sample was prepared following a similar proeeduhat used to

112



Q
(ox

15701 m
1S
=
2 .
= § 15651 a
© )
[0}
O
©
— 1560 m
0 2 4 6 8 24 26 28 30 32 34
r (um) T(°C)

Figure 5.2: a) Measured pair correlation functig(y;), for all temperatures studied. b) Lattice
constant obtained from first peak i) as function of temperature.

make the glassy samples discusse@lmapter 4. The only difference in the procedure was that
a monodisperse suspension of sphetesr(:m in diameter) was used to enable crystallization
to occur (Fig 5.1). Therefore, a triangular lattice is formed. The ovenalttire of the sys-
tem was not observed to change significantly, as evidenced by the re@aéuirat each of the
few temperatures studied, which were found to be very similar (Figure.5Pa@ first peak
in g(r) represents the lattice spacing of the crystal. Further, the overall seuaty(r) was
not observed to change; we found that the lattice constant shrank manadpwith increasing
attraction strength (Fig. 5.2b).

We then observed that the number of defects increased with increasinfiattrstrength.
In a perfect triangular lattice, all particles should have 6 nearest neigh®d V. Therefore, we
defined a defect as particle who h&sV # 6. We see the number of defect particles increased as
the temperature (attraction strength) increased (Figure 5.3a), while theenoftmarticles with
NN = 6 obviously decreased (Figure 5.3b). In order to have a single cryatadition into a

coexistence regime between a dilute fluid and a dense crystal, interparticle imst be broken
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Figure 5.3: Fraction of a) defected particlég,, particles with number of nearest neighbors
NN # 6 and b) particles witiV N = 6 as a function of temperatufi.

to allow some regions of the crystal to melt into a fluid. Thus it makes sense éhauthber of
defect particles increases.

While these preliminary results on the lattice constants and nearest neighlbersontin-
uous changes with no clear signature of a transition, the susceptifiitaf the orientational
order parametenr)s, may provide an indicator for the crystal to fluid-crystal coexistence. We
observed a sharp change ¥ as the interparticle attraction strength increased (Figure 5.4).
However, more temperatures (attraction strengths) are necessaryemtoifdlly characterize
and understand these changegdn

To fully map out the phase transition from the crystal to the crystal-fluidistence phase,
we also need to study several colloidal particle packing fractions. RFutthenore accurately
study this transition, we would ideally start with a perfect crystal lattiee, a crystal with
no defects or grain boundaries. The crystal studied in the preliminary hantka number of
defects and a grain boundary; this situation could affect the behavitreafystem as the at-

traction strength is increased. Defects, especially grain boundaretheamost likely to affect
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Figure 5.4: Susceptibilityyg, of the orientational order parameter as a function of temperature,
T.

the quantities measured; their presence could make quantifying the trandfiicudtdbut also

interesting). The use of fractionation techniques should decrease lifdigpersity in the par-
ticle size which, in turn, could reduce disorder in the crystals, since ewanadl amount of
polydispersity is known to affect the structural order of a colloidal lysBy decreasing the
particle size polydispersity, we should be able to create larger crystakgeand then by calcu-
lating x¢ as a function of attraction strength for these larger crystal grains, addbe able to

experimentally map out the phase diagram of crystals with attractive intetpantieractions.

5.2.2 Tuning Local Structure of Colloidal Gels

The use of the temperature tunable depletion interaction discussed in thisalsegisovides a
route to controlling the local structure in colloidal gel networks. Most (if &it) colloidal gel
experiments to date have not had control over the local structure of threetyeorks studied.
The investigators were content to simply study the dynamical [30, 32—Bdglagical [31],

and vibrational properties [4] of gels whose constituent particles ametstally disordered.
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However, it would be interesting to see how the properties of gel netvabriesge as the local
structure becomes more or less ordered.

We have conducted some qualitative experiments to explore our ability to ttrerimcal
structure in a 2D colloidal gel network via tunable depletion interactions.sd peeliminary
observations were accomplished utilizing the fact that the depletion forcesbetaolloidal
spheres is proportional to the size of spheres along with temperaturdedegietion inter-
actions. Specifically, in a binary suspension of colloids with temperaturdheidapletion in-
teractions, the sample temperature can first be set to a temperature at wehiatgthparticles
aggregate, denoted @%. We then hold the sample temperaturdafor some timey, to allow
the large particles to self-assemble into colloidal crystallites. Then the samplersgtome is
raised to the temperature at which the small particles aggregate, dendfgdaasl a gel net-
work is formed. This procedure is much easier (but also somewhat similafyadowould be
needed to create colloidal bigels, as briefly discuss&zhiapter 3.

The timer at which the sample remains’at is the knob that can be used to control the local
structure of the gel. For longet, larger crystal domains of large particles form. Preliminary
observations were done using a binary suspensiansaf um (large) andl pm (small) silica
spheres in a suspension ofy€ surfactant micelles and salt (NaCl). The number-ratio of big to
small particles was set to approximately 1:1 in these samples. The concestrHtionE; and
NaCl are the same as those used in the various experiments explained inghsis \ttigh these
two sizes of colloidal particles and the concentrations g and NaCl used[; = 29 °C and
T, = 35 °C. Since the temperature tunability of the depletion interaction is reversible, large

guantities of data can be acquired from a single sample by decreasingrtpke $amperature to
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Figure 5.5: a) Colloidal fluid at temperatufe< T; = 29 °C'. b) and c) Gel networks formed
with 7 = 0 and60 minutes, respectively.
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belowT} and waiting for the system to fully melt back into the fluid state (Figure 5.5a).

Qualitatively, the structure was observed to be significantly differenvdioious values of
7s. Forr = 0, we observe the traditional structurally disordered glass network (F5b).5The
gel networks formed withr = 60 minutes appear as crystal domains of large particles connected
by “bridges” of small particles (Fig. 5.5c¢).

Looking to the future, it would be interesting to characterize the structumeseld as a
function of 7, and then study the dynamical and vibrational properties of the various- str
tures. Perhaps an even more interesting and application-based stuldyb&do measure the
rheological properties of gels as a function of their local structure. Udeeof an interfacial
rheometer [197, 198] would provide a means to study concurrent eBangstructure at the

single-particle level while the system is driven by an oscillatory stress.

5.2.3 Vibrational Behavior and Particle Dynamics in Buckled lloidal Monolay-

ers

Previous colloid experiments have observed that quasi-two-dimensienakly packed col-
loidal spheres form in-plane triangular lattices with out-of-plane up améhdmickling. These
samples are sandwiched between parallel walls with a separation apprdyimatémes the
particle diameter [199, 200]. The buckled monolayer configurationslassical colloids anal-
ogous to the famous antiferromagnetic Ising model. Particles that buckledgpydownwards)
are associated with the “up” (“down”) spin state (Figure 5.6a). Theastareighbor excluded
volume interactions between particles favor opposite states. More simplygrtiplgs want to
be next to down particles, and vice versa. In 1D, these bond requitsrmeneasily fulfilled.

In a 2D triangular lattice however, for any given triangle two bonds atiefial, but the third
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Figure 5.6: a) Side view of buckled monolayer. Particles buckled upwdodewards) are those
in the up (down) state. b) Three spins on a triangular plaquette cannot siendtsly satisfy all
antiferromagnetic interactions. c¢) Experimental image of buckled colloidabrager. White
(grey) particles are considered to be in the “up” (“down”) state.

cannot be satisfied. Thus the system is considered “frustrated” (f6ig).5In fact, this is the
classic example of a frustrated system.

Our previous experiments, and accompanying theory, showed that-piagiele dynamics
governed by in-plane lattice distortions partially relieve frustration anduymedjround states
with zigzagging stripes (Fig. 5.6¢). The out-of-plane particle motions in tasdies were
treated as binary,e.,up or down. To shed further light on such systems it would be interesting to
measure the in-plane and out-of-plane Brownian motion (Brownian vibsjtairthe particles.

We performed preliminary experiments along these lines, decomposing thena-and
out-of-plane particle motions. The key to carrying out this task is to realizeftbaut-of-plane

motion can be derived from the intensity of the particles as measured by widgoscopy.
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Figure 5.7: Participation fractiorPr(w), for the in-plane (black squares) and out-of-plane (red
circles) particle vibrations.

Specifically, we measured the vibrational phonons of the zigzagging sirquend state. We
observed that the motion at low frequencies was dominated by the outra-piation, while

the motion at high frequencies was dominated by the in-plane motion (FigurePx&3ently,

the conversion of particle intensity to out-of-plane motion was somewhase@ard could be
improved. To further the study of the in- and out-of-plane vibrations, &raocurate mapping of
the particle intensities to particle motions is necessary. The use of hologvégdxicmicroscopy

[201] might be a useful tool for this endeavor.

In the future, it would be interesting to further explore the differencésdsen the in-plane
and out-of-plane motion in such a frustrated system. In-plane, the &vpadaticle positions are
stable as the 2D structure of the system is always a triangular lattice. Howewtcles can
“flip” from the up state to the down state and vice versa. One could congidechanging of

state as somewhat analogous to rearrangements observed in glasss.déybmposing the
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particle motions into their in-plane and out-of-plane contributions, it might lsemed that
the in-plane motion follows behavior found in ordered crystals, while theobptane motion
follows behavior more commonly found in disordered packings. Perhapftistrated system

might lead to a new form of material due to its display of both crystalline andygtadzavior.

5.2.4 Measuring Length Distributions of Lyotropic Chromonic Liquid Crystal

Stacks

Liquid crystals (LCs) are partially oredered matter that are found in cenyeday lives, in de-
vices such as computer screens, phone screens and televisiorsscrbermost prevalent LC
phase of interest is the nematic phase wherein the rod-like mesogens tégd &dang a partic-
ular direction (they are orientationally ordered) but the mesogens astatianally disordered.
An especially interesting set of liquid crystals are lyotropic chromonic liquidtats (LCLCs).
LCLCs are composed of stacks of plate-like molecules. The stacks aréongyr compared to
the cross-sectional width (one molecule), and so the aspect ratio of dkeistarge,i.e., the
stacks have a large anisotropy and can be modeled as thin rods. Tles pbasrved in LCLCs
are found to depend on the length of the stacks, which can be tuned \Gartmation or tem-
perature. Ultimately, it is desirable to know the distribution of stack sizes inrdodbetter
understand these LCLC systems, and also to further advance the vagbnslogies that make
use of these particular liquid crystals which reside in water-based medihastold potential
to bring LC technology to biomaterials.

Previous (unpublished) research in our lab has shown that the LCLd&zliDis cromogly-

cate (DSCG) can be used as a depletant to induce an attractive foraeheatalloidal spheres
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Figure 5.8: Sample images ofidn polystyrene spheres in a suspension of 0.1% NaCl a) 0.01%
and b) 7% DSCG. Observe that at low concentrations of DSCG (a) negafipn is found,
while at high concentrations (b) aggregation is observed due to deplet&adtions.

suspended in a solution of DSCG (Figure 5.8). In this work, we obsdhagdat very low con-
centrations of DSCG no attraction arose between the colloidal particless(Bjgbut when the
concentration of DSCG was increased, then the colloidal spheres tiegggregate (Fig. 5.8).

In Chapter 3 of this thesis, we described a method to measure the sizes of anisotropic nano
scale macromolecules; this approach measured the depletion interactioeehioeon-size
colloidal particles. While our early work on LCLC aggregation was qualkaiivthe context of
this new experimental probe we should be able to measure the averagmsizizg distribution)

of the DSCG LCLCsdn situ. In particular, by fine tuning of various experimental parameters,
e.g., concentrations of DSCG and salt (NaCl) and sample temperature, thénegptl pro-
cedure described i€hapter 3 could be employed to quantitatively characterize the size and
distribution of sizes of DSCG stacks as a function of both concentratioheamplerature. This
information would be new, and ultimately, understanding the size distributiotiseoDSCG

stacks would help us further understand and predict the phase bebgasich LCLCs.
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