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Phase Boundary Propagation in Mass Spring Chains and Long Molecules

Abstract
Martensitic phase transitions in crystalline solids have been studied and utilized for many technological
applications, including biomedical devices. These transitions typically proceed by the nucleation and
propagation of interfaces, or phase boundaries. Over the last few decades, a continuum theory of phase
transitions has emerged under the framework of thermoelasticity to study the propagation of these phase
boundaries. It is now well-established that classical mechanical and thermodynamic principles are not
sufficient to describe their motion within a continuum theory, and a kinetic relation must be supplied to
complete the constitutive description. A few theoretical techniques that have been used to infer kinetic
relations are phase-field models and viscosity-capillarity based methods, within both of which a phase
boundary is sharp, but smeared over a short length. Here we use a different technique to infer a kinetic
relation. We discrete a one-dimensional continuum into a chain of masses and springs with multi-well energy
landscapes and numerically solve impact and Riemann problems in such systems. In our simulations we see
propagating phase boundaries that satisfy all the jump conditions of continuum theories. By changing the
boundary and initial conditions on the chains we can explore all possible phase boundary velocities and infer
kinetic relations that when fed to the continuum theory give excellent agreement with our discrete mass-
spring simulations. A physical system that shares many features with the mass-spring systems analyzed in this
thesis is DNA in single molecule extension-rotation experiments. DNA is typically modeled as a one-
dimensional continuum immersed in a heat bath. It is also known from fluorescence experiments that some of
these transitions proceed by the motion of phase boundaries, just as in crystalline solids. Hence, we use a
continuum theory to study these phase boundaries in DNA across which both the stretch and twist can jump.
We show that experimental observations from many different labs on various DNA structural transitions can
be quantitatively explained within our model.
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ABSTRACT

PHASE BOUNDARY PROPAGATION IN MASS SPRING CHAINS AND LONG

MOLECULES

Qingze Zhao

Prashant K. Purohit

Martensitic phase transitions in crystalline solids have been studied and utilized for

many technological applications, including biomedical devices. These transitions typically

proceed by the nucleation and propagation of interfaces, or phase boundaries. Over the last

few decades, a continuum theory of phase transitions has emerged under the framework

of thermoelasticity to study the propagation of these phase boundaries. It is now well-

established that classical mechanical and thermodynamic principles are not sufficient to

describe their motion within a continuum theory, and a kinetic relation must be supplied to

complete the constitutive description. A few theoretical techniques that have been used to

infer kinetic relations are phase-field models and viscosity-capillarity based methods, within

both of which a phase boundary is sharp, but smeared over a short length. Here we use

a different technique to infer a kinetic relation. We discrete a one-dimensional continuum

into a chain of masses and springs with multi-well energy landscapes and numerically solve

impact and Riemann problems in such systems. In our simulations we see propagating

phase boundaries that satisfy all the jump conditions of continuum theories. By changing

the boundary and initial conditions on the chains we can explore all possible phase boundary

velocities and infer kinetic relations that when fed to the continuum theory give excellent

agreement with our discrete mass-spring simulations. A physical system that shares many
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features with the mass-spring systems analyzed in this thesis is DNA in single molecule

extension-rotation experiments. DNA is typically modeled as a one-dimensional continuum

immersed in a heat bath. It is also known from fluorescence experiments that some of

these transitions proceed by the motion of phase boundaries, just as in crystalline solids.

Hence, we use a continuum theory to study these phase boundaries in DNA across which

both the stretch and twist can jump. We show that experimental observations from many

different labs on various DNA structural transitions can be quantitatively explained within

our model.
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boundary velocity ṡ is normalized against c1 and plotted on the y-axis. Driv-

ing force fdriving is normalized according to equation 3.30 and plotted on the

x-axis. Note that for driving forces below a threshold the phase boundary

velocity is zero. The inset of the figure is the original data of normalized

phase boundary velocity vs. the normalized driving force (as in equation

4.24). Note that some of the blue circles result in ṡfdriving < 0. . . . . . . . 57
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c2. There are also two sonic waves moving towards the left from the right

boundary. In general there should also be two sonic waves moving rightwards

from the left end, but we do not see them above because of the choice of initial

conditions. The panels show snapshots of the twist in the chain as function of

spring number at six different times. Two bottom panels also show snapshots

of the stretch. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.8 (a) Scatter plot showing comparison of numerical results with analytical so-

lution of Riemann problems for B1 = 10, B2 = 7.6, B3 = 10. The analyt-

ical results use the kinetic relation obtained from impact problems on the

chain to solve the set of equations 3.2.4. The agreement between the phase

boundary velocities and other quantities obtained from the numerical inte-

gration of the equations of motion of the chain and those from the analogous

continuum analytic solution is quite good. (b) Scatter plot showing com-

parison of numerical results with analytical solution of impact problems for

B1 = 100, B2 = 8, B3 = 10. The analytical results use the kinetic relation 3.30. 61

xv



3.9 An example of an Riemann problem with a static phase boundary. Four

waves are present, two sonic waves at speeds c1 and c2 propagating in opposite

directions from the middle while the phase boundary at the middle remains

static. Two sonic waves also move inwards from the right boundary. The

panels show snapshots of the twist in the chain as function of spring number

at three different times. The right panel also shows a snapshot of the stretch. 63

3.10 An example of a Riemann problem in which phase boundary merges with a

c2 sonic wave. Four waves are present, three sonic waves at speeds c1 and c2

propagating in opposite directions from the middle, and a phase boundary

traveling at speed c2. The panels show snapshots of the twist in the chain

as function of spring number at three different times. The right panel also

shows a snapshot of the stretch. . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.11 (a) Comparison of results of Riemann problem with static phase boundary

from numerical integration and analytical solution using jump conditions.

We have used B1 = 10, B2 = 7.6, B3 = 10 and B1 = 10, B2 = 3, B3 = 10. (b)

Comparison of numerical results with analytical solution of impact problems

for B1 = 10, B2 = 3, B3 = 10 when ṡ < c2. The analytical results are
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Chapter 1

Introduction

1.1 Background

The work in this thesis is partially inspired by phase transitions in crystalline materials

and the shape memory effect. Crystalline materials can exist in different solid phases with

various crystal structure. Under certain physical conditions, one phase is usually preferred

over the other phases. This property lays the foundation of phase transition theory in

crystalline materials. Shape memory alloys, like NiTi and CuAlNi [15, 38, 84] are typical

examples of such crystalline materials, as are martensitic steels [19, 20], which are by far the

most significant technologically. However, in the last two decades NiTi has been increasingly

in medical devices, such as, stents. More recently, NiTi wires have been used in medical

robots due to their super-elastic behavior [92]. The book by Bhattacharya [19] gives a very

good summary and explanations of shape memory alloys, their detailed lattice structure,

phase transitions between these micro-structures, and so on. Figure 1.1 shows illustrations

of optical micro-structures of an NiTi sample subjected to the deformation.

At a stress free state, if such a multi-phase crystalline material is slowly cooled from a
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Figure 1.1: Illustration of micro-structures of the NiTi sample subjected to the deforma-
tion. (a), (b) and (c) Transmission electron microscopy bright field images showing the
martensite-like plates formed in two directions; (d) SAEDP(Selected Area Electron Diffrac-
tion Pattern) of (b) showing B2 austenite. This figure is from [97].

very high temperature, then the material begins a phase transition from a ‘high temperature

phase’ to a ‘low temperature phase’. This process does not happen instantly, rather it’s

a relatively slow process where part of the material goes to the ‘low temperature phase’

first, and there is an interface separating different phases of material. Figure 1.2 gives a

graphic illustration of this process. As the temperature keeps decreasing, this interface,

or phase boundary, propagates into the ‘high temperature phase’ region. Eventually, the

whole region becomes ‘low temperature phase’. The propagation of such phase boundaries

is our main interest in this thesis.

Over the last several decades a continuum theory of phase transitions under the frame-

work of thermoelasticity has emerged from the study of crystalline solids [7]. It has been

recognized that continuum mechanical principles of the balance of mass, momentum and

2



Figure 1.2: Schematic depiction of a stress-free single crystal of a two-phase material at a
sequence of progressively decreasing temperatures. This figure is from [19].

energy are not sufficient to determine the evolution of phase boundaries in continua and

additional constitutive relations have to be provided [1, 2, 6]. This additional information

comes in the form of a kinetic relation and it relates thermodynamic driving force and

phase boundary velocity. The notion of thermodynamic driving force was first introduced

by Eshelby (1956) as ‘force on a defect’ and was later adapted for phase transitions by Abe-

yaratne and Knowles (1990). One of the main objectives of this work is to obtain kinetic

relations for phase boundaries in 1-D continua with the help of numerical simulation.

A kinetic relation that comes up quite often is the Arrhenius law which is based on

thermal activation. This law assumes that jumps from a given state to another are limited

by the free energy barrier that the system has to overcome. A common expression for

kinetics based on the Arrhenius law is

V = R(exp(− b+

rkθ
)− exp(− b−

rkθ
)) (1.1)

where V is the phase boundary velocity, θ is temperature, b+ and b− are the two energy

barriers, k is the Boltzmann constant and r is a scaling factor. The Arrhenius law is

applicable when inertial effects are not significant and thermal activation is dominant in a
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phase transition. It was employed in early studies of phase boundary motion in crystalline

solids. For example, in [37] the Arrhenius law used to describe dislocation glide motion was

utilized to predict the mobility of martensitic phase boundaries in β-CuAlNi alloy. Thus,

this in this case phase boundary motion is driven by a thermally activated process. In [60],

the Arrhenius law is employed to understand phase transformations in other metals and

alloys, as well. In [67], it has been shown that Arrhenius kinetics describes the motion

of phase boundaries in DNA. This is consistent with the idea that the mechanics of the

DNA molecule in tension, torsion and bending is characterized by the absence of inertia

and dominance of thermal fluctuations.

The discussion above is also why an interesting application of the continuum theory of

phase transitions in 1-D continua that we explore in this thesis is not in crystalline solids,

but in long one-dimensional molecules, such as DNA. DNA can store bending, twisting and

stretching energy and is known to behave as an elastic rod at small length scales [51, 53, 87].

It is also known that it can undergo several structural transitions in response to changes in

temperature and loads just as many crystalline solids do [22, 50]. For this reason a second

objective of this thesis is to apply the 1-D continuum theory of phase transitions to DNA.

1.2 Mass-spring chains

Our main tools for numerical analysis are mass-spring chains as shown in figure 1.3. Chains

of masses and springs have been used as models to understand the mechanical and thermal

behaviour of crystalline solids for a long time [36, 41]. For instance, the dispersion relation

for phonons (normal modes) in a one-dimensional chain with linear springs is a calculation

that appears in all standard text books in solid state physics [36]. The specific heat of a
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solid can be computed starting from the density of these normal modes in frequency space

as was done by Debye (and Einstein) in the early 1900s. In this thesis, we are interested in

non-linear chains in which the potential of the springs has multiple wells and the constitutive

relations are piecewise linear. This kind of calculation can be traced back to Krumhansl and

Schreiffer in the 1970s [42]. When the potentials characterizing the springs have multiple

wells then the dynamics of mass-spring chains has been shown to be similar to that of one-

dimensional bars capable of phase transitions [7, 8, 13, 18, 27, 29, 30, 42, 54, 73, 82, 85, 89].

This insight has been utilized to extract kinetic relations for moving phase boundaries by

comparing solutions of impact and Riemann problems in continuum bars to those in the

mass-spring chains [65, 85]. The extracted kinetic relation has a simple analytical form that

has been recently shown to have a universal near sonic limit [89]. More recently, mass-spring

chains have also provided insights into the mechanics of biological macromolecules [17, 18],

and this work is, at least partly, motivated by them. We give a short account of the recent

work in mass-spring chains in the following.

Puglisi and Truskinovsky [62] are among the first to consider a model where a material

has several crystallographic phases with non (quasi)-convex energy. They studied a 1-D

chain with a finite number of bi-stable elastic elements and their springs have two convex

wells separated by a spinodal region. They obtained a quantitative description of the

possible quasi-static evolution paths. Balk, Cherkaev and Slepyan [13, 14] have considered

dynamical processes in materials with non-monotonic constitutive relation. They introduced

a model of a chain of masses joined by springs with a non-monotone strain-stress relation

and conducted numerical experiments to find the dynamics of that chain under different

excitations. They concluded that the dynamics leads either to a vibrating steady state or
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to a hysteresis instead of a unique stress-strain dependence. They observed ‘waves of phase

transition’ in their numerical calculations. These waves were associated with oscillations

that did not die off even long after the passage of the wave-front. Later authors working

with mass-spring chains with non-convex energies have made similar observations [57, 58].

We will show in this thesis that these oscillations contain information about dissipation due

to phase boundary propagation which has its origin in the kinetic law that is central to the

continuum theory.

The kinetics and dissipation at propagating phase boundaries in mass-spring chains has

also been studied by Agrawal and Dayal using very different techniques[10]. These authors

use a phase-field model that does not require explicit numerical tracking of the interface (or

phase boundary) and allows for better study of interface kinetics and nucleation by studying

the hysteresis. Benichou, Cohen and Givli [18] reexamined the bi-stable chain by introducing

the concept of an ideal bistable element. They showed that any bi-stable material can be

conceptually modeled as series of ideal bistable elements connected with elastic springs.

They have studied the consequences of the discrete nature of these structures, especially on

finite size effects, non-trivial stability, and so on. They have also studied biological systems

(like the muscle protein titin) with their bistable mass-spring model. Recently, Nadkarni,

Dairio and Kochmann [54] have investigated the dynamics of a bistable chain in which

there is a dashpot at every lattice site in addition to the mass and non-linear springs. They

have shown that this produces three different regimes of wave propagation in which one is

very much like the propagation of a solitary wave [93]. In particular, they reveal that the

velocity of this wave is determined by balancing the energy dissipated in each dash pot with

the energy released due to each spring jumping from one phase to the other. Their results
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highlighted opportunities in the design of mechanical meta-materials with negative-stiffness

elements and shed light on the study of the dynamics of nonlinear small scale instabilities

in solids and structures.

Notably, none of the studies mentioned above goes beyond extensional degrees of freedom

at the masses in the chains. Only a few study Langevin dynamics of these chains to model

the effects of heat baths [31]. These are the novel elements that we bring into the study of

mass-spring chains through this thesis.

Figure 1.3: Mass spring chain. The energy landscape of the springs is assumed to have
multiple wells corresponding to lattice spacings a and b. Xn is the displacement of nth

mass.

1.3 Overview of this Thesis

This thesis is organized as follows.

Chapter 2 studies kinetic relations for phase boundaries in a bistable chain of masses and

springs. We pay special attention to the effect of thermal fluctuation on the dynamics of the

system. We integrate Langevin’s equations of motion for the chain of masses and springs to

account for the presence of a heat bath at a fixed temperature. We find that the xt-plane

looks similar to the purely mechanical numerical experiments at low temperatures, but at

high temperatures there is an increased incidence of random nucleation events. Using results

from both impact and Riemann problems, we show that the kinetic relation is a function
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of the bath temperature.

Chapter 3 studies kinetic relations for phase boundaries in a bistable chain with twist

stretch coupling. We set up a numerical model in which each mass has a translational and

rotational degree of freedom and study the dynamics of phase boundaries across which both

the twist and stretch can jump. We find a kinetic relation from simulations of impact prob-

lems and use it to solve Riemann problems analytically. However, for some combinations

of parameters characterizing the energy landscape of our springs we find propagating phase

boundaries for which the rate of dissipation, as calculated using isothermal expressions for

the driving force, is negative. This suggests that we cannot neglect the energy stored in

the oscillations of the masses in the interpretation of the dynamics of mass-spring chains.

We also find a range of driving forces for which the phase boundaries remain static. At the

end of the chapter we use our chain to shed some light on experiments involving yarns that

couple twist and stretch to perform useful work in response to various stimuli.

Chapter 4 studies the dynamics of phase boundary motion in a mass and spring chain

with twist-stretch coupling and thermal effects. In this setting, we have a chain where each

mass has a translational and rotational degree of freedom and the chain is immersed in

a thermal bath. The governing equation for both translational and rotational degrees of

freedom is Langevin’s equation. We have found that when bath temperature is high enough,

the unphysical negative dissipation of chapter 3 goes away. Also just like chapter 2, we find

that the kinetic relation depends on the temperature of the heat bath.

Chapter 5 studies 1D continua with twist-stretch coupling and its application in DNA

mechanics. Our goal in this chapter is to model experiments of the type shown in figure

1.4. In this set up it is possible to apply both tensile forces and twisting moments on the
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DNA while tracking its end-to-end distance and the number of turns of the bead. Large

forces and moments cause phase transitions in DNA that have been extensively documented

[11, 76]; some of these phase transitions have been shown to proceed by the motion of one

or two phase boundaries in the DNA [12, 22]. We describe a continuum framework to study

the propagation of phase boundaries across which the stretch and twisting curvature are

discontinuous. We derive an expression for the driving force and assume a kinetic relation

for the mobility of these phase boundaries as a function of this driving force. We also develop

a finite difference method to integrate the equations of motion for our DNA including the

phase boundary. We use it to study the B-DNA to L-DNA transition and the B-DNA to

Z-DNA transition at equilibrium and away from it.
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Figure 1.4: DNA held in an optical trap. It is possible to apply forces and torques on the
DNA and track the number of turns of the bead as well as the extension of the DNA. DNA
undergoes several structural transitions in response to tensile and torsional stresses. Figure
from ”On the topology of chromatin fibres”.
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Chapter 2

Extracting a kinetic relation from the dynamics of a bistable chain

The use of mass-spring chains as simple lattice models for solids has been prevalent for a long

time. For instance, the dispersion relation for phonons (normal modes) in a one-dimensional

chain with linear springs is a calculation that appears in all standard text books in solid-

state physics [36]. The specific heat of a solid can be computed starting from the density of

these normal modes in frequency space as was done by Debye (and Einstein) in the early

1900s. If the masses in the chain are not all identical but are of two different types then the

dispersion relation has two branches – the acoustic and the optical branches. The concept

of a ‘band-gap’ arises from these ideas and has been extensively used in semi-conductor

physics for many decades [36].

An early effort to use a non-linear chain to study phase transitions in solids was that

of Krumhansl and Schreiffer in the 1970s [43]. In a beautiful paper they showed that

thermal oscillations (just like phonons) and moving domain walls or phase boundaries can

result from a non-convex potential. Balk et al. [13, 14] performed numerical experiments

on a chain with piecewise linear elements and found analytical solutions describing the

frequency, kinetic energy and speed of the waves of phase transition. They found that a

part of the energy stays in the form of high frequency oscillations that become ‘invisible’ in

11



the continuum limit. This results in an energy cascade toward smaller scales and can lead

to significant dissipation. The loss of information in the continuum limit also causes initial-

boundary value problems with propagating phase boundaries to be ill-posed unless a kinetic

relation describing the motion of the phase boundary is supplied. Accounting for the energy

fluxes carried by the lattice waves in the discrete model Truskinovsky and Vainchtein [85]

obtained kinetic relations for chains with a special type of springs characterized by double-

well potentials with no ‘spinodal’ region. Kinetic relations were also derived for other non-

linear chains by Ngan and Truskinovski [58]. These authors numerically solved Riemann

problems for discrete lattices with one and two phase boundaries and compared their results

with analytical solutions based on the kinetic relations extracted from the traveling wave

solutions [57, 88]. An explicit kinetic relation was obtained by Purohit [63] in a chain with

double-well springs with a spinodal region and second nearest neighbor interactions. This

type of kinetic relation was recovered in an elegant analytical calculation by Vainchtein [88]

in a recent paper and has also been shown as a universal near sonic limit [86]. Tan and

co-workers [82, 83] have explored the hysteresis of 1-D mass-spring chains with double

well potentials by applying a cyclic load to the chains. They perform molecular dynamic

calculations with thermostat. The hysteresis they observe contains some information about

the kinetic relation for the moving phase boundaries, but an explicit kinetic relation is not

recovered because there can be multiple phase boundaries and nucleation events in these

calculations. Our goal in this paper is not only to extract an explicit kinetic relation by

solving impact problems on mass-spring chains but also to show that this kinetic relation

can be used to solve a continuum Riemann problem whose solution closely matches its

discrete analogue.
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None of the studies described thus far tried to understand the motion of a single phase

boundary in a chain of masses and springs immersed in a thermal bath where there is con-

stant bombardment of each mass by surrounding water molecules. The studies of Tan and

co-workers address this issue but they do not comment on the effect of the bath temperature

on the kinetic relation. Efendiev and Truskinovsky studied the thermalization of a chain

with bi-stable springs (with no spinodal region) and showed that the numerical calculations

recover the equilibrium stress-strain relations obtained by computation of the partition

function [85]. Thermalized mass spring chains with non-linear energies have been studied

before by Fermi, Pasta and Ulam [61], but the goal in this classic work was to determine if

the masses thermalized due to the exchange of energy between various normal modes of the

system which would be coupled if the springs connecting the masses were non-linear. They

did not account for the presence of the heat bath. Our goal in this paper is to determine

the effect of bath temperature on the kinetic relation of a single phase boundary. Our work

is motivated in part by experiments on single molecules capable of displacive phase transi-

tions, such as, coiled-coil proteins and DNA, that have been extensively studied using single

molecule techniques for the last two decades [68, 72, 77, 90]. It has long been known that

the phase transitions in these molecules as well as regular crystalline solids are dependent

on temperature and stress (or force) [7, 36, 47, 71, 94, 95].

The paper is laid out as follows: First, we confine ourselves to a purely mechanical

chain for which we integrate Newton’s second law. We recover the kinetic relation obtained

by Purohit [63] by solving impact problems and we solve Riemann problems analytically

with this kinetic relation. The results correspond very well with our numerical simulation of

Riemann problems, indicating that the kinetic relation which relates driving force and phase
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boundary motion is an inherent property of the nonlinear chain. Finally, we also explore

the dynamics of the chain with thermal fluctuations and try to understand the effect of the

bath temperature on the movement of the phase boundary.

2.1 Short review of continuum theory

2.1.1 Tri-linear material

Consider a bar in one dimension which occupies the interval (0, L) in the reference config-

uration. The material of the bar is capable of phase transitions. In other words, its energy

has two wells so that the stress-strain relation is of the up-down-up type. We will consider

double well potentials that are constructed from the piecewise quadratic functions so that

the stress-strain relation is tri-linear [65]. If x is the reference coordinate and y(x, t) is the

position of particle x in the deformed configuration at time t then the displacement field is

denoted as u(x, t) = y − x and the strain field is denoted as ε(x, t) = ∂u
∂x . The stress strain

relation is given as

T (ε) =



Eε ε ≤ εM

−E(ε+ 1− εo) εM ≤ x ≤ εm

E(ε− γT ) ε ≥ εm

(2.1)

Here T is stress and E plays the part of Young’s modulus. γT is the transformation strain of

the tri-linear material and ε0, εM and εm are material constants. The corresponding stored

energy function is a double well potential. Figure 2.1(c) gives a representation of the stress

strain relation, while figure 2.1(b) shows a typical energy landscape. Following Abeyaratne

and Knowles [7], we refer to the first rising part of the stress strain curve as the low-strain

phase and the second rising part as the high-strain phase.
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Figure 2.1: 1-D mass spring chains with tri-linear force-stretch relations. We fix the left end
and pull the right end at a constant velocity v0. We call this an impact problem. (a) Moving
interfaces with either side in different phases are possible. Towards the end of the paper we
assume that the chain is immersed in a heat bath that exerts random (or Brownian) forces
on each mass. (b) The energy landscape of a typical spring has two wells separated by a
spinodal region. The height of the wells is not necessarily the same. (c) The force-stretch
relation is assumed to be tri-linear with the spring constant in the two stable regions being
the same.

For a bar made of the tri-linear material described above, two kinds of discontinuities

may exist. They are shock waves (or sonic waves) which originate from vibration within one

phase, and phase boundaries which originate from the transition between the two different

phases [7]. For shock waves, the material ahead and behind the discontinuity fall in the

same region of stress strain relations. By applying T (ε) both in low or high strain phase to

(A.1) and (A.3) we get

ρṡ2 =
E(ε+ − ε−)

ε+ − ε−
, so that ṡ2 =

E

ρ
= c2. (2.2)

Here we assume that there exists a discontinuity at reference location x = s(t) and denote

x ≥ s(t) as the + side, x ≤ s(t) as the - side. For any quantity f(x, t) we denote f(x+, t)−

f(x−, t) by [|f |] and f(x+,t)+f(x−,t)
2 by 〈f〉. ρ here represents material density. Eqn. 2.2

means that a discontinuity with both sides in the same phase of the tri-linear material can

only travel with one speed. This speed c, is the sonic wave speed of the bar. As the low

15



strain phase and high strain phase share the same Young’s modulus and mass density is

constant, we will only have one sonic wave speed. For a phase boundary we assume that

the material ahead and behind the discontinuity are in different phases so the stresses are

T+ = E(ε+ − γT ) for the material on the right hand side of the discontinuity and T− = Eε−

for the material on the left. Applying this to (A.1) and (A.3) gives

[|ε|] =
γT

1− ṡ2/c2
. (2.3)

A phase boundary can have a non-zero driving force accross it (see appendix). Here, by

driving force, we mean the jump in Gibbs free energy per unit reference length across the

phase boundary. For the constitutive law given in eqn. 2.1 driving force is given as

fdriving =
EγT

2
(2ε0 − ε+ − ε−), (2.4)

where ε+ and ε− are the strains immediately ahead and behind a phase boundary respec-

tively. It has been demonstrated that the driving force across a sonic wave is zero. We will

use the results summarized above when we solve Riemann and Goursat-Riemann problems

as described below.

2.1.2 Riemann problem and Goursat-Reimann problems

In a Riemann problem we focus on the evolution of an infinite bar made of trilinear material

given in the previous section. We place a discontinuity at x = 0 at t = 0, so that the initial
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conditions are:

ε(x, 0) = εL, v(x, 0) = vL for x ≤ 0 (2.5)

ε(x, 0) = εH , v(x, 0) = vH for x ≥ 0 (2.6)

where vL and vH are constants. There are no boundary conditions since the domain is

−∞ < x <∞. The goal is to watch the motion of the discontinuity as time evolves.

In a Goursat-Riemann problem or impact problem the domain is semi-infinite −∞ <

x ≤ 0. The initial conditions are: ε(x, 0) = εL, v(x, 0) = vL for x ≤ 0. The boundary

condition at x = 0 is given as

v(0, t) = v0, t > 0. (2.7)

Once again, the goal is to watch the evolution of the bar in response to this boundary

condition. Various problems of these types have been solved with the discontinuities being

phase boundaries or shocks. It has been demonstrated that when the discontinuity is a

shock then the evolution of the bar can be completely described by the balance laws of

mass, momentum and energy. If the discontinuity is a phase boundary the balance laws

of mass, momentum and energy are not sufficient to determine the evolution of the phase

boundary [65]. For a tri-linear bar with a phase boundary at x = 0 at t = 0 there exists a

one parameter family of solutions for the Riemann problem. We can think of this parameter

as the phase boundary velocity. In order to get a unique solution to the Riemann problem

with a phase boundary we need a kinetic relation which relates the driving force f with the

phase boundary velocity ṡ. Similarly, in the Goursat-Riemann problem we need a kinetic

relation as well as a nucleation criterion in order to get a unique solution. In the next section
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we show how a kinetic relation can be obtained for the corresponding discrete problem by

performing an ‘atomistic’ calculation with a chain of masses and springs.

2.2 Chain of masses and springs

We study the chain of masses as an atomic-level proxy for the 1D bar with each mass

having only one degree of freedom. Thus we have N masses connected by springs as shown

in figure 2.1(a). The potential energy of the springs is a double well (piecewise quadratic)

and the force elongation relation of each spring is tri-linear. We have used:

f(xi) =



4(xi − 1) xi ≤ 1.25

−4(xi − 1.5) 1.25 ≤ xi ≤ 1.75

4(xi − 2) xi ≥ 1.75

(2.8)

where xi = ui+1 − ui is the stretch of the ith spring. We only consider the interaction of

nearest neighbors. The total potential energy of the system is given as φ =
∑N−1

1 φ1(xi)

where φ1(xi) is the inter atomic double well potential. In the purely mechanical setting, the

dynamics of the chain is governed by a system of ordinary differential equations (ODEs).

For simplicity we assume mi = m. The system of ODEs becomes:

müi = − ∂φ
∂ui

. (2.9)

These ODEs must be integrated subject to some initial conditions ui = u0
i and u̇i = u̇0

i for

all i, where u0
i and u̇0

i are given functions. The equations are integrated numerically using
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a Leap-frog algorithm with time step ∆t as:

u̇i(t+
∆t

2
) = u̇i(t−

∆t

2
) + üi(t)∆t, (2.10)

ui(t+ ∆t) = 2ui(t)− ui(t−∆t) + üi(t)∆t
2, (2.11)

u̇i(t) =
u̇i(t− ∆t

2 ) + u̇i(t+ ∆t
2 )

2
. (2.12)

We choose a time step ∆t that is much smaller than a/c to ensure that our numerical

calculation is stable. Recall that a is the ‘interatomic’ spacing and c is the sonic wave

speed.

2.2.1 Impact problem

For the impact problems, ideally the domain is semi-infinite. In our calculations, we approx-

imate the problem as a mass spring system with N masses and N − 1 springs connecting

them. We fix the left end of the chain (i = 1) and prescribe a constant applied velocity at

the right end (i = N). Hence, u1 = 0 and uN = v0t+ u0
N for all t > 0. Initially, all springs

are in the low strain phase at xi = 1 for all i. We integrate (2.9) for the system up to the

point that the sonic wave which originated at i = N hits the left end (i = 1). We find

that below a critical applied velocity there is only a sonic wave passing through the chain

from right to left. The sonic wave travels at a constant speed c. If we pull the chain with

rate higher than the critical value, a phase transition nucleates at i = N and the phase

boundary propagates inwards towards i = 1 as shown in figure 2.2. The phase boundary

moves from the right to the left at a constant speed ṡ that is smaller than the sonic wave

speed. The speed of the phase boundary depends on the applied velocity v0 as shown in

figure 2.3. From the figure we see that as applied velocity becomes larger and larger, the
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Figure 2.2: Time snap-shots of the chain for an impact problem with applied velocity, v0,
higher than a critical value. A sonic wave and phase boundary are seen propagating to the
left from the right. The sonic wave speed c is independent of the applied velocity v0 but
the speed of the phase boundary is not. If the applied velocity is below the critical value
then we only see the sonic wave and no phase boundary.

ratio ṡ/c tends to 1. This is expected because information cannot travel faster than the

sonic wave speed in a material. For each ṡ, we have also calculated the driving force using

(2.4). The relation of fdriving versus ṡ appears in figure 2.3 as an inset. The data for

fdriving as a function of ṡ/c can be fit with an expression of the form given in [63, 88]. The

result is:

fdriving
EγT

=
3

2
(1 +

γT
1− ṡ2/c2

) (2.13)

where γT is the transformation strain, ṡ is phase boundary velocity and E is Young’s

modulus. Thus, we have arrived at a kinetic relation from our ‘atomistic’ simulations

which relied solely on integrating Newton’s second law for a discrete version of the Goursat-

Riemann problem.

In the next section we show that this kinetic relation can be used to solve Riemann

problems analytically for a continuum bar and that the resulting phase boundary velocities

agree quite well with the discrete version of the same problems. We have also explored the
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Figure 2.3: Phase boundary velocity ṡ increases as a function of applied velocity v0. The
solid line is a fit to the data. The y-axis is ṡ/c and the x-axis is v0. ṡ asymptotes at the
sonic wave speed c, as expected. The inset shows the kinetic relation emerging from these
calculations.

dynamical response of the chain with different potentials for the springs. So far, the force-

stretch relation of the springs corresponds to ε0 = 1.5. We have calculated the evolution of

the system with ε0 = 1.35 and ε0 = 1.85 and few values in between. The result is shown in

figure 2.4. For the same applied velocity v0 we generally see that lower ε0 results in higher

ṡ. However, the kinetic relation is quite similar no matter what ε0 we use (see figure 2.5).

The differences are apparent only when applied velocity is low. Lastly, we have performed

compression experiments on our chain starting with all springs at the bottom of the well

corresponding to the high strain phase and ε0 = 1.5. The resulting kinetic relation is the

same as (2.13).

2.2.2 Solving a Riemann problem involving a single phase boundary

Riemann problems in bars with a single phase boundary have been treated earlier [7, 65].

In the analytical solution with the infinite domain −∞ < x <∞ there are two shock waves

originating from x = 0 and moving outwards towards −∞ and ∞. However, we cannot
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Figure 2.4: Loglog plot of normalized phase boundary velocity ṡ/c as a function of applied
velocity v0 for different values of ε0. The differences between various values of ε0 are apparent
only for small values of ṡ/c.
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for different values of ε0. Over the range 1.35 ≤ ε0 ≤ 1.85, we do not see much change in
the kinetic relation.
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simulate an infinite mass spring system. We have used N +1 masses and N springs with an

initial phase boundary in the middle of the chain between mass number N
2 and N

2 + 1. The

equation of motion for the masses is (2.9) and the two boundaries are left free (zero force).

The force stretch relation for the springs is unchanged. Since our mass-spring system has a

finite number of masses and has two boundaries there are two additional sonic waves which

originate from the two ends. We integrate the dynamics of the mass spring system up to

the point when the two sonic waves originating at the center of the chain and those coming

from the ends meet each other.
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Figure 2.6: Time snap-shots of the chain whose initial conditions correspond to a Riemann
problem with a single phase boundary. Two sonic waves move from the center towards the
left and right ends. Two other sonic waves move from the left and right ends towards the
center. The phase boundary also moves. We integrate only upto the time when the sonic
waves coming from the ends meet those coming from the center.

The evolution of the system is shown in fig. 2.6. We see that there is a phase boundary

moving from the middle of the chain to the left end in addition to the four sonic waves

described above. If we focus on the middle part of the chain between the two sonic waves

moving outward then the x− t plane looks exactly like that expected from the continuum

theory of bars as shown in fig. 2.7(a). We can determine the phase boundary velocity directly
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from this numerical calculation. Next, we will solve the corresponding analytical problem

for a bar and compare the result for the phase boundary velocity with that obtained from

the discrete calculation.

The strain and velocity fields in the Riemann problem in the continuum theory of bars

are piecewise constant in x and t as shown in fig. 2.7(a). The resulting equations from the

jump conditions (A.1) and (A.3) are summarized below.

x

t

-c c

ε-, v- ε+, v+

εH, vHεL , vL

S
.

x

t

-c c

εL , vL
εH, vH

ε+, v+

ε-2, v-2ε-1, v-1

S
.

S
.-

(a) (b)

Figure 2.7: x-t plane representation of continuum Riemann problem with one phase bound-
ary (left) and two phase boundaries (right). The strain and velocity fields are piece-wise
constant, separated by propagating discontinuities.

−c(εL − ε−) + vL − v− = 0, (2.14)

c(εH − ε+) + vH − v+ = 0, (2.15)

ρṡ(v+ − v−) + E(ε+ − γT − ε−) = 0, (2.16)

ṡ(ε+ − ε−) + v+ − v− = 0. (2.17)

As εL,εH ,vL,vH are known from the initial conditions, we have five unknowns ε−,ε+,v−,v+

and ṡ, but only four equations. The fifth equation is the kinetic relation (2.13) obtained in
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εL εH vL vH Analytical ṡ Numerical ṡ Error
-0.2 1.6 0.05 0.1 -0.3984 -0.352 0.0464
-0.2 1.6 0.25 0.5 -0.4789 -0.425 0.0539
-0.2 1.6 0.05 0.75 -0.6183 -0.59 0.0283
0.1 2.5 0.1 1 -0.9211 -0.935 -0.0139
0.1 2.5 0.1 1.5 -0.9657 -0.985 -0.0193
0.1 2.5 0.1 2 -1.0028 -1.025 -0.0222
0.1 2.5 0.1 2.5 -1.0343 -1.055 -0.0207
0.1 2.5 0.1 4.5 -1.1231 -1.15 -0.0269
0.1 2.5 0.1 6 -1.1665 -1.185 -0.0185
0.1 2.5 0.1 7.5 -1.1986 -1.215 -0.0164

Table 2.1: Comparison of numerical results with analytical solution of Riemann problems.
The numerical results are from our mass-spring chains with the same potentials as in the
impact problems. The analytical results use the kinetic relation obtained from the impact
problem on the chain. The agreement between the phase boundary velocities obtained from
the numerical integration for the chain and those from the analogous continuum analytic
solution is quite good.

the previous section.

fdriving
EγT

=
3

2
(1 +

γT

1− ṡ2

c2

) = − 2

EγT
(ε+ + ε− − 2). (2.18)

We can therefore solve for all the unknowns analytically. The result of the analytical

calculation and the numerical simulation of the Riemann problem are given in table 2.1.

We see that the phase boundary velocity calculated by the analytic method is very close

to the result we get by numerical integration of Newton’s law for the chain. The error is

relatively large for the case when phase boundary velocity is small (around 0.4). We believe

that this relatively large error has its origins in the difficulty in obtaining the correct phase

boundary velocity due to its ‘jerky’ motion.

2.2.3 Solving a Riemann problem involving multiple phase boundaries

As shown in earlier work, it is possible to get two phase boundaries in a Riemann problem for

appropriate initial conditions [7]. We demonstrate that our kinetic relation can correctly
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predict the phase boundary velocities in this type of problems too. In this example the

initial condition is: εL = 1.15, εH = 0.75, vL = −2, vH = 5. The system evolution is shown

in fig. 2.8. The corresponding x− t plane representation is shown in fig. 2.7(b).
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Figure 2.8: Time snap-shots of a chain with initial conditions corresponding to a Riemann
problem where nucleation of two phase boundaries is expected. The two phase boundaries
travel to the left and right at the same speed. This is in agreement with the solution of the
corresponding continuum Riemann problem.

We can write the equations resulting from the jump conditions for the continuum version

of this Riemann problem. There are eight unknowns: ε−1, ε−2, v−1, v−2, ε+, v+, ṡ1, ṡ2.

With the kinetic relation we have eight equations in total – two from the two sonic waves
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and six from the two phase boundaries. They are

−c(εL − ε−1) + vL − v−1 = 0, (2.19)

−ṡ1(ε−1 − ε+) + v−1 − v+ = 0, (2.20)

−ṡ1(v−1− v+) + E(ε−1 − γT − ε+) = 0, (2.21)

ṡ2(ε+ − ε−2) + v+ − v−2 = 0, (2.22)

ṡ2(v+− v−2) + E(ε+ − γT − ε−2) = 0, (2.23)

c(ε−2 − εR) + v−2 − vR = 0, (2.24)

f1 =
EγT

2
(2ε0 − ε−1 − ε+) =

3

2
EγT (1 +

γT

1− ṡ1
2

c2

), (2.25)

f2 =
EγT

2
(2ε0 − ε−2 − ε+) =

3

2
EγT (1 +

γT

1− ṡ2
2

c2

). (2.26)

By solving these equations, we get

ε+ − ε−1 =
γT

1− ṡ1
2/c2

, (2.27)

ε+ + ε−1 = ε0 −
3

2
(1 + ε+ − ε−1), (2.28)

ε+ − ε−2 =
γT

1− ṡ2
2/c2

, (2.29)

ε+ + ε−2 = ε0 −
3

2
(1 + ε+ − ε−2). (2.30)

Therefore, we have ṡ1
2 = ṡ2

2. The analytically calculated result for ṡ1 and ṡ2 is 1.5303,

compared with numerical result ṡ1 = 1.4533, ṡ2 = 1.48. The error is around 4%.

2.2.4 Temperature rise behind phase boundary

We have observed high kinetic energies of the masses right behind phase boundaries in our
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numerical calculation for both impact problems and Riemann problems (see section 2.3.2.

If we use the average kinetic energy in the oscillations as a surrogate for the temperature

and compute it as the time averaged value of m
2 (v − 〈v〉)2 then it is possible to make some

connections with earlier work. Abeyatane and Knowles [7] discuss the jump in tempera-

ture across a phase boundary for Mie-Gruneisen type thermoelastic material. Analytical

expressions are obtained for jump in temperature as a function of applied velocity, phase

boundary velocity, latent heat of transformation and other material properties. As for our

model, we have not used Mie-Gruneisen type material, but we still present our results for

the ‘temperature’ jump here (as interpreted above).

We find that the jump in temperature across the phase boundary in our impact problem

is only a function of phase boundary velocity. This has been shown theoretically for a Mie-

Gruneisen type material [7]. The situation for the Riemann problem is similar. The result

from our calculation for the temperature jump [|θ|] as a function of phase boundary velocity

is shown in fig. 2.9. We fit the data with an expression of the type

[|θ|] = A+
B +D ṡ

c

1− ṡ2

c2

, (2.31)

where A, B and D are constants.

2.3 Langevin dynamics on the mass-spring chain

So far we have summarized our observations from purely mechanical simulations on the

chain. We compared the results from the discrete mass-spring chain with the isothermal

versions of the continuum Riemann and Goursat-Riemann problems. However, if we think

of the kinetic energy stored in the oscillations around the steady state velocity as a surrogate
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Figure 2.9: Temperature jump across the phase boundary. Here, by temperature we mean
the time averaged kinetic energy stored in the oscillations of the masses. We find that the
jump in temperature is a function of the phase boundary velocity only.

for the temperature then we notice a jump in the temperature across the phase boundary.

This motivates us to consider a more rigorous setting where we can set the temperature of

the chain by immersing it in a heat bath which supplies random impulses to the masses.

This can be done by integrating Langevin’s equations of motion for the masses in our chain.

Our goal is to prescribe initial and boundary conditions on the chain just like we did for the

Riemann and Goursat-Riemann problems discussed above and deduce a kinetic relation.

We point out that such an exercise could be a model for pulling a DNA or protein molecule

in an atomic force microscope (AFM). Experiments of this type are usually done with the

AFM pulling the molecule at constant velocity. The long slender molecule can be viewed

as a one-dimensional bar which undergoes a phase transition (abrupt structural change) at

some critical tension. The macro-molecule is in a fluid, typically some buffer, so it is being

constantly bombarded by the fluid molecules.

We discrete the bar into a chain of masses and springs as we did before for our numerical
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calculation and the equation of motion for each mass becomes Langevin’s equation:

dui
dt

= vi, (2.32)

dvi
dt

= −νvi −
∂φ

∂ui
+ Fi(t), (2.33)

where ui and vi are displacement and velocity of mass i, ν is viscosity, ∂φ
∂ui

is the force due

to the springs, and Fi(t) is the random impulse exerted on the mass from the heat bath.

The random impulses on each mass are assumed to be white noise:

〈Fi(t)〉e = 0, 〈Fi(t)Fi(t′)〉e = 2νkBTδ(t− t′), for all i, (2.34)

where 〈·〉e denotes an ensemble average.
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Figure 2.10: Joint probability density of velocity and position of a mass attached to a
bistable spring. The velocity distribution is Gaussian, but there are two peaks in position
distribution corresponding to the bottom of two energy wells.

We integrated these equations using a symplectic integrator with time step τ [52, 91].
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The numerical scheme is as follows:

v1,k = vII(
τ

2
; vk), (2.35)

u1,k = uk +
τ

2
v1,k, (2.36)

v2,k = v1,k + τf(x1,k+1 − x1,k) + τ1/2σξk, (2.37)

vk+1 = vII(
τ

2
; v2,k), (2.38)

uk+1 = u1,k +
τ

2
v2,k, (2.39)

where k=0,1,....M-1, vII(t, v) = v−νt, σ =
√

2νkBT . Using this scheme we calculated the

joint probability density function for velocity and position of a mass attached to a non-linear

spring. The spring is attached to the wall at one end and its potential energy is a double

well. We exert no external forces on the mass and let it evolve starting from arbitrary initial

conditions. The invariant density for this system is

ρ(v, u) =
2

Z
e−βH(v,u), (2.40)

where H is the Hamiltonian of the system given as H(v, u) = 1
2v

2 + φ(u), Z is partition

function and β = 1
kBT

is inverse temperature. We show in fig. 2.10 and fig. 2.11 that our

Langevin dynamics simulation recovers this distribution for different values of the viscosity.

The time step τ depends on viscosity and spring constants. It is known that for a system

of one degree of freedom, the numerical error of the calculation decreases linearly with

decreasing time step [44]. We found that a time step τ that is four orders of magnitude

smaller than the inverse of the natural frequency at the bottom of the energy wells gives

the correct joint probability density. We verified our calculation with smaller time step to
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ensure that it does not affect the final result.

2.3.1 Goursat-Riemann problems with random impulses

We now simulate the impact problem on the chain of masses and springs with Langevin’s

equation of motion. Just as in the purely mechanical setting we start with all springs in the

low-strain phase at steady state. We prescribe a constant applied pulling rate at the right

end of the chain while keeping the left end fixed and watch the evolution of the system.

Note that we are constantly injecting energy into the system, so this is a non-equilibrium

process. For this reason the temperature at various locations on the chain changes with

time and is not necessarily the same as the bath temperature.
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Figure 2.12: Time snap-shots of the chain for an impact problem at low bath temperature.
The sonic wave is obscured but the phase boundary is clearly visible. The dynamics is
similar to the purely mechanical setting.

When we set bath temperature to be relatively low, the evolution of the system is similar

to our purely mechanical simulations as shown in fig. 2.12. The sonic wave is obscured due

to the thermal fluctuations but the phase boundary is clearly visible and it moves at a

constant speed. We have examined the effects of varying the bath temperature. If we
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Figure 2.13: Time snap-shots of the chain for an impact problem at higher bath temperature.
The dynamics is similar to the purely mechanical setting but random nucleation events are
observed.

set bath temperature to be larger, which means the random kicks are larger, we observe

phase transitions at random locations even before the phase boundary has arrived as shown

in fig. 2.13. Thus, as temperature increases the number of random nucleation events will

increase.

2.3.2 Equipartition

To verify whether our calculation has observed equipartition, we have plotted the kinetic

energy of a specific mass as a function of time as shown in fig. 2.14. Temperature, which is

proportional to the velocity variance from the mean is calculated as 1
2m(v−〈v〉)2 where 〈v〉

is numerically determined using window averaging. We have verified that at times when

phase boundary is not nearby, 1
2m(v − 〈v〉)2 = kBT for three masses positioned differently

in the chain and T here represent temperature. This shows that equipartition is realized.
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Figure 2.14: Kinetic energy of 3 different masses calculated as 1
2m(v−〈v〉)2 as a function of

time. On the y-axis we normalize this kinetic energy against kBT where kB is the Boltzmann
constant and T is bath temperature. Notice that when a phase boundary is not nearby the
normalized average kinetic energy is 1. The temperature increases suddenly when a phase
boundary passes a mass and comes down gradually to the bath temperature after some
time.

2.3.3 Results from Langevin dynamics calculations on the chain

We have done calculations with different applied velocities at fixed bath temperature. For

each case we calculate driving force and phase boundary velocity as we did in purely me-

chanical simulations. We can only get results when phase boundary velocity is above a

certain value because thermal fluctuations cause jerky motion of the low velocity phase

boundaries. This problem is circumvented by solving Riemann problems. In a Riemann

problem there is no input of energy into the system at the boundaries, so we do not en-

counter the same issues as we did for the impact problem. We also remark that the kinetic

energy of the masses immediately behind the phase boundary is much higher than those

far away from it. This suggests that the local temperature in the bar is higher behind the

phase boundary. This has been observed in experiments and has been used as a way of
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tracking the phase boundary in metallic specimens [66].

After solving many such problems we get kinetic relations for fixed bath temperature.

Results for two different bath temperatures are given in fig. 2.15. Data from the Riemann

and impact problems are plotted together and they agree with each other. This confirms

that the kinetic relation is a material property and it depends on temperature. The effect

of temperature is apparent only for low phase boundary velocities. We observe that for the

same driving force higher temperatures result in faster phase boundary velocities.
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Figure 2.15: Effect of bath temperature on the kinetic relation. The data for the kinetic
relations at the same finite bath temperature with two methods calculated fall on the same
curve, which indicates that the kinetic relation is an inherent property of phase changing
material. The inset shows that the effect of temperature is more apparent at low phase
boundary velocities for different bath temperatures.

2.3.4 Force extension relation

In order to confirm that higher temperatures result in faster phase boundary velocities we

plotted the force at the end (which is being pulled) of the chain as a function of time in

fig. 2.16. The force increases linearly, reaches a plateau and then increases again. The

plateau begins when a phase boundary is nucleated at the end being pulled and it ends

36



when the phase boundary has reached the other end of the chain. In order to plot the

curves in fig. 2.16 we have performed an ensemble average of 10 realizations with exactly

the same initial and boundary conditions. As the temperature increases the plateau ends

at an earlier time point, suggesting that the phase boundary travels faster.
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Figure 2.16: Force at the right end of the chain which is being pulled at a constant velocity
v0 = 5. Each color corresponds to a different temperature,the plateau ends earlier for higher
temperatures. This confirms that the phase boundary travels faster as the temperature
increases.

2.4 Conclusions

In this chapter we have shown how to obtain kinetic relations for moving phase boundaries

in mass-spring chains. We demonstrated that the kinetic relations can be used to solve con-

tinuum Riemann problems to give results that are consistent with the mass-spring chain.

We demonstrated that the kinetic relation is a function of the bath temperature. A future

effort will focus on how to extend these ideas to two-dimensional lattices of masses and

springs capable of phase change. We will also explore a wider temperature range to under-

stand how the transition changes from a phase-boundary propagation dominated process
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to a nucleation dominated process.
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Chapter 3

(Adiabatic) phase boundaries in a bistable chain with twist and stretch

Chains of masses and springs (see figure 4.1) have been used as models to understand

the mechanical and thermal behaviours of crystalline solids for a long time [36, 41]. In

most of these studies the potentials characterizing the springs have one well. When the

potentials characterizing the springs have multiple wells then the dynamics of mass-spring

chains has been shown to be similar to that of one-dimensional bars capable of phase

transitions [7, 8, 10, 13, 18, 27, 29, 42, 54, 73, 82, 85, 89]. This insight has been utilized

to extract kinetic relations for moving phase boundaries by comparing solutions of impact

and Riemann problems in continuum bars to those in the bistable chains [65, 85]. The

extracted kinetic relation has a simple analytical form that has been recently shown to be

a universal near sonic limit [89]. More recently, mass-spring chains have also provided

insights into the mechanics of biological macromolecules [17, 18]. The present work is also

motivated by biological examples. However, we will go beyond mass-spring chains in which

each mass has just a translational degree of freedom – each of our masses will translate and

rotate about the line connecting them. The continuum analogue of this mass-spring chain

is a rod that can stretch and twist (but not bend). Our goal is to study the dynamics of

phase boundaries in such a rod.
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“L” phase “H” phase

Vo

Wo

Phase boundary

j j+1

j+1/2

Figure 3.1: Mass-spring chain in which each mass has an extensional and rotational degree
of freedom. The masses are labeled j, j+1, etc., and the spring connecting these two masses
is labeled j + 1

2 . A phase boundary separates regions of the chain in which springs are in
different phases. Springs in the ‘H’ phase correspond to the top right well in the contour
plot in figure 3.2 and the ‘L’ phase correspond to the bottom left well in the contour plot .
We specify extensional velocity v0 and rotational velocity w0 on the masses at the boundary.
We can also specify force and moment boundary conditions.

We are inspired by three different biological examples in which twist-stretch phase tran-

sitions occur. The first is the dynamics of a primitive motile system regulated by binding of

calcium ions in the horseshoe crab sperm [81]. In these organisms a bundle of actin filaments

that stores both twisting and stretching energy undergoes a phase transition when calcium

binds to the actin filaments. The phase transition is localized and propagates along the

length of the bundle releasing energy and causing large conformational changes that result

in actuation. Similar phase transitions also occur in DNA which is a rod-like helical polymer

capable of stretching, twisting and bending deformations. Bending deformations (caused

by external loads or by thermal bombardment) are beyond the scope of this paper but

they can be neglected when the tensions are large enough that the DNA is mostly straight

and aligned with the direction of the applied tension. Phase transitions can be caused in

straight DNA by changing the temperature, applying large forces and twisting moments, or

by changing the concentration of ions in the solution [96]. Often, phase transitions in DNA

are localized and propagate by the motion of a phase boundary [90]. Our third example

also concerns helical filaments forming the tail sheath of a T4 bacteriophage [32]. These

filaments undergo a phase transition as soon as the tail binds to a host bacterium causing
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the radius of the helix to increase and the pitch to decrease, so that the cylinder formed

by several of these helices arranged side-by-side inflates (radially) and compresses (axially)

to transfer the viral DNA into the host cell. All these examples involve filaments whose

lengths are microns or smaller and they are usually surrounded by a viscous fluid, so that

inertia forces are negligible. We have studied the propagation of phase boundaries in such

rods earlier [67, 100]. Recently, however, macroscopic yarns (called ‘artificial muscles’) have

been fabricated to perform actuation in which inertia forces cannot be neglected [48]. These

filaments are made by twisting and braiding carbon nanotube yarn; they are activated by

heat, binding of small molecules, and even light. They can perform useful extensional and

rotational work over thousands of cycles. The common features in all of these examples are

(a) filaments in which twist and stretch are coupled, and (b) phase transitions driven by

ions, forces or heat. The key constitutive information that is needed to study these phase

transitions (in dynamic or quasi-static problems) is a kinetic relation. Finding a kinetic

relation for twist-stretch phase boundaries is the primary objective of this work.

The paper is laid out as follows. First, we give a short account of the balance laws and

constitutive relations for rods capable of phase transitions in twist and stretch. Second,

we describe an analogous mass-spring chain and integrate its dynamics with a leapfrog

algorithm. We have simulated both impact and Riemann problems to study the motion of

a phase boundary. Third, we extract a kinetic relation from our mass-spring simulations

and show that we can correctly solve continuum problems with it. Even though this kinetic

relation is useful it must be interpreted with care without neglecting the energy stored in

the oscillations of the masses and springs which may represent a local temperature. Lastly,

we apply our ideas to some recently developed artificial muscles mentioned above.
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3.1 Thermomechanics of 1-D chain

3.1.1 Balance Laws

Let us begin by considering phase boundaries propagating in a one-dimensional continuum

in the interval 0 ≤ x ≤ L. Here x is the reference coordinate along the continuum of length

L. The specific realization of the continuum we have in our minds is a rod with circular

cross-section. At each reference point we have two variables – the deformed position z(x, t)

of the rod cross-section located at x at time t, and α(x, t) the angle through which that

cross-section has rotated at time t. We require that z(x, t) and α(x, t) be continuous at all

x and t so that the rod does not break. We do not allow bending deformations of the rod.

The stretch of the rod is λ(x, t) = ∂z
∂x and the twist is κ(x, t) = ∂α

∂x . These quantities are

allowed to jump at a finite number of points in our continuum. If one such jump is located

at x = s(t) then let us denote x > s(t) as the + side, x < s(t) as the - side. For any quantity

y(x, t) we denote y(x+, t) − y(x−, t) by [|y|] and y(x+,t)+y(x−,t)
2 by 〈y〉. From continuity of

the deformed material we have [|z|] = 0 and [|α|] = 0. Differentiating these two equations

with respect to time we get the kinematic jump conditions

ṡ[|λ|] + [|ż|] = 0, (3.1)

ṡ[|κ|] + [|α̇|] = 0. (3.2)

The equation for balance of linear momentum for a portion of the rod in the interval (x1, x2)

in the absence of body forces is

d

dt

∫ x2

x1

ρż dx = T |x2x1 , (3.3)
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where ρ(x, t) is the mass per unit length and and T (x, t) is the tension in the rod[65–67].

If we localize this equation to a discontinuity s(t) (with x1 ≤ s(t) ≤ x2) then we get the

linear momentum jump condition

[|T |] + ṡ[|ρv|] = 0, (3.4)

with v(x, t) = ż. If we localize this away from discontinuity we get

ρz̈ =
∂T

∂x
. (3.5)

The equation for the balance of angular momentum for a portion of the rod in the interval

(x1, x2) in the absence of body moments is

d

dt

∫ x2

x1

ρr2
gα̇dx = M |x2x1 , (3.6)

where rg is the radius of gyration of the cross-section and M(x, t) is the torque in the rod.

If we localize this equation to a discontinuity s(t) (with x1 ≤ s(t) ≤ x2) then we have

[|M |] + ṡ[|ρr2
gw|] = 0, (3.7)

where w(x, t) = α̇. If we localize this equation away from the discontinuity at x = s(t) then

we get

ρr2
gα̈ =

∂M

∂x
. (3.8)

Starting from the balance laws given above one can derive an expression for the thermody-

namic driving force across a discontinuity. This exercise has been carried out in detail in
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[64] for the more general case when the 1D continuum can stretch, bend and twist. The

expression for the driving force is

fdriving = [|W |]− 〈T 〉[|λ|]− 〈M〉[|κ|], (3.9)

where W (λ, κ) is the Helmholtz free energy per unit length of our continuum.

3.1.2 Constitutive law

We will now choose a specific form for W (λ, κ). We imagine that W (λ, κ) has two wells

located at different points on the λ− κ plane. The phase corresponding to low values of λ

and κ is denoted as j = L and the Helmholtz free energy per unit length in this phase is

WL(λ, κ). Similarly, the phase corresponding to large values of λ and κ is denoted as j = H

with free energy density WH(λ, κ). We assume W (λ, κ) is a quadratic form in both these

phases. Hence,

Wj(λ, κ) =
Sj
2

(λ− λ0
j )

2 + gj(λ− λ0
j )(κ− κ0

j ) +
Cj
2

(κ− κ0
j )

2, (3.10)

where j denotes a phase, Sj is the stretching modulus of phase j, Cj is the twisting modulus

and gj is the twist-stretch coupling modulus. The constants λ0
j and κ0

j have to do with the

intrinsic stretch and twist of phase j with respect to some reference state. We choose the

reference state as the bottom of the well in phase L, so that λ0
L = 1 and κ0

L = 0. To

simplify matters we choose SL = SH = S, gL = gH = g and CL = CH = C. For the high

strain phase we choose λ0
H = 2 and κ0

H = 1. This type of Helmholtz free energy density is

illustrated in figure 3.2. The two phases are separated by a line on the λ − κ plane. The
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equation of the line is:

Aλ+Bκ+D = 0, (3.11)

where

A = S(λ0
H − λ0

L) + g(κ0
H − κ0

L), (3.12)

B = g(λ0
H − λ0

L) + C(κ0
H − κ0

L), (3.13)

D =
S

2
((λ0

L)2 − (λ0
H)2) +

C

2
((κ0

L)2 − (κ0
H)2) + g(λ0

Lκ
0
L − λ0

Hκ
0
H). (3.14)

Here we denote Aλ + Bκ + D ≥ 0 as the ‘H’ phase and Aλ + Bκ + D ≤ 0 as the ‘L’

phase. The force and moment constitutive relations can be immediately computed by
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Figure 3.2: Energy landscape of the rod. (a) Helmholtz free energy per unit length plotted
as a function of stretch λ and twist curvature κ. It has two wells. (b) The location of the
two wells shown on a contour plot in the λ–κ plane. The dashed line which separates the
two phases is described by the equation Aλ+Bκ+D = 0.
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differentiating the W (λ, κ). These are

T (λ, κ) =


S(λ− λ0

L) + g(κ− κ0
L), for the ‘L’ phase,

S(λ− λ0
H) + g(κ− κ0

H), for the ‘H’ phase,

(3.15)

and

M(λ, κ) =


g(λ− λ0

L) + C(κ− κ0
L), for the ‘L’ phase,

g(λ− λ0
H) + C(κ− κ0

H), for the ‘H’ phase.

(3.16)

3.1.3 Sonic waves

For this kind of material three kinds of discontinuities are possible – two kinds of ‘sonic

waves’ with both sides of the discontinuity in the same phase, and a phase boundary with

the two sides in different phases. Let us first consider a sonic wave type of discontinuity

whose speed in the reference configuration is denoted by c. At such a discontinuity the

jump conditions give

c(λ+ − λ−) + v+ − v− = 0,

c(κ+ − κ−) + w+ − w− = 0,

cρ(v+ − v−) + S(λ+ − λ−) + g(κ+ − κ−) = 0,

cρr2
g(w+ − w−) + g(λ+ − λ−) + C(κ+ − κ−) = 0.
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We eliminate v+ − v− between the first and third equations, and w+ − w− between the

second and fourth equations to get

−c2ρ(λ+ − λ−) + S(λ+ − λ−) + g(κ+ − κ−) = 0,

−c2ρr2
g(κ+ − κ−) + g(λ+ − λ−) + C(κ+ − κ−) = 0.

(3.17)

This system of equations can have a non-trivial solution for λ+ − λ− and κ+ − κ− only if

S − ρc2

g
=

g

C − ρr2
gc

2
, or, ρ2r2

gc
4 − ρ(Sr2

g + C)c2 + SC − g2 = 0. (3.18)

This is a quadratic equation for c2 of which there are two solutions:

c1 =

√√√√ρr2
gS + ρC +

√
(ρr2

gS − ρC)2 + 4ρ2g2r2
g

2ρ2r2
g

,

c2 =

√√√√ρr2
gS + ρC −

√
(ρr2

gS − ρC)2 + 4ρ2g2r2
g

2ρ2r2
g

.

(3.19)

We have chosen c1 > c2. Note that c1 would be the bar wave speed
√
S/ρ and c2 would be

the torsional wave speed
√
C/ρr2

g if the twist-stretch coupling modulus g = 0.

3.1.4 Continuum impact problem with no phase boundary

We will now use the jump conditions given above to solve an impact problem. Consider a

semi-infinite domain, −∞ < x ≤ 0. At t = 0, λ(x, 0) = λL, κ(x, 0) = κL, v(x, 0) = vL and

w(x, 0) = wL for all x < 0. We apply the boundary conditions v(0, t) = vo and w(0, t) =

wo for all t > 0. This problem has a piece-wise constant solution with two propagating

discontinuities as shown in the x-t plane depicted in figure 4.2. These discontinuities travel

at speeds c1 and c2 if vo and wo are so small that no phase change occurs.
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In the regions of the x-t plane between discontinuities the quantities λ(x, t), κ(x, t),

v(x, t) and w(x, t) are constant. Hence, they trivially satisfy the field equations (3.5) and

(3.8). At the propagating discontinuities we have to enforce the jump conditions. These

are summarized below.

c1(λ1 − λL) + v1 − vL = 0,

c1(κ1 − κL) + w1 − wL = 0,

c1ρ(v1 − vL) + S(λ1 − λL) + g(κ1 − κL) = 0,

c2(λ2 − λ1) + v0 − v1 = 0,

c2(κ2 − κ1) + w0 − w1 = 0,

c2ρ(v0 − v1) + S(λ2 − λ1) + g(κ2 − κ1) = 0.

(3.20)

These are six equations for the six unknowns λ1, κ1, v1, w1, λ2, κ2. Note that there are

three jump conditions at each of the two discontinuities. The fourth jump condition at each

discontinuity does not give us any extra information because we have already used it to get

the speeds c1 and c2. After solving this set of equations we got the analytical result for λ1,

κ1, v1, w1, λ2, κ2.

In the next section we will see that this type of solution can be recovered by discretizing

the continuum as a mass-spring chain with an extensional and rotational degree of freedom

at each mass and solving the dynamical problem numerically. We will also see propagating

phase boundaries when vo or wo are sufficiently large.
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3.2 Mass-spring chain

3.2.1 Description and time integration algorithm

We have considered the dynamics of a discrete system of masses and springs to obtain the

kinetics of moving phase boundaries in bars earlier [98]. The masses interacted with their

first-nearest neighbors via potentials φ1(xi) where xi = ui+1−ui and ui is the displacement

of the ith mass. The function φ1(x) was a double well potential such that the equilibrium

spacing between the masses at zero force could have two possible values, a and b. The

potential was constructed by using piece-wise quadratic expressions, so that the force-

extension relation for each spring was trilinear (with spinodal region). We now propose

that mass i has a rotational degree of freedom θi(t) as well. We will call xi = ui+1 − ui

and yi = θi+1 − θi. Each mass interacts with its first nearest neighbor through a potential

φ1(xi, yi). Just like before, the potential φ as a function of the stretch and twist variables

xi and yi has two wells representing two phases (but with no spinodal region). In each well

we will assume that φ1(x, y) is a quadratic form:

φ1(x, y) =


B1
2 (x− a1)2 +B2(x− a1)(y − b1) + B3

2 (y − b1)2, in phase L,

B1
2 (x− a2)2 +B2(x− a2)(y − b2) + B3

2 (y − b2)2, in phase H,

(3.21)

where the well corresponding to phase L is located at (a1, b1) on the xi− yi plane (for all i)

and the well corresponding to phase H is located at (a2, b2). The constant B1 is related to

the stretch modulus S, B2 to the twist-stretch coupling modulus g, and B3 to the twisting

modulus C as follows. Assume that the reference length for a unit in mass spring chain is ∆,

then S = ∆B1, g = ∆B2, C = ∆B3 and λ0
L = a1/∆, λ0

H = a2/∆, κ0
L = b1/∆, κ0

H = b2/∆.

This results in linear relations between the force/torque and stretch/twist. The total energy
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of the chain consisting of N masses connected by N − 1 springs can be written as:

φ(u1, u2, ..., uN , θ1, θ2, ..., θN ) =
N−1∑
i=1

φ1(xi, yi). (3.22)

The dynamics of the chain is governed by the following system of ordinary differential

equations:

miüi =
∂φ

∂ui
, Iiθ̈i =

∂φ

∂θi
, i = 1, ..., N. (3.23)

Here mi is the ith mass and Ii is the moment of inertia of the ith mass about the straight

line connecting all the masses. We assume for simplicity that mi = m and Ii = I for all i.

The evolution of the variables ui(t) and θi(t) can be calculated by solving the above system

of differential equations subject to some initial conditions ui(0) = u0
i , u̇i(0) = v0

i , θi(0) =

θ0
i , θ̇i(0) = w0

i , i = 1, ..., N and some boundary conditions on u0(t), θ0(t) and uN (t), θN (t).

Here, u0
i is the ith component of a given vector u0 with N entries, and similarly for v0

i , θ
0
i , w

0
i .

The equations of motion of the masses for i = 2, ..., N − 1 can be written as

müi = Ti+ 1
2
− Ti− 1

2
,

Iθ̈i = Mi+ 1
2
−Mi− 1

2
,

(3.24)

where i+ 1
2 and i− 1

2 denote the springs attached to mass i. Here Ti+ 1
2

is the force in the

spring connecting masses i + 1 and i, etc. Without loss of generality we can take m = 1

and I = 1, then

üi = T (ui+1 − ui, θi+1 − θi)− T (ui − ui−1, θi − θi−1),

θ̈i = M(ui+1 − ui, θi+1 − θi)−M(ui − ui−1, θi − θi−1).

(3.25)
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We use a leapfrog algorithm to integrate the system. We start from an initial condition

in which we know the position and velocity (both linear and angular) of each mass, then

we carry out our calculation by updating the state of each mass as follows.

T i
j+ 1

2

= B1(xi
j+ 1

2

− ak) +B2(yi
j+ 1

2

− bk),

M i
j+ 1

2

= B2(xi
j+ 1

2

− ak) +B3(yi
j+ 1

2

− bk),

ui+1
j = uij + ∆tvij +

1

2
∆t2(T i

j+ 1
2

− T i
j− 1

2

),

θi+1
j = θij + ∆twij +

1

2
∆t2(M i

j+ 1
2

−M i
j− 1

2

),

vi+1
j = vij +

1

2
∆t(T i

j+ 1
2

− T i
j− 1

2

+ T i+1
j+ 1

2

− T i+1
j− 1

2

),

wi+1
j = wij +

1

2
∆t(M i

j+ 1
2

−M i
j− 1

2

+M i+1
j+ 1

2

−M i+1
j− 1

2

).

(3.26)

Here the lower index denotes the mass number, the upper index denotes the time step, and

k = 1 or 2, depending on whether the spring is in the ‘L’ phase of ‘H’ phase. We choose

a time step ∆t that is much smaller than a1/c1 to ensure that our numerical calculation is

stable. Recall that a1 is the distance between masses (or the lattice parameter in the ‘L’

phase) when no forces are applied on the chain.

3.2.2 Impact problem

Now, we would like to simulate an impact problem using our mass-spring chain. For impact

problems, ideally the domain is semi-infinite. In our calculations, we approximate the

problem as a mass-spring chain with N masses and N−1 springs connecting them. We take

N = 100 and fix the left end of the chain (j = 1) and apply constant linear and angular

velocity at the right end (j = N). Hence, ui1 = 0, θi1 = 0 and uiN = v0i∆t + u0
N , θ

i
N =

w0i∆t+ θ0
N , where i is the time-step number. Initially, all springs are in the ‘L’ phase. We
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integrate equations 3.26 for the system up to the point that the faster sonic wave which

originated at j = N hits the left end (j = 1). We find that below some critical set of values

of applied velocities v0, w0, there are only two sonic waves passing through the chain from

right to left. The sonic waves travel at constant speeds c1 and c2 as given in equation 3.19

and shown in figure 4.2. The oscillatory strains and velocities behind these waves decay
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Figure 3.3: An example of an impact problem with only two sonic waves. On the top left is
the x–t plane for the problem. The remaining three panels show the twist as a function of
spring number at three different times. Two discontinuities with a jump in twist are clearly
seen. They move at speeds c1 and c2. The bottom right panel also shows the stretch as a
function of spring number, again revealing two waves.

to constants as expected from the analytical solution of the impact problem. If we apply

higher extensional and angular velocities, a phase transition nucleates at j = N and the

phase boundary propagates inwards towards j = 1 as shown in figure 3.4 with velocity
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ṡ. We initially use the material parameter set B1 = 10, B2 = 7.6 and B3 = 10 for our

numerical calculation. However, we have also used other material parameter combinations

like B1 = 10, B2 = 3, B3 = 10 and B1 = 100, B2 = 8, B3 = 10 and have confirmed that the

results are similar. We have observed in our numerical simulations that phase boundary
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Figure 3.4: An example of an impact problem with a single phase boundary. The top left
panel shows the x–t plane. Three waves are present, two sonic waves at speeds c1 and c2,
and a phase boundary at speed ṡ with c1 > ṡ > c2. The rest of the panels show snapshots
of the twist in the chain as function of spring number at three different times. The bottom
right panel also shows a snapshot of the stretch, again showing three discontinuities.

speed ṡ is always smaller than c1. We find, interestingly, that for most material parameter

sets B1, B2, B3, the phase boundary velocity is larger than the slower sonic wave speed

c2, no matter what boundary condition we apply. For some material parameter sets we

get phase boundary speeds smaller than c2, but surprisingly the dissipation rates for these
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cases, as calculated using isothermal expressions for the driving force, are negative. We will

consider this case later.

Now, there are instances in the literature in which subsonic and intersonic phase bound-

aries are discussed. For example, Abeyaratne and Knowles [3] have considered wave prop-

agation in bilinear and trilinear materials. For the trilinear stress strain relation they have

defined subsonic, intersonic and supersonic phase boundaries. By analyzing Riemann and

impact problems they concluded that kinetics must be prescribed for subsonic phase bound-

aries to guarantee uniqueness of solutions, while for intersonic phase boundaries kinetics

may not be imposed. In [7], they have gone beyond one-dimensional bars and considered

solids in which the extensional wave speed can be different in different directions due to

anisotropy. In this setting, a kinetic relation is not needed for supersonic phase boundaries,

but it is needed for subsonic ones. Our situation is slightly different because we do not

see supersonic phase boundaries with ṡ > c1. However, we do see subsonic (ṡ < c2) and

intersonic (c1 > ṡ ≥ c2) phase boundaries and we need kinetic relations for both.

First, we consider the situation in which c1 > ṡ > c2. As we can see from the x − t

plane in figure 3.4 and the dynamics of the chain, there are three moving discontinuities and

piecewise constant strain and velocity profiles between these discontinuities. Note, however,

that the strains and velocities behind the phase boundary do not decay, but oscillate around

constant values. It is these constant strains and velocities behind the phase boundary that

will enter the jump conditions. For the continuum impact problem with a single phase
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boundary we can now write down the jump conditions:

c1(λ1 − λL) + v1 − vL = 0,

c1(κ1 − κL) + w1 − wL = 0,

c1(v1 − vL) + S(λ1 − λL) + g(κ1 − κL) = 0,

c2(λH − λ2) + vH − v2 = 0,

c2(κH − κ2) + wH − w2 = 0,

c2(vH − v2) + S(λH − λ2) + g(κH − κ2) = 0,

ṡ(λ2 − λ1) + v2 − v1 = 0,

ṡ(κ2 − κ1) + w2 − w1 = 0,

ṡ(v2 − v1) + S(λ2 − λ1) + g(κ2 − κ1) = 0,

ṡ(w2 − w1) + g(λ2 − λ1 − λ0
H + λ0

L) + C(κ2 − κ1 − κ0
H + κ0

L) = 0.

(3.27)

We have ten equations for the eleven unknowns λ1, κ1, v1, w1, λ2, κ2, v2, w2, λH , κH , ṡ. These

jump conditions are not sufficient to describe the motion of the phase boundary or the

dynamics of the system. We need a kinetic relation which relates phase boundary velocity

and driving force to close the analysis. We will extract this kinetic relation from the

simulations of our mass-spring system.

3.2.3 Kinetic relation

We have carried out a series of computations for impact problems with different material

sets B1, B2, B3. For each set we have applied several extensional and rotational velocities

(or boundary conditions) and in each case we have obtained quantities like λ1, κ1, v1, w1,

λ2, κ2, v2, w2, λH , κH , ṡ by post-processing the numerical result. We then compute the
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driving force as defined in equation 3.9 and normalized phase boundary velocity ṡ/c1. For

each material set we plot the driving force versus phase boundary velocity to find a relation

between them. If we normalize the driving force suitably then all the curves of driving force

versus phase boundary velocity can be described by the equation 4.24 which is the kinetic

relation we wanted. The normalizing factor for the driving force depends on the material

parameter set.

( c2c1 )2 − (1− ( c2c1 )2)fthreshold − ( ṡc1 )2

1− ( ṡc1 )2
= fnormalized =

[|W |]− 〈T 〉[|λ|]− 〈M〉[|κ|]
2
l0

√
SC + g2

. (3.28)

In this kinetic relation, 2
l0

√
SC + g2 is the normalizing factor for the driving force, fthreshold

is the threshold value of driving force when the phase transition just begins to happen and

l0 =
λ0H−λ

0
L

κ0H−κ
0
L

. This kinetic relation has the familiar form

fdriving = q1 +
q2

1− ṡ2

c21

, (3.29)

where q1 and q2 are constants that depend on the chosen material parameters. It can be

rearranged in the following manner

1

1− ( ṡc1 )2
=

1− l0
2
√
SC+g2

([|W |]− 〈T 〉[|λ|]− 〈M〉[|κ|])

(1 + fthreshold)(1− ( c2c1 )2)
. (3.30)

The RHS of this equation is plotted on the x-axis of figure 3.5 and ṡ/c1 is plotted on

the y-axis. We have solved the continuum impact problem analytically by using the kinetic

relation equation 3.30. The result is shown in table 3.1 and figure 3.8 for two material

parameter sets. We see from the table that the analytical result is consistent with the

numerical result. This suggests that the kinetic relation we have extracted can be used to
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Figure 3.5: Kinetic relation using equation 3.30. The data for this plot was obtained from
many simulations with different material sets for the ‘springs’. Phase boundary velocity
ṡ is normalized against c1 and plotted on the y-axis. Driving force fdriving is normalized
according to equation 3.30 and plotted on the x-axis. Note that for driving forces below a
threshold the phase boundary velocity is zero. The inset of the figure is the original data of
normalized phase boundary velocity vs. the normalized driving force (as in equation 4.24).
Note that some of the blue circles result in ṡfdriving < 0.

solve other types of problems.

3.2.4 Analytical and numerical solutions of Riemann problem

Riemann problems in bars with a single phase boundary have been treated earlier [7, 65].

It is well understood that for the type of constitutive relations we use in this work the

solutions of these problems are piecewise constant in the x-t plane. The domain for a
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v0 4.5 8 10 16 20 30 50

w0 1 1 0 0 0 0 0

Analytical ṡ -1.7 -2.205 -2.505 -3.0512 -3.2528 -3.5361 -4.1642

Numerical ṡ -1.75 -2.35 -2.55 -3.1 -3.3 -3.55 -4.15

Analytical λ1 0.1679 0.2546 0.2639 0.3628 0.4394 0.6643 0.8636

Numerical λ1 0.1537 0.1783 0.161 0.1785 0.1862 0.1987 0.1974

Analytical λ2 1.2473 1.741 1.818 2.4859 2.9469 4.1181 6.4593

Numerical λ2 1.1545 1.76 1.86 2.479 2.972 4.048 6.461

Analytical λH 2.7247 4.754 5.0454 7.6498 9.4018 13.8005 22.5999

Numerical λH 2.685 4.758 5.058 7.652 9.432 13.81 22.65

Analytical κ1 0.1679 0.2546 0.2639 0.3628 0.4394 0.6643 0.8636

Numerical κ1 0.1537 0.1783 0.161 0.1785 0.1862 0.1987 0.1974

Analytical κ2 1.2473 1.741 1.818 2.4859 2.9469 4.1181 6.4593

Numerical κ2 1.1545 1.76 1.857 2.479 3.018 4.03 6.461

Analytical κH -0.195 -1.295 -1.4095 -2.6781 -3.508 -5.5643 -9.6789

Numerical κH -0.2256 -1.312 -1.416 -2.695 -3.542 -5.595 -9.691

Table 3.1: Comparison of numerical results with analytical solution of impact problems
for B1 = 10, B2 = 7.6, B3 = 10. The analytical results use the kinetic relation 3.30.
The agreement between quantities like phase boundary velocity obtained from numerical
integration and continuum analytic solution is quite good, especially for large v0.

Riemann problem is −∞ < x < ∞. However, since we cannot simulate an infinite mass-

spring chain we have used N+1 masses and N springs with an initial phase boundary in the

middle of the chain at mass number N
2 where N = 1000. The equations of motion for the

masses is equation 4.10 and the two boundaries are left free (zero force and moment). At

t = 0 we prescribe initial conditions such that all springs on the left half are in the ‘L’ phase,

while those on the right are in the ‘H’ phase. Since our mass-spring system has a finite

number of masses and has two boundaries there could be four additional sonic waves which

originate from the two ends. We integrate the dynamics of the mass spring system up to

the point when the sonic waves originating at the center of the chain and those coming from

the ends meet each other. Again, we start our calculation with the material set B1 = 10,

B2 = 7.6, B3 = 10, but the features we observe are similar even if we use other parameter

sets. When we let this system evolve we notice three different scenarios.
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In the first scenario the phase boundary in the middle propagates along the chain. An

example of the evolution of such a system is shown in figure 3.7. We see that there is a

phase boundary moving from the middle of the chain to the left in addition to the sonic

waves described above. If we focus on the middle part of the chain between the four sonic

waves moving outward, then the x-t plane looks exactly like what is expected from the

continuum theory as shown in figure 3.6.
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Figure 3.6: (a) x–t plane of a Riemann problem with a single phase boundary with c1 >
ṡ > c2. (b) x–t plane of a Riemann problem in which ṡ = −c2.

From our simulations we find that the phase boundary speed is smaller than the larger

sonic wave speed c1, as expected. For most material parameter sets the phase boundary

speed is larger than the slower sonic wave c2 no matter what initial condition we set.

However, for some material parameter sets (for example, B1 = 10, B2 = 3, B3 = 10), the

phase boundary speed can be smaller than c2. In these cases the dissipation rate fdriving ṡ

is negative, which is physically not possible. Cases with ṡ < c2 were observed in the impact

problem with the same set of material parameters also. We will explain this later.

By post-processing the data from our numerical calculations we can obtain λ1, κ1,

v1, w1, λ2, κ2, v2, w2, λ3, κ3, v3, w3, λ4, κ4, v4, w4, λ4, κ4, v4, w4, ṡ (see figure 3.6).

We compare these numerical results with those of the solution of the continuum Riemann
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Figure 3.7: An example of an Riemann problem with a single phase boundary. Five waves
are present, two sonic waves at speeds c1 and c2 propagating in opposite directions from
the middle, and a phase boundary at speed ṡ with c1 > ṡ > c2. There are also two sonic
waves moving towards the left from the right boundary. In general there should also be two
sonic waves moving rightwards from the left end, but we do not see them above because
of the choice of initial conditions. The panels show snapshots of the twist in the chain as
function of spring number at six different times. Two bottom panels also show snapshots
of the stretch.

problem that can be solved analytically using the kinetic relation 3.30. We assume that

the initial conditions are at t = 0, λ = λL, v = vL, κ = κL, w = wL for x < 0 and

λ = λH , v = vH , κ = κH , w = wH for x > 0. For t > 0 this Riemann problem has

piece-wise constant solution depicted in the x-t plane figure 3.6. There are a total of

seventeen unknowns λ1, κ1, v1, w1, λ2, κ2, v2, w2, λ3, κ3, v3, w3, λ4, κ4, v4, w4, λ4, κ4, v4, w4, ṡ.

We enforce the jump conditions at each discontinuity and get sixteen equations as follows.

The kinetic relation equation (3.30) provides the seventeenth equation.
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Figure 3.8: (a) Scatter plot showing comparison of numerical results with analytical solution
of Riemann problems for B1 = 10, B2 = 7.6, B3 = 10. The analytical results use the kinetic
relation obtained from impact problems on the chain to solve the set of equations 3.2.4. The
agreement between the phase boundary velocities and other quantities obtained from the
numerical integration of the equations of motion of the chain and those from the analogous
continuum analytic solution is quite good. (b) Scatter plot showing comparison of numerical
results with analytical solution of impact problems for B1 = 100, B2 = 8, B3 = 10. The
analytical results use the kinetic relation 3.30.

Across ṡ



ṡ(λ2 − λ1) + v2 − v1 = 0,

ṡ(κ2 − κ1) + w2 − w1 = 0,

ṡ(v2 − v1) + S(λ2 − λ1 − λ0
H + λ0

L) + g(κ2 − κ1 − κ0
H + κ0

L) = 0,

ṡ(w2 − w1) + g(λ2 − λ1 − λ0
H + λ0

L) + C(κ2 − κ1 − κ0
H + κ0

L) = 0,

Across −c2



−c2(λ3 − λ2) + v3 − v2 = 0,

−c2(κ3 − κ2) + w3 − w2 = 0,

−c2(v3 − v2) + S(λ3 − λ2) + g(κ3 − κ2) = 0,
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Across c2



c2(λ4 − λ3) + v4 − v3 = 0,

c2(κ4 − κ3) + w4 − w3 = 0,

c2(v4 − v3) + S(λ4 − λ3) + g(κ4 − κ3) = 0,

Across c1



c1(λH − λ4) + vH − v4 = 0,

c1(κH − κ4) + wH − w4 = 0,

c1(vH − v4) + S(λH − λ4) + g(κH − κ4) = 0.

These equations can be solved analytically using Maple or similar programs. We compare

the results from this exercise with those of the numerical solution in the scatter plot figure

3.11 for several different initial conditions. We plot non-dimensional quantities like λ1,

v1/c1, etc., obtained from the numerical calculations on the y-axis and those from the

analytical solutions of equations 3.2.4 on the x-axis. We see that points in this scatter plot

make a line with slope 1 which indicates good agreement between the mass-spring chain

and the analytical solution. This suggests that the kinetic relation equation (3.30) is indeed

a useful constitutive law.

The first scenario described above validates our kinetic relation. But, there are two

more scenarios in which a kinetic relation is not needed for the solution of the Riemann

problem with a single phase boundary. In the second scenario, the phase boundary in the

middle remains static (a contact discontinuity), but four sonic waves with speeds ±c1 and

±c2 propagate towards the left and right. An example of the evolution of the system is

given in figure 3.9. In this case the continuum Riemann problem can be solved analytically
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Figure 3.9: An example of an Riemann problem with a static phase boundary. Four waves
are present, two sonic waves at speeds c1 and c2 propagating in opposite directions from the
middle while the phase boundary at the middle remains static. Two sonic waves also move
inwards from the right boundary. The panels show snapshots of the twist in the chain as
function of spring number at three different times. The right panel also shows a snapshot
of the stretch.

using the jump conditions alone. There are sixteen unknowns and sixteen equations to

solve for them. Each sonic wave contributes three equations and the contact discontinuity

contributes four. The equations are similar to equation 3.2.4 except that we don’t need a

kinetic relation since ṡ = 0. Once again, the scatter plot in figure 3.11 compares quantities

from the numerical simulation of the mass-spring chain and the analytical solution. A slope

of 1 indicates excellent agreement.

In the third scenario the phase boundary propagates at the speed c2 and becomes

indistinguishable from one of the sonic waves. Thus, the impact problem with a phase

boundary in this pathological case has only two discontinuities instead of three, and the

Riemann problem has four discontinuities instead of five. An example of the evolution of

such a system is shown in figure 3.10. Note that we have four waves on the x − t plane

with speeds −c1, −ṡ = −c2, c2 and c1. There are twelve unknowns and twelve equations

(three jump conditions at each discontinuity) to solve for them. We have found, again, that

analytical and numerical solutions for this case agree quite well.
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Figure 3.10: An example of a Riemann problem in which phase boundary merges with a
c2 sonic wave. Four waves are present, three sonic waves at speeds c1 and c2 propagating
in opposite directions from the middle, and a phase boundary traveling at speed c2. The
panels show snapshots of the twist in the chain as function of spring number at three
different times. The right panel also shows a snapshot of the stretch.
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Figure 3.11: (a) Comparison of results of Riemann problem with static phase boundary
from numerical integration and analytical solution using jump conditions. We have used
B1 = 10, B2 = 7.6, B3 = 10 and B1 = 10, B2 = 3, B3 = 10. (b) Comparison of numerical
results with analytical solution of impact problems for B1 = 10, B2 = 3, B3 = 10 when
ṡ < c2. The analytical results are obtained from the jump conditions using phase boundary
velocity from the numerical calculation.

So far in our analysis we have described cases in which phase boundary velocities ṡ > c2.

However, when we choose a material parameter set B1 = 10, B2 = 3, B3 = 10, we find

situations in which phase boundary speed is smaller than c2. An example of such dynamics

is given in figure 3.13. Once again, after post-processing we have verified that the piecewise
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constant stretches, velocities, angular velocities and twisting curvatures satisfy all the jump

conditions. Indeed, the driving force fdriving computed using the parameters extracted from

our calculations satisfies equation 3.30. However, we find that in these cases with ṡ < c2,

the dissipation rate is negative, ṡfdriving < 0. Starting from eqn. (4.24) we see that negative

dissipation rates occur whenever

ṡ/c1 <
√

(1− fthreshold)(c2/c1)2 − fthreshold. (3.31)

On the ṡ-c2 plane (see figure 3.12) the region represented by the above inequality overlaps

with the region corresponding to ṡ < c2. It seems that it is easier to see negative dissipation

rates when we have another ‘knob to turn’ that is not available in an atomic chain with

only extensional degrees of freedom. That ‘knob’ is the wave speed c2. We can pick c2 and

initial/boundary conditions of a Riemann/impact problem in such a way as we sit in the

region corresponding to negative dissipation rates in the ṡ-c2 plane. If this idea is correct we

might expect similar phenomena in 2D lattice simulations of phase-transforming materials

in which both P- and S-waves are present. However, such simulations are outside the scope

of this paper.

What are the implications of a negative dissipation rate? Naively, it means that at time

t the chain has more energy than what it had at t = 0 plus what was injected into it at the

boundary. This is unphysical and cannot be true. The reason behind this anomaly is that

in calculating the driving force using data from our numerical calculations we have used

an isothermal expression derived from continuum theory that only uses the average values

of the stretches, velocities, etc., and neglects the oscillations of the masses and springs.

In fact, it has been suggested in the the literature that simulations of phase transitions
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Figure 3.12: Region corresponding to negative dissipation rates in the ṡ-c2 plane is colored
green. In the legend fT stands for fthreshold, x stands for c2/c1 and y stands for ṡ/c1.

using mass-spring chains need to be done with new variables describing level of fluctuations

around average stretches, velocities, etc., as well as the rate of energy fluxes into various

scales and that into irreversible dissipation by elastic radiation [13, 58, 70, 75]. Dayal and

Bhattacharya [30] have considered oscillations around average stretches and velocities in

a peridynamic setting and found that they are of the same magnitude ahead and behind

a phase boundary, leading to a zero driving force. This is not the case with oscillations

in our calculations so we expect non-zero driving forces, but negative dissipation rates are

still puzzling. To ensure that our results of negative dissipation rates are not spurious

we performed an energy budget on our chain. We calculated the energy input over time

t = J∆t as Ein(t) =
∑J

i=1 F
i
N+ 1

2

v0∆t +
∑J

i=1M
i
N+ 1

2

w0∆t, and the energy of the chain as

Echain(t) =
∑N

p=1
1
2 u̇

2
p(t) +

∑N
p=1 θ̇

2
p(t) + φ(u1(t), u2(t), ..., uN+1(t), θ1(t), θ2(t), ...θN+1(t)).

We have plotted the difference between input energy and the total energy of the chain

Ein − Echain as a function of t = J∆t in figure 3.14 for three different impact problems
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with a single phase boundary. In all these impact problems the initial conditions were

such as the potential energy of the springs and kinetic energy of the masses was zero at

t = 0. For the top two curves (red and blue) the dissipation rate at the phase boundary

is positive, while for the bottom (yellow) curve it is negative. In all cases the difference

Ein −Echain is positive at all times. This is as it should be since our numerical integration

scheme is imperfect and it results in some numerical dissipation. Notice from these curves

that after an initial transient the difference Ein − Echain tends to a constant. In other

words, the rate of energy input is equal to the rate of energy (kinetic + potential) storage

in the chain after an initial transient. These observations suggest that we cannot neglect

the jump in the magnitude of energy stored in the oscillations, or, loosely speaking, the

jump in temperature, across a moving phase boundary.
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Figure 3.13: An example of an Riemann problem in which ṡ < c2. Fives waves are present,
four sonic waves at speeds c1 and c2 propagating in opposite directions from the middle, and
the phase boundary ṡ < c2. The panels show snapshots of the twist in the chain as function
of spring number at six different times. The bottom two panels also show snapshots of the
stretch.

3.2.5 Impact problem for adiabatic process

To re-examine the negative dissipation rate cases, we introduce a temperature in our analysis

defined locally through
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Figure 3.14: (a)Difference between input energy and PE+KE of the whole chain for three
different impact problems on a chain with B1 = 10, B2 = 3, B3 = 10. The red and blue
curves involve a phase boundary in which dissipation rate is positive and the yellow curve
involves a phase boundary in which dissipation rate is negative. (b) Snapshots of the local
temperature Θj in the chain as a function of mass number j for two different boundary
conditions. The top panel shows snapshots at two different times (red and green) for
boundary condition v0 = 10, w0 = 0, and the bottom panel shows snapshots for boundary
condition v0 = 7, w0 = 0. Note that the temperature jumps only once (across the phase
boundary) even though there are three propagating discontinuities in the impact problem
on the chain. (c) The new x-t plane when temperature is considered in an adiabatic impact
problem on a thermoelastic bar of the Mie-Gruneisen type.

kΘj(t) = KEj(t)+PEj+ 1
2
(t)−Econtj =

1

2
mj u̇

2
j (t)+

1

2
Ij θ̇

2
j (t)+φ1(xj(t), yj(t))−Econtj . (3.32)

Here, KEj(t) is the kinetic energy of the jth mass (accounting for both translational and

rotational contributions) at time t, PEj+ 1
2
(t) is the potential energy of the spring between

mass j and mass j + 1 at time t and Econtj is the sum of kinetic energy at mass j and

potential energy in spring j + 1
2 computed using the average values of the velocities and

strains that satisfy the continuum jump conditions,

Econtj =
1

2
mj〈u̇j〉2 +

1

2
Ij〈θ̇j〉2 + φ1(〈xj〉, 〈yj〉), (3.33)
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where 〈z〉 is the temporal average of z over a time corresponding to few periods. k is

proportional to a specific heat in the continuum theory and we set it equal to 1 here. So,

our definition of the local temperature captures the ‘thermal’ portion of the energy of the

masses and springs in the chain that is neglected in a purely mechanical continuum theory.

We could also have defined two different temperatures [46] corresponding to rotational

and extensional degrees of freedom, respectively, but we do not do so here because the

temperature defined above has the property that it satisfies jump conditions expected of

a Mie-Gruniesen type thermoelastic material (see the appendix for a short review of these

materials). This is discussed in the following.

Since our numerical method is such as there is no leakage of energy (thermal + mechani-

cal) from our chain we expect that the phase boundary propagation is adiabatic. To confirm

if this is the case we plot the local temperature Θj in our chain for an impact problem as

a function of mass number j in figure 3.14(b). We find that Θ does not jump across sonic

waves which move at speeds c1 and c2, but it jumps across a phase boundary. Furthermore,

Θ oscillates around a constant value behind a phase boundary. Thus, if we take a temporal

average value of Θ, then our x-t plane is very similar to the x-t plane for an adiabatic

impact problem of a trilinear Mie-Gruneisen thermoelastic solid in which the Gruneisen

parameter is zero [7]. To make this analogy more concrete we write the jump conditions

at each discontinuity in an impact problem on a bar in which both stretching and twisting

are allowed and the local temperature can suffer jumps. We assume that the Gruneisen

parameter is zero and that the continuum problem is adiabatic. The jump conditions are:
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Across −c2



−c2(λH − λ2) + vH − v2 = 0,

−c2(κH − κ2) + wH − w2 = 0,

−c2(vH − v2) + S(λH − λ2) + g(κH − κ2) = 0,

ΘH −Θ2 = 0,

Across ṡ



ṡ(λ2 − λ1) + v2 − v1 = 0,

ṡ(κ2 − κ1) + w2 − w1 = 0,

ṡ(v2 − v1) + S(λ2 − λ1) + g(κ2 − κ1) = 0,

ṡ(w2 − w1) + g(λ2 − λ1 − λ0
H + λ0

L) + C(κ2 − κ1 − κ0
H + κ0

L) = 0,

ρCp(Θ2 −Θ1) = T2+T1
2 (λH0 − λL0 ) + M2+M1

2 (κH0 − κL0 )

The appropriate expression for the driving force across a phase boundary for such a

material (with zero latent heat) is

fdriving = −E log(1 +
[|Θ|]
Θ−

), (3.34)

where we treat Θ− and E as constants. In the continuum impact problems solved in [7]

Θ− is set equal to the transformation temperature and E is related to the specific heat.

We find that our numerical simulations of the mass-spring chain with B1 = 10, B2 = 3,

B3 = 10 satisfy these jump conditions if we take ρCp ≈ 0.07463. We also find that [|Θ|] < 0

irrespective of whether ṡ < c2 or ṡ ≥ c2. Thus, the dissipation rate fdriving ṡ computed using

(3.34) is always non-negative for the phase boundaries in our chain. The kinetic relation
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Figure 3.15: The new kinetic relation defined by 3.34 which accounts for the jump in
temperature across a phase boundary. The ”.” data are results from calculation with twist
stretch coupling and the ”*” data are results from calculation with only extensional degree of
freedom. We use a fitting curve f(x) = abxb−1 exp(−axb) where a = 1.181, b = 1.139, E = 1.
Θ− = 1000 for twist stretch coupling data and Θ− = 622 with only extensional degrees of
freedom.

using this new driving force is plotted in figure 3.15. While we arrived at this kinetic relation

through a bistable chain having both extensional and rotational degrees of freedom, this is

not necessary. This can be seen from the red curve in figure 3.15 which is the kinetic relation

of a bistable chain with only extensional degrees of freedom. Remarkably, the curves are

identical except for the value of the constant Θ−.

3.3 Application to artificial muscle yarns

We now want to demonstrate a practical application where methods developed in this paper

could be useful. In [48] carbon nanotube yarns are twisted, braided and then filled with

wax to produce filaments that are capable of actuation. Actuation is realized by heating the

filaments to cause partial melting (a phase transition) of the wax which does not flow out of

the yarn due to favorable adhesive interactions with the nanotubes over very large surface

areas. The mechanism behind the actuation is the change in pitch of the helical yarns due
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to softening of the wax. Thus, twist and stretch are coupled in these yarns and it’s a phase

transition that enables its reversible operation over many cycles. Our goal here is to model

one aspect of the yarn’s behavior that has been deduced in the experiments of [48]. In these

experiments different types of yarn are loaded with a constant tensile force. Then they are

heated by an electrical current for several tens of milliseconds. This causes the yarn to

stretch, so that useful work is done by the applied tension. The tensile actuation strain is

measured in the experiment and plotted as a function of time as the yarn cools in figure 3 of

[48]. The end of the yarn also rotates at high angular velocities due to the coupling of twist

and stretch. Two types of responses are seen for the tensile actuation strain as a function

of time – (a) a monotonically decaying strain, and (b) a decaying oscillatory strain. We

provide a possible explanation of these two behaviors.

Consider first the monotonically decaying strain. At t = 0 the yarn is at temperature

Θ = Θ1 due to the electrical heating. Here, Θ1 > Θair where Θair is the ambient temper-

ature. The change in length of the filament ∆L is proportional to ∆Θ = Θ − Θair where

Θ(t) is the current temperature of the yarn. Due to convective and radiative heat transfer

to the environment one can write an equation for dΘ
dt at a rudimentary level [80]:

−dΘ

dt
= a(Θ−Θair) + b(Θ4 −Θ4

air), (3.35)

where a is a constant that depends on the convective heat transfer coefficient, density,

specific heat and geometry of the yarn, etc., and b is another constant that depends on a ra-

diative heat transfer coefficient and other yarn parameters. This equation can be integrated

with initial condition Θ(t = 0) = Θ1 to get a monotonically decaying Θ. This will lead

to a monotonically decaying strain ∆L as a function of t because ∆L is assumed propor-
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tional to ∆Θ in [48]. If we neglect the radiative terms then the solution of the differential

equation above is simply Θ(t) = Θair + (Θ1 − Θair) exp(−at). This rudimentary analysis

cannot explain the observed oscillatory decay of the strain in some other yarn samples. A

possible explanation for this phenomenon combines dynamics of the yarn with the above

heat transfer analysis. We model the yarn with our mass-spring chain coupling twist and

stretch. Initially, all the springs are at the bottom of the low strain well and the masses

are stationary. Then at t = 0 we suddenly apply a constant force F and constant moment

M = 0 on mass N+1 while mass 1 is fixed. We plot the displacement uN+1(t) = Lε(t) = ∆L

as a function of time in figure 3.16. Due to the sonic waves and phase boundary going back

and forth in the chain the displacement oscillates. In our simulation we cannot account for

the heat transfer to the environment or the change in L due to changes in temperature, but

from the above analysis we know that L(t) decays as a function of time, so ∆L will decay

in an oscillatory fashion because ε(t) oscillates. We show this in figure 3.16 (b,c).

3.4 Conclusions

In this chapter we have studied the dynamics of a mass-spring chain with extensional

and rotational degrees of freedom at each mass. The energy landscape of the springs has

multiple wells, as would be the case for a rod capable of phase transitions. We have shown

that the solutions of continuum Riemann and impact problems in rods capable of twist-

stretch phase transitions are analogous to the those in the numerical solutions of our chains.

In particular, we have observed discontinuities across which the twist and stretch can jump.

Discontinuities of this type had been used to model impact of elasto-plastic bars and nano

tubes [26, 56, 79], but we are not aware of an attempt to use them in the study of phase
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Figure 3.16: Simulation of the experiment in [48] using our mass-spring chain. We apply a
constant force and moment at the end of the chain as our boundary conditions. We simulate
to the point in time when the phase boundary has hit the left end and bounced back.
We recover the vibration of the tensile actuation strain with our numerical result coupled
with a decaying function described in equation 3.35. We have plotted the following. (a)
Total length of chain from numerical simulation. (b) Experimental data in [48] for tensile
actuation strain fitted using equation 3.35. (c) Oscillatory actuation strain of the chain
from numerical result coupled with a decaying envelope qualitatively captures what is seen
in other experiments in [48].

transitions, except [9]. Our mass-spring chain has furnished a kinetic relation for phase

boundaries across which the twist and stretch can jump. This kinetic relation has a form

that is familiar from earlier studies involving chains with only extensional degrees of freedom.

However, for some combinations of parameters characterizing the energy landscape of the

springs we find propagating phase boundaries for which the rate of dissipation, as calculated

using isothermal expressions for the driving force, is negative. This is a surprising result

which suggests that we cannot neglect the energy stored in the oscillations of the masses in

the interpretation of the dynamics of mass-spring chains. In particular, we must incorporate

temperature into the numerical solutions of these chains. We have made an attempt to do so

by defining a temperature that is proportional to the energy in the vibrations of the masses

and springs that a purely mechanical continuum theory neglects. A temperature defined in
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this way jumps only across a phase boundary and not a sonic wave. This is exactly what

happens in a Mie-Gruneisen type material with the Gruneisen parameter equal to zero.

We have used this insight to extract a new kinetic relation that does not suffer from the

anomaly of giving negative dissipation rates at a moving phase boundary. Does this mean

that our earlier kinetic relation that was based on isothermal expressions of the driving force

is useless? We do not think so for the following reason. In [98] we implemented a Langevin

dynamics algorithm in which it was possible to simulate a mass-spring chain immersed in a

constant temperature bath. We showed that the local temperature near a phase boundary

was high but it soon decayed to the temperature of the bath due to heat transfer. We found

that the kinetic relation derived using isothermal expressions was not affected much by the

bath temperature, especially for large phase boundary velocities. Hence, we expect that

kinetic relation summarized in equation (3.30) will be a good approximation at the near

sonic limit. At the end of the paper we use our chain to shed some light on experiments

involving temperature sensitive yarns that couple twist and stretch to perform useful work.

We have shown that it is important to consider the dynamics of the yarn, especially reflection

of sonic waves and/or phase boundaries at the ends of the yarn, in order to explain the

oscillatory decay of the actuation strain due to cooling of the yarn at fixed tension. However,

we must point out that there are several limitations of our model, including (a) we have not

included a spinodal region in the constitutive law, (b) we have not included a heat bath,

(c) we have not included bending deformations. All three are important and we plan to

include them in future work.
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Chapter 4

Langevin dynamics of a bistable chain with twist and stretch

Mass-spring chains have provided insights into a wide variety of phenomena in elastic solids

that include wave propagation, defect motion and thermodynamic behaviour among several

other topics [36, 41]. When the potentials characterizing the springs have multiple wells

then the dynamics of mass-spring chains has been shown to be similar to that of one-

dimensional bars capable of phase transitions [7, 8, 10, 13, 18, 27, 29, 42, 54, 73, 82, 85, 89].

This insight has been utilized to extract kinetic relations for moving phase boundaries by

comparing solutions of impact and Riemann problems in continuum bars to those in the

bistable chains [65, 85]. The extracted kinetic relation has a simple analytical form that

has been recently shown to be a universal near sonic limit [89]. More recently, mass-spring

chains have also provided insights into the mechanics of biological macromolecules [17, 18].

We built on these studies recently by adding rotational degrees of freedom to each mass

in a mass-spring system to simulate a continuum rod that can twist and stretch, but not

bend [99]. The potentials characterizing the springs had multiple wells so that our mass-

spring system had propagating phase boundaries across which there were jumps in twist

and stretch. This work was partially motivated by biological examples like [32, 81, 90, 96].

In each of these examples there is an isothermal environment because the processes occur
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while the systems are immersed in a fluid which is at constant temperature. However, in

[99] there was no heat bath in the simulations. This resulted in an interesting anomaly.

When we calculated the driving force across the propagating phase boundaries in the mass-

spring chains using isothermal expressions we found that dissipation rate was negative. We

traced this unphysical result down to our assumption of isothermal conditions in the purely

mechanical simulations based on integrating Newton’s second law for each mass in the chain.

In other words, the simulations in [99] were adiabatic rather than isothermal. Our goal in

this paper is to enforce isothermal conditions by accounting for the presence of heat bath

around our chain by using Langevin dynamics.

Vp

Phase boundary

“L” phase “H” phase

Wp

(a) (b)

Figure 4.1: (a) Mass-spring chain in which each mass has an extensional and rotational
degree of freedom. The masses are labeled j, j + 1, etc., and the springs connecting these
two masses is labeled j + 1

2 . A phase boundary separates regions of the chain in which
springs are in different phases. Springs in the ‘H’ phase correspond to the top right well
in the contour plot in (b) and the ‘L’ phase correspond to the bottom left well in the
contour plot . We specify extensional velocity v0 and rotational velocity w0 on the masses
at the boundary. We can also specify force and moment boundary conditions. (b) Energy
landscape for the twist stretch coupling material with two wells.

The paper is laid out as follows. First, we give a short account of the balance laws and

constitutive relations for rods capable of phase transitions in twist and stretch. Second, we

describe an analogous mass-spring chain and simulate its dynamics in impact and Riemann

problems with a quasi-symplectic algorithm applied to Langevin’s equations of motion.
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Third, we extract kinetic relations from these simulations and show that they have the

same form as has been used earlier for isothermal chains with only extensional degrees of

freedom. Finally, we show that the parameters entering these kinetic relations depend on

bath temperature in a simple way.

4.1 Thermo-mechanics of 1D continuum with twist and stretch

4.1.1 Balance Laws

In this paper, we will consider phase transition phenomena in a one-dimensional continuum

capable of storing energy in both twist and stretch. This continua is immersed in a heat bath

where bath temperature is a constant. We have given a detailed treatment of the mechanics

of this sort of continuum in recent work [99, 100]. For this reason we will give here only a

short summary of the jump conditions that we will need to interpret our Langevin dynamics

simulations of a discrete version of such a continuum. Let us begin by considering phase

boundaries propagating in this continuum in the interval 0 ≤ x ≤ L where x is the reference

coordinate along the continuum of length L. At each reference point we have two variables

– the deformed position z(x, t) of a cross-section of the continuum (imagine a rod) located

at x at time t, and α(x, t) the angle through which that cross-section has rotated at time

t. We require that z(x, t) and α(x, t) be continuous at all x and t so that the rod does not

break. We neglect the bending deformations because it’s not important in our analysis.

We denote λ(x, t) = ∂z
∂x as stretch and κ(x, t) = ∂α

∂x as twist. The variables that are work

conjugate to z(x, t) and α(x, t) are the force T (x, t) and the torque M(x, t), respectively.

For a discontinuity located in such a continuum at reference position s(t), the following

jump conditions can be derived from the continuity of deformation, balance of linear and
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angular momentum and balance of energy:

ṡ[|λ|] + [|ż|] = 0, (4.1)

ṡ[|κ|] + [|α̇|] = 0, (4.2)

ṡ[|ρż|] + [|T |] = 0, (4.3)

ṡ[|ρr2
gα̇|] + [|M |] = 0, (4.4)

fdriving = [|W |]− 〈T 〉[|λ|]− 〈M〉[|κ|], (4.5)

where W (λ, κ) is the Helmholtz free energy per unit length of our continuum, ρ is the mass

per unit length in the reference configuration, rg is the radius of gyration of the cross-

section, ṡ is the speed of the discontinuity in the reference configuration and fdriving is the

driving force across the discontinuity in an isothermal setting which assumes that there

is no jump in temperature across the phase boundary. Note that [|y|] denotes the jump

y(s+(t), t) − y(s−(t), t) at a discontinuity. We will show that these jump conditions are

satisfied at discontinuities in our mass-spring chains, but we are specifically interested in

the dependence of fdriving on ṡ and the bath temperature.

4.1.2 Constitutive relation

In order to allow for the existence of phase boundaries imagine that the stored energy

function of our material has two wells located at different points on the λ−κ plane, same as

shown in chapter 4. The Helmholtz free energy per unit length energy is the same quadratic

form as equation 3.10. The force and moment constitutive relations are thus also the same

as equations 3.15 3.16. The sonic wave speed for this 1-D continua are thus equations 3.19.

Readers can look up chapter 4 for the details of these derivations. While sonic waves travel at
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Figure 4.2: (a) X-t plane for impact problem. There are 3 waves in total, two sonic waves
and one phase boundary. (b) X-t plane for Riemann problem. There are 5 waves in total,
four sonic waves in different directions and one phase boundary.

these two constant speeds, the speed of a phase boundary depends on the boundary/initial

conditions applied on the continuum as well as the temperature of the bath. We will show

this by discretizing the continuum as a mass-spring chain with extensional and rotational

degrees of freedom at each mass and solving the dynamical problem numerically using

Langevin’s equations.

4.2 Mass-spring chain

4.2.1 Description of the interaction potential between the masses

We have studied the dynamics of a mass spring chain with only translational degree of

freedom at finite temperature in [98]. We now consider the case that each mass i has both

translational and rotational degree of freedom. We denote xi = ui+1−ui and yi = θi+1−θi,

where ui is the linear displacement of the ith mass and θi is its rotational displacement from

the reference state. This is the same notation as in chapter 4 and we assume again each mass

interacts with its first nearest neighbor only through a potential φ1(xi, yi). This potential
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is given by equation 3.21 in a quadratic form. And the well corresponding to phase L is

located at (a1, b1) and the well corresponding to phase H is located at (a2, b2). The constant

B1, B2, B3 are related to the stretch modulus, twist-stretch coupling modulus and twisting

modulus as described in [99]. This results in linear relations between the force/torque and

stretch/twist. The total energy of the chain consisting of N masses connected by N − 1

springs can be written as:

φ(u1, u2, ..., uN , θ1, θ2, ..., θN ) =
N−1∑
i=1

φ1(xi, yi). (4.6)

4.2.2 Langevin dynamics

We now consider a setting where we can set the temperature of the chain by immersing it in

a heat bath which supplies random impulses to the masses. This can be done by integrating

Langevin’s equations of motion for the masses in our chain. If we assume that mass and

moment of inertia of each mass is unity then Langevin’s equations for mass i are:

dui
dt

= vi, (4.7)

dvi
dt

= −ν1vi −
∂φ

∂ui
+ η1(t), (4.8)

dθi
dt

= wi, (4.9)

dwi
dt

= −ν2wi −
∂φ

∂θi
+ η2(t), (4.10)

where vi and wi are the linear and angular velocities of mass i, ∂φ
∂ui

and ∂φ
∂θi

are mechanical

force and torque acting on mass i, and η1(t), η2(t) are the translation and rotational random

impulses exerted on mass i from the heat bath. The random impulses on each mass are
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assumed to be white noise so that:

〈η1(t)〉e = 0, 〈η1(t)η1(t′)〉e = 2ν1kBΘδ(t− t′), for all i, (4.11)

〈η2(t)〉e = 0, 〈η2(t)η2(t′)〉e = 2ν2kBΘδ(t− t′), for all i, (4.12)

where 〈·〉e denotes an ensemble average, ν1, ν2 are translational and rotational drag coeffi-

cients, kB is the Boltzmann constant and Θ is bath temperature.

4.2.3 Numerical scheme

To integrate our equations of motion based on Langevin dynamics, we employ a quasi-

symplectic scheme [52] as follows:

v1,k = gI(
∆t

2
; vk), (4.13)

u1,k = uk +
∆t

2
v1,k, (4.14)

v2,k = v1,k + ∆t
∂φ

∂u1,k
+ ∆t1/2σ1ξk, (4.15)

vk+1 = gI(
∆t

2
; v2,k), (4.16)

uk+1 = u1,k +
∆t

2
v2,k, (4.17)

w1,k = gII(
∆t

2
;wk), (4.18)

θ1,k = θk +
∆t

2
w1,k, (4.19)

w2,k = w1,k + ∆t
∂φ

∂θ1,k
+ ∆t1/2σ2ξk, (4.20)

wk+1 = gII(
∆t

2
;w2,k), (4.21)

θk+1 = θ1,k +
∆t

2
w2,k, (4.22)
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where k=0,1,....M-1, gI(t, v) = v−ν1t, gII(t, v) = w−ν2t, σ1 =
√

2ν1kBΘ, σ2 =
√

2ν2kBΘ.

We choose a time step ∆t that is much smaller than a1/c1 to ensure that our numerical

calculation is stable. Recall that a1 is the distance between masses (or the lattice parameter

in the ‘L’ phase) when no forces are applied on the chain.

4.2.4 Impact and Riemann problems

Now, we would like to simulate an impact problem using our mass-spring chain. We do

this with a mass-spring chain with N masses and N − 1 springs connecting them. We take

N = 100 and fix the left end of the chain (j = 1) and apply constant linear and angular

velocity at the right end (j = N). Hence, ui1 = 0, θi1 = 0 and uiN = v0i∆t + u0
N , θ

i
N =

w0i∆t+ θ0
N , where i is the time-step number. We have used the same material parameter

set B1 = 10, B2 = 7.6 and B3 = 10 and B1 = 10, B2 = 3, B3 = 10 as in [99]. Initially, all

springs are in the ‘L’ phase. We integrate equations (4.10) for the system up to the point

that the faster sonic wave which originated at j = N hits the left end (j = 1). We observe

propagating phase boundaries for applied velocities v0, w0 larger than some critical values.

We also observe sonic waves passing through the chain from right to left which travel at

constant speeds c1 and c2 as given in equation 3.19 and shown in figure 4.3. We have verified

that the jumps in strains (extensional and rotational) and velocities (linear and angular)

satisfy the jump conditions at each discontinuity shown in figure 4.3.

For simulating a Riemann problem we have used N + 1 masses and N springs with

an initial phase boundary in the middle of the chain at mass number N
2 where N = 200.

The equations of motion for the masses is again Langevin’s equation 4.10 and the two

boundaries are left free (zero force and moment). At t = 0 we prescribe initial conditions

such that all springs in the left half are in the ‘L’ phase, while those on the right are
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in the ‘H’ phase. Since our mass-spring system has a finite number of masses and has

two boundaries there could be four additional sonic waves which originate from the two

ends. We integrate the dynamics of the mass spring system up to the point when the

sonic waves originating at the center of the chain and those coming from the ends meet

each other. Again, we use material set B1 = 10, B2 = 7.6, B3 = 10 and B1 = 10, B2 = 3,

B3 = 10. An example of the evolution of the system is plotted in figure 4.5. We have verified

again that all jump conditions are satisfied by the average strains and velocities obtained

from the Langevin dynamics calculations. The oscillatory strains and velocities behind
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Figure 4.3: An example of an impact problem with phase boundary. The panels show the
evolve of different states of the system. Three discontinuities exist in this system. The sonic
wave with speed c1 is not visible because of thermal fluctuation.

the propagating discontinuities in these simulations decay to constants (with fluctuations

around the constant value) because of the presence of the heat bath and also because it

is well-known from the continuum theory of phase transitions [7, 65] that the solutions to
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Figure 4.4: Time snapshot of local temperature of the mass spring chain at two different
time instances for impact problem. Phase boundary and sonic wave positions are indicated
on the graph.

these problems give piecewise constant strains and velocities in the x-t plane. This was true

for the sonic waves in [99], but not for phase boundaries behind which the oscillations of

the masses did not decay. In other words, some energy remained in the oscillations long

after the phase boundary had passed, indicating that there was a jump in temperature

across the phase boundary. In the calculations presented here the heat bath maintains

the temperature of the chain at a constant value (with small fluctuations), so there is no

jump in temperature across the phase boundary. We show this explicitly in figure 4.4 where

snapshots of the temperature in an impacted chain are shown at two different time instants.

Here local temperature is defined as the sum of translational and rotational kinetic energy:

Θ ∼ 〈m
2

(v − v̄)2 +
I

2
(w − w̄2)〉e (4.23)

where m and I are mass and moment of inertia, v̄ and w̄ are the local average translational
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and rotational velocities and 〈〉e means ensemble average. The passage of a phase boundary

can be inferred by a spike in local temperature that quickly decays to the value set by

the heat bath. Hence, the energy that was earlier stored in oscillations behind the phase

boundary is now dissipated into the heat bath. We have verified that the jump conditions
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Figure 4.5: (a) x–t plane of a Riemann problem with a single phase boundary with c1 >
ṡ > c2. (b) x–t plane of a Riemann problem in which ṡ = −c2.

are satisfied at each discontinuity in our Langevin dynamics calculations.

4.2.5 Kinetic relation

In order to extract a kinetic relation from this type of simulations, all we need to do is

record the phase boundary velocity ṡ and the average strains ahead and behind the phase

boundary as a function of applied boundary conditions and bath temperature. Then, we

can compute the driving force fdriving using eqn. (4.5). Then, a plot of fdriving versus ṡ

is the kinetic relation we want. We have carried out a series of computations for Impact
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Material set a1 a2 a3 a4

B1=10, B2 = 3, B3 = 10 0.7 -0.1 0.4 -0.3

B1=10, B2 = 7.6, B3 = 10 0.75 -0.05 1.1 -0.2

Table 4.1: Table for the parameters of a1, a2, a3 and a4 in the kinetic relation 4.25.

problem and Riemann problem with different bath temperature and material sets. The

plots can be seen in figure 4.6. In (a) we consider three different temperatures for a material

parameter set in which we did not observe any negative dissipation in [99], while in (b) the

material parameter set led to phase boundaries with negative dissipation in [99]. Note that

no matter what material parameter set we use higher bath temperatures result in faster

phase boundary speeds at the same driving force, in agreement with [98]. To compare

results across different material sets we use a normalized phase boundary velocity ṡ/c1 and

normalized driving force given by:

fnormalized =
[|W |]− 〈T 〉[|λ|]− 〈M〉[|κ|]

2
l0

√
SC + g2

. (4.24)

Here 2
l0

√
SC + g2 is the normalizing factor for the driving force, l0 =

λ0H−λ
0
L

κ0H−κ
0
L

.

The function used to fit the driving force is [98, 99]

fdriving = q1(Θ) +
q2(Θ)

1− ṡ2

c21

. (4.25)

The parameters q1 and q2 are functions of bath temperature and material set. From our

fits we have empirically deduced that q2 = a1 + a2 log Θ where a1 and a2 are two constants,

Θ is bath temperature. Similarly, q1 = a3 + a4 log Θ where a3 and a4 are two constants.

The form (4.25) works for all material sets and bath temperatures in our simulations. We

list the constants from our fits in table 4.1.

87



Normalized driving force

1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.4

R
H

S
 o

f 
k
in

e
ti
c
 e

q
u

a
ti
o

n
 

0

1

2

3

4

5

6

fitted curve for invT = 1000

fitted curve for invT = 100

fitted curve for invT = 10

data for invT = 1000

data for invT = 100

data for invT = 10

(a) (b)

Normalized driving force

1 1.5 2 2.5 3 3.5 4 4.5

R
H

S
 o

f 
k
in

e
ti
c
 e

q
u

a
ti
o

n

0.5

1

1.5

2

2.5

3

3.5

4

fitted curve for invT=1500

fitted curve for invT=100

fitted curve for invT=8

data for invT=1500

data for invT=100

data for invT=8

Figure 4.6: (a) Kinetic relation from Riemann problems. The data for this plot was obtained
for material set B1 = 10, B2 = 7.6, B3 = 10. The viscosity we use is ν1 = ν2 = 0.0002.
We have plotted results with different inverse temperatures. Phase boundary velocity ṡ is
normalized against c1 and we plot 1

1−ṡ2/c21
on the y-axis. Driving force fdriving is normalized

according to equation 4.24 and plotted on the x-axis. By fitting a straight line to the data
we get constants q1 and q2 for each bath temperature. (b) The data for this plot was
obtained for material set B1 = 10, B2 = 3, B3 = 10. Again, ν1 = ν2 = 0.0002, and we have
plotted results with different inverse temperatures.

4.3 Conclusions

In this chapter we have studied the dynamics of a mass-spring chain with extensional and

rotational degrees of freedom at each mass at finite temperature. This is accomplished

by simulating the dynamics of a mass-spring chain immersed in a heat bath. The energy

landscape of the springs has multiple wells in the stretch-twist plane, as would be the case for

a rod capable of phase transitions. Similar to [98], we implemented Langevin’s dynamics

calculation both in extensional and rotational degrees of freedom. We have employed a

quasi-sympletic algorithm to integrate our equations as described in [52]. We have shown

that the kinetic relation in this circumstance still has the same form as in [98], but the

constants appearing in it are temperature dependent. When bath temperature is large

enough, we no long observe cases of negative dissipation that we had observed in an adiabatic

environment as in [99].
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Chapter 5

Phase boundaries with discontinuous stretch and twist in DNA

Single molecule mechanics experiments have given us insight into the behavior of DNA for

at least the last two decades [78]. Early experiments applied only tensile forces [76] on

the molecule but in the late 1990s magnetic tweezers were developed that allowed for the

application of both tension and torque on DNA [11]. These experiments revealed that unlike

most polymers DNA is capable of storing twist due to its double stranded nature [53]. Now,

the twist applied on a DNA molecule can be positive or negative – positive, when it is in the

same sense as the right handed double helix, and negative, when it is in the opposite sense.

When twist (positive or negative) is applied on DNA at low tensions it forms plectonemes or

super-coils [34, 40, 65]. These have been studied quite thoroughly using elastic rod theories

coupled with electrostatic and entropic effects [12, 25]. But, if torsion is applied at high

tensions (so that plectonemes are avoided) then DNA exhibits a rich variety of phase change

phenomena [22]. In different regions of the tension-torque plane different phases of DNA are

most stable. The transitions between these phases are first order phase transitions [12, 22].

Our focus in this paper is on three of those phases – B-DNA which is a right-handed helix

that is stable at tensions below 65pN, S-DNA which is almost ladder-like (with little helicity)

and stable at tensions above 65pN, and L-DNA which is a left-handed helix that is stable at
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negative torques. Single molecule equilibrium experiments at constant tension have revealed

that the transition from B-DNA to L-DNA occurs at a constant torque which is a function

of the applied tension and temperature [59, 74]. Similarly, at zero torque the transition from

B-DNA to S-DNA occurs at a constant tension of 65pN at room temperature [77]. If the

DNA is torsionally constrained the B-DNA to S-DNA transition occurs at higher tensions

[69]. It has been demonstrated by fluorescence experiments that there are one or two phase

boundaries propagating through the DNA during the B-DNA to S-DNA transition [90]. It

is possible that other phase transitions in DNA also proceed in a similar way. If we view

a long DNA molecule as one-dimensional continuum capable of storing elastic energy then

we can model the propagation of these phase boundaries using well-established techniques

in mechanics. Indeed, we have shown that such an approach can account for the force-

extension behavior of a wide variety of molecules [67]. Several other authors have also

applied similar theories of phase transitions to biological macromolecules. Fischer et al.

proposed a model similar to [67] to address the time-dependent behaviors of the whelk

egg capsule bio-polymer [33]. Benichou et al. have used a chain of bi-stable springs to gain

some key insights into the mechanical behavior of muscle protein titin [17, 18]. Mechanically

induced folding and unfolding of passive cross-linkers has been modeled by bi-stable units in

Caruela et al. [23, 24] who obtained good agreement with experimentally observed behavior

of skeletal muscles. In all these models only the force-extension behavior is studied. The

same approach has not yet been applied to torque-rotation curves.

In this paper we model DNA as a one-dimensional continuum whose stored energy

function is a function of both extension and twist, or more precisely, the stretch λ and

twisting curvature κ3. Since we want to allow for the existence of multiple phases of the
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DNA the stored energy function is non-convex. There are wells in the energy landscape in

the λ−κ3 plane that represent different phases of the DNA. Propagating boundaries between

these phases are discontinuities across which both λ and κ3 can jump. To the best of our

knowledge, such phase boundaries have not been deeply studied in mechanics. Propagating

discontinuities across which the uni-axial and shear strains can jump have been studied in

the context of elasto-plastic impact of bars [26, 49]. A similar framework can be applied to

our propagating phase boundaries with discontinuities in λ and κ3, but unlike plasticity our

deformations are fully recoverable. Also unlike impact of bars, inertia forces are negligible

in the DNA single molecule experiments that we aim to study. They are overwhelmed by

the drag forces imposed by the surrounding fluid [67]. As a result our partial differential

equations are parabolic, not hyperbolic as in elasto-plastic impact of bars.

This paper is organized as follows. First, we develop a continuum mechanical framework

for a one-dimensional continuum which can have propagating discontinuities with jumps in

stretch and twisting curvature. The main goal of this analysis is to identify the driving

force across the discontinuity. Second, we plot phase diagrams for DNA using piece-wise

quadratic energy densities. Such an energy excludes the effects of thermal fluctuations (in

bending and torsion) and is a good approximation to the stored energy function of DNA

at high tensile forces. Third, we give details of the finite difference computational method

in which phase boundaries are represented by moving nodes. Our method builds upon

previously published work [67] in which only one strain variable suffered a jump across the

phase boundary (here two variables jump across the phase boundary). Fourth and fifth, we

use our computational method to interpret equilibrium and non-equilibrium experiments

on DNA.
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Figure 5.1: Schematic of DNA undergoing a phase transition in which stretch and twisting
curvature jump across a phase boundary. Snapshots at two different times are shown.
There is a single interface located in both snapshots at different positions. To the left of
this interface the DNA is a right handed double helix (like B-DNA), while to the right it
is a left handed double helix with a different pitch (like L-DNA or Z-DNA). At the right
end the DNA is pulled at some velocity vp or a tension T1 is applied. It is also rotated at
angular velocity ω. The bottom panels show the DNA represented by a 1D continuum, or a
rod. At each reference position x there are two variables – z(x, t) is the linear position and
α(x, t) is the angular deflection in the deformed configuration. If the right end is rotated at
constant angular velocity ω then we expect α(L, t2) − α(L, t1) = ω(t2 − t1). The position
of the phase boundary in the reference configuration is s(t).
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5.1 Thermomechanics of 1-D rod

In this paper we consider phase boundaries propagating in a one-dimensional continuum

in the interval 0 ≤ x ≤ L. Here x is the reference coordinate along the continuum (or

the center line of an elastic rod) of reference length L which represents a DNA molecule

subjected to tension and twist (see figure 5.1). We confine ourselves to large tensile forces so

that the bending deformations of the DNA can be neglected in comparison to the stretching

and twisting deformations. Hence, at each reference point we have two variables – the

deformed position z(x, t) of the rod cross-section located at x at time t, and α(x, t) the

angle through which that cross-section has rotated at time t. We require that z(x, t) and

α(x, t) be continuous at all x and t so that the rod does not break. The stretch of the rod

is λ(x, t) = ∂z
∂x and the twist is κ3(x, t) = ∂α

∂x . These quantities are allowed to jump at a

finite number of points in our continuum. If one such jump is located at x = s(t) then

let us denote x > s(t) as the + side, x < s(t) as the - side. For any quantity y(x, t) we

denote y(x+, t)−y(x−, t) by [|y|] and y(x+,t)+y(x−,t)
2 by 〈y〉. From continuity of the deformed

material we have [|z|] = 0 and [|α|] = 0. Differentiating these two equations with respect

to time we get the kinematic jump conditions

ṡ[|λ|] + [|ż|] = 0, (5.1)

ṡ[|κ3|] + [|α̇|] = 0. (5.2)

The equation for balance of linear momentum for a portion of the rod in the interval (x1, x2)

is

d

dt

∫ x2

x1

ρż dx = T |x2x1 +

∫ x2

x1

bdx, (5.3)
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where ρ(x, t) is the mass per unit length, b(x, t) is the distributed load and T (x, t) is the

tension in the bar[65, 67]. If we localize this equation to a discontinuity s(t) (with x1 ≤

s(t) ≤ x2) then we get the linear momentum jump condition

[|T |] + ṡ[|ρv|] = 0. (5.4)

If we assume the rod is immersed in fluid such that the drag coefficient is dw then we can

take b = −dw(∂z∂t (s, t) − v) where v is the velocity of the surrounding fluid. If we localize

this away from discontinuity we get ρz̈ = ∂T
∂x + b. If we neglect the effect of inertia so that

ρ = 0, this will lead to

∂T

∂x
= dw(

∂z

∂t
− v). (5.5)

The equation for the balance of angular momentum for a portion of the rod in the

interval (x1, x2) is

d

dt

∫ x2

x1

ρIα̇dx =

∫ x2

x1

−drα̇dx+M |x2x1 , (5.6)

where I is the polar moment of inertia of the cross-section, dr is an angular drag coefficient

and M(x, t) is the torque in the rod. If we localize this equation to a discontinuity s(t)

(with x1 ≤ s(t) ≤ x2) then we have

[|M |] + ṡ[|ρIα̇|] = 0. (5.7)

If we localize this equation away from the discontinuity at x = s(t) then we get ρIα̈ =
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−drα̇+ ∂M
∂x . Once again, we will neglect inertia and set ρI = 0 to get

∂M

∂x
= drα̇. (5.8)

Note that if inertia is neglected then the linear and angular momentum jump conditions

boil down to

[|T |] = 0, [|M |] = 0, (5.9)

which shows that there can be no jumps in force and moment at a discontinuity. Let us

multiply (5.5) by ż and (5.8) by α̇ and add them to arrive at the balance of mechanical

power for the rod in the domain (x1, x2) as

∫ x2

x1

(
∂T

∂x
ż +

∂M

∂x
α̇)dx =

∫ x2

x1

[dw(ż − v)ż + drα̇
2]dx. (5.10)

After accounting for the presence of the jump at x = s(t) this leads to

T ż|x2x1 − [|T ż|]−
∫ x2

x1

T
∂ż

∂x
dx+Mα̇|x2x1 − [|Mα̇|]−

∫ x2

x1

M
∂α̇

dx
dx =

∫ x2

x1

[dw(ż− v)ż+drα̇
2]dx.

(5.11)

Remembering that [|T |] = 0 and [|M |] = 0 this can be simplified to

T ż|x2x1 + T ṡ[|λ|]−
∫ x2

x1

T λ̇dx+Mα̇|x2x1 +Mṡ[|κ3|]−
∫ x2

x1

Mκ̇3dx =

∫ x2

x1

[dwż
2 − dwvż + dr|α̇|2]dx, (5.12)
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From the balance of energy of the rod in the domain (x1, x2) we have

d

dt

∫ x2

x1

w dx = −q|x2x1 + T ż|x2x1 +Mα̇|x2x1 −
∫ x2

x1

dw(ż − v)żdx−
∫ x2

x1

drα̇
2 dx, (5.13)

where w(x, t) is the internal energy per unit length and q is heat (heat flux through a

cross-section times area of cross-section). Substituting this into eqn. (5.12) we get

d

dt

∫ x2

x1

wdx = −q|x2x1 + T ṡ[|λ|] +

∫ x2

x1

T λ̇dx−Mṡ[|κ3|] +

∫ x2

x1

Mκ̇3dx. (5.14)

Assuming a discontinuity at x = s(t) leads to

∫ x2

x1

(ẇ − T λ̇+
∂q

∂x
−Mκ̇3)dx = ṡ([|w|]− T [|λ|]−M [|κ3|])− [|q|]. (5.15)

Away from the discontinuity we localize this balance of energy to get

ẇ = T λ̇+Mκ̇3 −
∂q

∂x
, (5.16)

while at a discontinuity x = s(t) we get

ṡ([|w|]− 〈T 〉[|λ|]− 〈M〉[|κ3|]) = [|q|]. (5.17)

From the entropy inequality we have

d

dt

∫ x2

x1

ηdx ≥ − q
Θ
|x2x1 , (5.18)

where Θ(x, t) is the local temperature and η(x, t) is the entropy per unit length in the
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reference configuration. Since we are dealing with a molecule immersed in a fluid at constant

temperature Θ we will assume that Θ(x, t) is constant and equal to the fluid (or bath)

temperature. Localizing this equation away from the discontinuity we get

η̇ +
1

Θ

∂q

∂x
≥ 0. (5.19)

Now, let W = w − Θη be the Helmholtz free energy per unit reference length of the rod,

then from equation (5.16), Ẇ = T λ̇+Mκ̇3 − ∂q
∂x −Θη̇. So, η̇ = 1

ΘT λ̇+ 1
ΘMκ̇3 − Ẇ

Θ −
1
Θ
∂q
∂x .

Substituting this into eqn. (5.19) we get

1

Θ
T λ̇+

1

Θ
Mκ̇3 −

Ẇ

Θ
≥ 0, (5.20)

which can be localized to a discontinuity to get

ṡ([|W |]− 〈T 〉[|λ|]− 〈M〉[|κ3|]) ≥ 0. (5.21)

If we define driving force as fdriving = [|W |]− 〈T 〉[|λ|]− 〈M〉[|κ3|] then the above equation

says that the rate of dissipation fdriving ṡ at a moving discontinuity must be non-negative.

Thus, our description of moving discontinuities in a rod with jumps in both stretch and

twist is consistent with numerous other works [1, 2, 4–7, 65, 67, 85].

5.2 Phase diagram

Our focus in this paper is on studying DNA phase transitions under combined tension and

torsion. We will confine ourselves to the high tension regime in which bending fluctuations
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B-DNA S-DNA L-DNA Z-DNA

A 205pNnm2 28.7pNnm2 36.9pNnm2 820pNnm2

C 369pNnm2 41pNnm2 82pNnm2 94.3pNnm2

S 1220 pN 270 pN 610 pN 3030 pN
g -84 pNnm -122 pNnm -100 pNnm -81 pNnm
λ0
j 1 1.706 1.353 1.0898

κ0
j 0nm−1 −0.699nm−1 −0.3437nm−1 −0.3437nm−1

Table 5.1: Properties of different DNA phases from previous works. The B-DNA phase is
stable at room temperature, and zero tension and torque. Unstretched B-DNA along the
x-axis is our reference configuration with 0.34nm per base-pair.

can be safely neglected and the Helmholtz free energy function in each phase of the DNA

can be approximated as [12, 55]

Wj =
Sj
2

(λ− λ0
j )

2 + gj(λ− λ0
j )(κ3 − κ0

j ) +
Cj
2

(κ3 − κ0
j )

2, (5.22)

where j denotes a phase of the DNA molecule, Sj is the stretching modulus of phase j,

Cj is the twisting modulus and gj is the twist-stretch coupling modulus. The constants

λ0
j and κ0

j have to do with the intrinsic stretch and twist of phase j with respect to the

B-DNA phase. Hence, for B-DNA λ0
B = 1 and κ0

B = 0. Following the treatment by Marko

and Neukirch(2013) and Argudo and Purohit (2014), we can extract the properties of the

phases of DNA we consider in this paper as summarized in table 1.

For each phase of DNA we can now write the constitutive relation using stretch and

twist as the independent variables by differentiating the expression for the stored energy

density given by equation (5.22).

T =
∂Wj

∂λ
= Sj(λ− λ0

j ) + gj(κ3 − κ0
j ), (5.23)

M =
∂Wj

∂κ3
= Cj(κ3 − κ0

j ) + gj(λ− λ0
j ). (5.24)
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These can be rewritten with T and M as independent variables by solving for λ and κ3 in

each phase. The resulting equations are given below.

λ =
gjM − CjT
g2
j − SjCj

+ λ0
j , (5.25)

κ3 =
gjT − SjM
g2
j − SjCj

+ κ0
j . (5.26)

It is clear that for any pair of force and moment values (T,M) the stretch λ and twist κ3

will be different depending on the phase of the DNA. We have implied here that there are

combinations (T,M) in which multiple phases of DNA can co-exist. Since it is well known

that the transitions between the phases of DNA are first order phase transitions [16, 50] we

can compute the co-existence lines on the T −M plane using the Clapeyron equation [45].

For example, the curve for the co-existence between B-DNA and S-DNA can be computed

by solving the following differential equation.

∂M

∂T
=

λB − λS
κ3S − κ3B

=

gBM−CBT
g2B−SBCB

+ λ0
B −

gSM−CST
g2S−SSCS

− λ0
S

gST−SSM
g2S−SSCS

+ κ0
S −

gBT−SBM
g2B−SBCB

− κ0
B

, (5.27)

where gB, gS , CB, CS , SB, SS , λ
0
B, λ

0
S , κ

0
B and κ0

S are the constitutive parameters for B-DNA

and S-DNA. Since this is a first order ordinary differential equation we need one constraint

to uniquely determine the co-existence curve. From experiments it is known that the B-

and S- phase coexist at T = 54pN , M = −5pNnm [50, 96], so our co-existence curve must

pass through this point on the T −M plane. We can perform a similar exercise to get the

co-existence curves for B-DNA and L-DNA as well as S-DNA and L-DNA. The resulting

phase diagram is plotted in figure 5.2.

We have plotted a second phase diagram in figure 5.2 with L-DNA replaced by Z-DNA.
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Figure 5.2: Phase diagram of DNA. (a) The three phases B-DNA, L-DNA and S-DNA are
stable in different regions of the T −M plane. These regions are separated by co-existence
lines which are computed using the Clapeyron equation. (b) Phase diagram with Z-DNA
instead of L-DNA. Z-DNA is also a left handed phase of DNA, like L-DNA.

Z-DNA is a left handed phase of DNA that has been known since the 1970s [35]. It has

been suggested in the literature that L-DNA is not a separate phase of DNA, rather it is a

mixture of Z-DNA and another phase, perhaps S-DNA [12, 59]. We will test this possibility

in the following, so it is useful to know the co-existence curves for Z-DNA with the other

phases.

5.3 Propagating interfaces between different phases of DNA

It is now known that the B-DNA to S-DNA transition in DNA can occur in displacement

controlled experiments (with no torsional constraints) by the motion of one or two interfaces

through the length of the DNA [40]. These interfaces, or phase boundaries, are often

nucleated at the boundaries or at defects in the DNA strands and propagate as the two

ends of the DNA are pulled away from each other. For the following analysis we admit the

possibility of propagating interfaces even in DNA stretched with torsional constraints. We

will integrate the equations of motion allowing for the presence of these propagating phase
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Figure 5.3: A schematic representation of the discrezation of our continuum. The big dot
between node u and u+ 1 represents a moving phase boundary. The continuum is fixed at
the left end at node j = 1. It is held at constant force T1 and rotated at angular velocity ω
at the right end.

boundaries by following the ideas in Raj and Purohit [66, 67] who use a finite difference

method. We first discrete our DNA represented by a 1D continuum into N segments of

length ∆, so that L = N∆ where L is the reference length of the DNA sample. At the jth

node there are two degrees of freedom, the deformed position zj and the deformed angle

αj . These nodes are static in the reference configuration.

Away from discontinuity, the motion of a node is governed by equations ∂M
∂x = drα̇

and ∂T
∂x = dwż as inertia effects are neglected and the surrounding fluid is assumed static.

We discretize these equations for our numerical calculation as
T i

j+1
2

−T i

j− 1
2

∆ =
dw(zi+1

j −zij)

δt and

M i

j+1
2

−M i

j− 1
2

∆ =
dr(αi+1

j −αi
j)

δt . Here the superscript i denotes the time instant and the subscript

j refers to the node. For example, T i
j+ 1

2

denotes the force in the region between node j and

node j + 1 at time instant i. These equations result in the following updating scheme for

the degrees of freedom zj and αj at the nodes:

zi+1
j = zij +

T i
j+ 1

2

− T i
j− 1

2

dw

δt

∆
, (5.28)

αi+1
j = αij +

M i
j+ 1

2

−M i
j− 1

2

dr

δt

∆
, (5.29)

where δt is the length of the time-step. We assume that the linear and angular positions zij

and αij at time instant i are known for j = 1, 2, ..., N +1. Then for each node the linear and
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angular positions at time instant i+ 1 can be computed using the above updating scheme.

This scheme does not work when a phase boundary is present between two nodes. We deal

with this case next.

To represent propagating phase boundaries we use another kind of node that moves

through the reference configuration. Across these moving nodes the stretch λ and twist

κ3 can be discontinuous. The motion of these nodes is governed by the kinematic jump

conditions and linear/angular momentum jump conditions. Let us assume that there is at

most one phase boundary in the sample. The node representing this phase boundary is

labeled by s. Suppose this phase boundary is between node u and node u + 1. We need

equations to update the positions of these nodes and an equation to update the position of

the phase boundary. From equation (5.4) and (5.7) we must have [|T |] = 0 and [|M |] = 0

across this phase boundary. This gives us two equations. Now, for convenience, let us

assume that on one side of this phase boundary we have B-DNA, and on the other side

we have S-DNA. The reference length of the segment between nodes u and u + 1 in the

B-DNA phase is ∆B and that in the S-DNA phase is ∆S = ∆ −∆B. Then, continuity of

z and α gives us two more equations. If the phase transition occurs at equilibrium then

a fifth equation can be obtained by observing that the B-DNA and S-DNA phases can

co-exist only on a curve in the T −M plane given by (5.27). We linearize this curve at the

force prevailing between node u and u + 1 at time instant i to obtain the fifth equation.

If the phase transition occurs away from equilibrium then the fifth equation comes from a

kinetic relation which shows how the phase boundary velocity ṡ depends on the driving force

fdriving. To sum it up, for an equilibrium calculation in which phase boundary motion can

be described by the coexistence curve, the five conditions we enforce at each time instant
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are

SB(λB − λ0
B) + gB(κ3B − κ0

B) = SS(λS − λ0
S) + gS(κ3S − κ0

S), (5.30)

CB(κ3B − κ0
B) + gB(λB − λ0

B) = CS(κ3S − κ0
B) + gS(λS − λ0

S), (5.31)

λB∆B + λS∆S = zu+1 − zu, (5.32)

κ3B∆B + κ3S∆S = αu+1 − αu, (5.33)

A1λS +A2κ3S = A3, (5.34)

where λB and κ3B are the stretch and twist in the B-DNA side, λS and κ3S those on the

S-DNA side, and A1, A2 and A3 are three constants that are obtained by linearizing the

co-existence curve. An example for how this linearization is performed for a transition

from B-DNA to S-DNA is described in the appendix. A similar procedure can be followed

for a B-DNA to L-DNA transition or S-DNA to L-DNA transition. To implement this

numerically, we assume that at time instant i we know the linear and angular positions of

all nodes including the phase boundary. Then we get the new positions at time instant i+1

as follows:

zi+1
u = ziu +

T is− − T
i
u− 1

2

dw

δt
1
2(∆ + ∆i

B)
, (5.35)

αi+1
u = αiu +

M i
s− −M

i
u− 1

2

dr

δt
1
2(∆ + ∆i

B)
, (5.36)

zi+1
u+1 = ziu+1 +

T i
u+ 3

2

− T is+
dw

δt
1
2(∆ + ∆i

S)
, (5.37)

αi+1
u+1 = αiu+1 +

M i
u+ 3

2

−M i
s+

dr

δt
1
2(∆ + ∆i

S)
. (5.38)

Here, M i
s+ denotes the moment in the segment between nodes s and u+ 1 at time instant i
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and similarly for other quantities. The forces and moments T is+ , M i
u− 1

2

, etc., are obtained

from the stretches and curvatures at time instant i. Now the stretches and curvatures at

time instant i + 1 are obtained by enforcing (5.30)-(5.34) as follows. We first solve the

matrix equation



SB −SS gB −gS

gB −gS CB −CS

∆i
B ∆i

S 0 0

0 Ai1 0 Ai2





λi+1
B

λi+1
S

κi+1
3B

κi+1
3S


=



SBλ
0
B + gBκ

0
B − SSλ0

S − gSκ0
S

gBλ
0
B + CBκ

0
B − gSλ0

S − CSκ0
B

zi+1
u+1 − zi+1

u

Ai3


. (5.39)

for the unknowns λi+1
B , λi+1

S , κi+1
3B and κi+1

3S . Then, we compute ∆i+1
B and ∆i+1

S using

κi+1
3B ∆i+1

B + κi+1
3S ∆i+1

S = αi+1
u+1 − α

i+1
u . (5.40)

5.3.1 Simulation of equilibrium phase transition

We have employed the method described above to simulate the experiment in Sheinin et al.

[74]. In this experiment a constant force T1 is applied to a piece of DNA which is known to

be in the B- phase initially. A constant twist rate ∂α
∂t |L = −ω is applied to one end while

the other end is held fixed. This causes the right handed B-DNA to ‘melt’ and form left

handed L-DNA. Hence the boundary conditions applied to the DNA in this experiment are

α(0, t) = 0, α(L, t) = −ωt, z(0, t) = 0, T (L, t) = T1. (5.41)

Sheinin et al. [74] do not give the value of L in their paper, but it is easy to compute it using

the data provided in their paper for ω = 0. We fit the force-extension data for T < 65pN
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and zero twist using the worm-like-chain formula

〈x〉
L

= 1− kBΘ√
4Af

+
T

S
, (5.42)

where A is the bending modulus in the B-DNA phase, S is the stretching modulus and

kBΘ = 4.1pNnm at Θ = 300K. From the experiment we know 〈x〉 as a function of T , so L

is the only fitting parameter. We find that L ≈ 700nm. With the reference length of the

DNA known, we integrated our equations of motion assuming that a single phase boundary

between B-DNA and L-DNA is nucleated at x = L and moves left toward x = 0. The

resulting extension-twist curve is plotted in figure 5.4 for three different values of the force

T1. The corresponding experimental data is also plotted. We clearly capture the general

profile of the force-extension curve using our computational method. The curves for M(L, t)

as a function of α(L, t) = −ωt for each of these forces is also shown in figure 5.5 although

this was not measured in the experiment.

Even though Sheinin et al. [74] regard the ‘melted’ phase as L-DNA it is possible

that B-DNA transitions into Z-DNA in their experiments. We can use our computational

method to simulate the experiment assuming that the ‘melted’ phase is Z-DNA and not

L-DNA. The corresponding extension-twist curves are plotted in figure 5.4 together with

the experimental data. For each force T1 we can compute an error as the square of the

difference between the experimental and theoretical curves integrated over the full range of

applied twist. We find that the error is three times smaller if we assume that the melted

phase is Z-DNA. This shows that in the experiments of Sheinin et al. [74] Z-DNA could

indeed be present, as has been suggested earlier [12]. Now, because of the constant thermal

bombardment from the surrounding fluid Z-DNA can convert to S-DNA and vice-versa if
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Figure 5.4: Simulation of the DNA-melting experiment of Sheinin et al. [74] with (a) Z-
DNA, and (b) L-DNA. Initially, the DNA is in the B- phase in these experiments. It is held
at a constant tension T1 and rotated at angular velocity −ω to cause the phase transition.
Although the general form of experimental curves is captured in both cases the difference
between the experimental data and our computation is smaller if we assume that B-DNA
transitions into Z-DNA.
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Figure 5.5: Prediction of torque vs. twist curves from our simulation of the experiment
in Sheinin et al. [74]. The results are shown for both (a) Z-DNA, and (b) L-DNA. Recall
that initially all the DNA is in the B- phase. The general form of the curves is captured
correctly by our computation and there is quantitative agreement with experiments.
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the free energy difference between these phases is on the order of kBT or lower. This will

result in a mixture of Z-DNA and S-DNA behind the phase boundary. We can compute

the free energy per unit length of DNA under tension and torsion using a formula given by

Argudo and Purohit (1998)[12]:

Gj = − 1

2C̃
(
gjT

Sj
−M)2 − T 2

2Sj
+ κ0

jM +G0j , (5.43)

where C̃ = Cj − gj
2

Sj
, T is force, M is torque, gj , Sj and Cj are coupling, stretching and

twisting modulus in phase j and G0j is the free energy per unit length at a reference state

T = 0,M = 0 for phase j. The material properties appearing in the equation above will

be different depending on the phase of the DNA. Some of these properties are summarized

in table 1. G0z for Z-DNA is 1.5 kBΘ and G0s for S-DNA is 5 kBΘ per base-pair. With

this free energy density we can easily calculate the probability that one base pair (which

is l = 0.34nm long in the reference configuration) will be in the Z-DNA phase over the

probability that it will be in the S-DNA phase at a given force and torque using[45]

P (Z)

P (S)
= exp

(
− l(Gz(T,M)−Gs(T,M)

kBΘ
)

)
. (5.44)

We have plotted this probability as a function of force and torque seen in the experiments

in figure 5.6. We see that the probability for Z-DNA is higher than for S-DNA. However,

since the ratio P (Z)
P (S) is not much larger than 1, the phase resulting after the phase transition

is indeed a mixture of Z-DNA and S-DNA as has been suggested earlier [12].
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Figure 5.6: Ratio of probabilities that a single base pair of DNA is in the Z-DNA phase vs.
S-DNA phase on phase co-existence line between B-DNA and Z-DNA. At higher tensions
the probability of converting Z-DNA to S-DNA increases, consistent with the phase diagram
in figure 5.2.

5.3.2 Simulation of non-equilibrium phase transition

When the phase transition occurs away from equilibrium we can no longer rely on the

equation for the co-existence line to compute the position of the phase boundary. Recall

that the co-existence line is a result of integrating the Clapeyron equation which was derived

from equilibrium considerations[45]. Instead of the co-existence line, we now use a kinetic

relation to compute the position of the phase boundary. If the transition occurs not far

from equilibrium we can use a linear kinetic law, such as

ṡ = cfdriving = c([|W |]− 〈T 〉[|λ|]− 〈M〉[|κ3|]), (5.45)

with c > 0 so that the dissipation inequality is satisfied.

We have used this idea to simulate the B-DNA to Z-DNA transition in another torque

spectroscopy experiment [59]. In this experiment, a constant force is applied to the DNA

chains using a magnetic bead type assay so that it is initially stretched. There is a transducer
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segment which connects between the magnetic bead (bead A) and the ‘sequence of interest’.

At the junction between the transducer segment and the sequence of interest another bead

(bead B) is attached to report the rotations there. The paper [59] mentions that the torque

in the transducer segment is given as Mt = kTDθAB where θAB is the difference in rotation

between bead A and bead B and kTD is estimated from the fluctuations of θAB measured in

the experiments. Bead A is rotated at constant angular velocity ω and its angle is denoted

as θA while the angle of rotation of bead B is θB(L, t) where L is the length of the sequence

of interest. Hence, the boundary conditions are

α(0, t) = 0, z(0, t) = 0, T (L, t) = T1, θA(t) = ωt. (5.46)

In Florian et al [59] T1 = 4pN. Initially, the sequence of interest is in the B-DNA phase.

From figure 1 of Florian et al [59] we see that in the beginning of the experiment the

torque increases linearly, then an abrupt jump in the torque occurs signaling the start of

the phase transition. Subsequently, the torque is not fluctuating about a constant value

but is increasing in magnitude. This is not expected in an equilibrium phase transition at

constant tension in which the torque should be also constant. Hence, there is the possibility

that the phase transition occurs out of equilibrium.

We start our simulation at a torque just below the maximum torque before the abrupt

jump occurs. A phase boundary is nucleated at x = L when a critical torque is reached.

This phase boundary propagates through the sequence of interest until it reaches x = 0. If

the phase boundary is between nodes u and u+ 1 at time instant i, then the stretches and
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twisting curvatures at time instant i+ 1 near the phase boundary are computed using



SB −SZ gB −gZ

gB −gZ CB −CZ

∆i
B ∆i

Z 0 0

0 0 ∆i
B ∆i

Z





λi+1
B

λi+1
Z

κi+1
3B

κi+1
3Z


=



SBλ
0
B + gBκ

0
B − SZλ0

Z − gZκ0
Z

gBλ
0
B + CBκ

0
B − gZλ0

Z − CSκ0
B

zi+1
u+1 − zi+1

u

αi+1
u+1 − αi+1

u


. (5.47)

Then, we compute ∆i+1
Z = ∆−∆i+1

B using

∆i+1
Z = ∆i

Z + ṡiδt, (5.48)

where ṡi is the phase boundary velocity at time instant i which is determined using (5.45).

The value of c is not known to us, so we fit it by trial and error until our plots for the torque

vs. twist matches the experimental data in Florian et al [59]. c = 0.137pN−1nm−1µs−1 gives

a good fit to the experimental data as shown in figure 5.7. In performing our numerical

simulations we also ensure that our results are independent of δt. We have plotted the

extension of the DNA molecule from our calculation. This has not been measured in the

experiments of Florian et al [59], but is easily done. From the result we see that due to linear

kinetics the extension is no longer a linear function of the twist. We have also calculated

the energy dissipated by the phase boundary as Wd =
∫
fdriving · ṡ dt and found that it is

56 percent of the external work done on the system. This suggests that in our calculation

the system is indeed away from equilibrium.
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Figure 5.7: (a) Simulation of the experiment in Florian et al. [59]. The experiment is
performed using a magnetic bead assay. Initially, B-DNA is stretched to 4pN and then the
bead is rotated. We have employed a linear kinetic relation (5.45) for our simulation of the
phase transition between B-DNA and Z-DNA. By trial and error we find that c = 0.137
pN−1nm−1s−1 gives a good fit to the experimental data. (b) The extension vs twist relation
predicted from our calculation during the phase transition process.

5.4 Conclusions

In this chapter we have studied phase boundaries in one-dimensional continua across which

both the stretch and twisting curvature can suffer jumps. Discontinuities of this type had

been used to model impact of elasto-plastic bars, but we are not aware of an attempt to use

them in the study of phase transitions. The introduction of a second strain variable (the

twisting curvature) means that we have to account for the balance of angular momentum in

our one-dimensional continuum in addition to the balance of linear momentum and energy.

The free energy is now a function of two variables (stretch and twisting curvature) and this

opens up the possibility of an ‘egg carton’ type landscape with multiple wells corresponding

to different phases on the stretch-curvature plane. The expression for the thermodynamic

driving force for phase boundaries between any two phases now has contributions from both

the stretch and twist. The speed of the propagation of the phase boundaries is determined
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as a function of the driving force by a kinetic relation. We use this kinetic relation in

a finite difference computational method for integrating the equations of motion of our

one-dimensional continuum.

We have shown in this paper that experimental results for combined tension and tor-

sion in which DNA undergoes phase transitions from B-DNA to L-DNA can be accurately

explained by the propagation of this type of phase boundaries. We have considered phase

transitions both at equilibrium and out of equilibrium. We have confirmed the plausibil-

ity of the idea that in some of the experiments B-DNA is actually converting to another

left handed phase called Z-DNA, rather than L-DNA. Even though we have confined our

attention only to DNA in this paper our framework is general enough to be extended to

other rod-like macromolecules that are capable of undergoing phase transitions, such as,

coiled-coil proteins.
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Chapter 6

Conclusion

In this thesis we have mainly studied phase transition phenomena in mass-spring chains. In

each of the problems where we integrated Newton’s second law for the mass-spring chains

we have shown analogies with problems in phase transforming continua. We have exploited

these analogies to extract kinetic relations for moving phase boundaries. Recall that in the

continuum theory of phase transitions these kinetic relations would have been supplied as

constitutive information. We have also extended the continuum theory of phase transitions

to study the phase behavior of DNA in single molecule experiments. In the following we

briefly summarize the work in this thesis and provide some pointers to future directions.

In chapter 2 we have shown how to obtain kinetic relations for moving phase bound-

aries in mass-spring chains. We demonstrated that the kinetic relations can be used to

solve continuum Riemann problems to give results that are consistent with the mass-spring

chain. We also integrated Langevin’s equation of motion for the masses to simulate an

isothermal bar immersed in a heat bath. We showed rigorously that our implementation

of the numerical integrator for Langevin’s equation passes important statistical mechanical
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tests. We demonstrated that the kinetic relation is a function of the bath temperature. We

studied a relatively simple problem, but we laid the foundation on which a majority of this

thesis is built.

In chapter 3 we have studied the dynamics of a mass-spring chain with extensional

and rotational degrees of freedom at each mass. The energy landscape of the springs

has multiple wells, as would be the case for a rod capable of phase transitions. We have

shown that the solutions of continuum Riemann and impact problems in rods capable of

twist-stretch phase transitions are analogous to the those in the numerical solutions of our

chains. In particular, we have observed discontinuities across which the twist and stretch

can jump. Discontinuities of this type had been used to model impact of elasto-plastic bars

and nano tubes [26, 56, 79], but we are not aware of an attempt to use them in the study

of phase transitions, except [9]. Our mass-spring chain has furnished a kinetic relation for

phase boundaries across which the twist and stretch can jump. Although, we obtained a

kinetic relation whose form is familiar from earlier work we found that it gave unphysical

negative dissipation for some combinations of parameters. The problem at the root of this

anomaly is that we cannot neglect the energy stored in the oscillations of the masses in the

interpretation of the dynamics of mass-spring chains. In particular, we must incorporate

temperature into the numerical solutions of these chains. We have made an attempt to

do so by defining a temperature that is proportional to the energy in the vibrations of the

masses and springs that a purely mechanical continuum theory neglects. A temperature

defined in this way jumps only across a phase boundary and not a sonic wave. This is

exactly what happens in a Mie-Gruneisen type material when it undergoes adiabatic phase

transitions. We have used this insight to extract a new kinetic relation that does not suffer

114



from the problem of giving negative dissipation rates.

In chapter 4 we have studied the dynamics of a mass-spring chain with extensional and

rotational degrees of freedom at each mass at finite temperature. This is accomplished

by simulating the dynamics of a mass-spring chain immersed in a heat bath. The energy

landscape of the springs has multiple wells as in chapter 3. Similar to [98], we implemented

a Langevin dynamics calculation both in extensional and rotational degrees of freedom. We

employed a quasi-sympletic algorithm to integrate our equations as described in [52]. We

have shown that the kinetic relation in this circumstance still has the same form as in [98],

but the constants appearing in it are temperature dependent. When bath temperature is

large enough, we no longer observe cases of negative dissipation that we had observed in an

adiabatic environment as in [99].

In chapter 5 we have studied phase boundaries in one-dimensional continua across which

both the stretch and twisting curvature can suffer jumps. While in chapters 3 and 4 this type

of continuum problems were solved assuming that the inertia forces are large, in chapter

5 inertia forces are assumed negligible. Just as in chapters 3 and 4 the free energy is

now a function of two variables (stretch and twisting curvature) and this opens up the

possibility of an ‘egg carton’ type landscape with multiple wells corresponding to different

phases on the stretch-curvature plane. Hence, the expression for the thermodynamic driving

force for phase boundaries between any two phases now has contributions from both the

stretch and twist. The speed of the propagation of the phase boundaries is determined

as a function of the driving force by a kinetic relation. We use this kinetic relation in

a finite difference computational method for integrating the equations of motion of our

one-dimensional continuum. We have shown in this chapter that experimental results for
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combined tension and torsion in which DNA undergoes structural transitions from B-DNA

to L-DNA can be accurately explained by the propagation of this type of phase boundaries.

We have considered structural transitions both at equilibrium and out of equilibrium. We

have confirmed the plausibility of the idea that in some of the experiments B-DNA is actually

converting to another left handed phase called Z-DNA, rather than L-DNA. Even though

we have confined our attention only to DNA in this chapter our framework is general

enough to be extended to other rod-like macromolecules that are capable of undergoing

phase transitions, such as, coiled-coil proteins [21, 72].

Even though we have extended the Abeyaratne-Knowles theory of phase transitions

in one-dimensional continua by introducing twist as a new variable in this thesis there

are several new directions that could be explored in future work. One new direction is

to bring fluctuation theorems [28, 39] of non-equilibrium statistical mechanics to bear on

continuum problems involving phase transitions. For example, it is known that hysteresis

in loading/unloading experiments performed in a constant temperature bath is connected

to information theoretic ideas of entropy. On the other hand, we know from the continuum

theory of phase transitions that hysteresis is connected to phase boundary kinetics [7]. So,

a possible idea to explore is, “Can kinetic relations for phase boundaries in mass-spring

chains immersed in a heat bath be derived using information theoretic ideas of entropy?”

To answer this question we will have to build on the simulations of chapter 4. Another new

direction is to build on the methods of chapter 5 to study transitions of B- and S-DNA to P-

DNA [22]. P-DNA is right-handed helical form of DNA that has not been as deeply studied

as the left-handed Z- and L-DNA phases. Lastly, an important aspect of the analysis that

was ignored in chapter 5 is to see how our numerical method must be modified to deal with
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a triple point in the DNA phase diagram. Future work should address this lacuna.
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Appendix A

Appendix - Chapter 2

We assume there exists a discontinuity at reference location x = s(t) and denote x ≥ s(t)

as the + side, x ≤ s(t) as the - side. For any quantity f(x, t) we denote f(x+, t)− f(x−, t)

by [|f |] and f(x+,t)+f(x−,t)
2 by 〈f〉. From continuity of the deformed material we have [|u|]

= 0. Differentiating this equation with respect to time we get

ṡ[|ε|] + [|v|] = 0 (A.1)

where v(x, t) = u̇ = ∂u
∂t is the particle velocity. We refer the reader to Purohit and Bhat-

tacharya (JMPS) [65] for details of the derivations given here. The equation for balance of

linear momentum for a portion of the bar in the interval (x1, x2) is:

∂

∂t

∫ x2

x1

ρu̇ dx = T |x2x1 , (A.2)

where ρ(x, t) is the mass per unit length and T (x, t) is the tension in the bar. If we localize

this equation to a discontinuity s(t) (with x1 ≤ s(t) ≤ x2) then we get the linear momentum
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the jump condition

[|T |] + ṡ[|ρv|] = 0. (A.3)

From the balance of mechanical power of the bar in the domain (x1, x2) we have

∂

∂t

1

2

∫ x2

x1

ρv2 dx = Tv|x2x1 −
∫ x2

x1

T ε̇dx (A.4)

The term on the LHS is the rate of change of kinetic energy, the first term on the RHS is the

rate of work done at the boundaries, the second term on the RHS is the rate of change of

the stored elastic energy. When this is localized to a discontinuity s(t) we get the following

jump condition after using (A.1) and (A.3)

[|1
2
ρv2|] + 〈T 〉[|ε|] = 0. (A.5)

If we denote θ(x, t) as the temperature, G(θ) as the rate of heat loss per unit length from

the bar to the environment, ε(x, t) as the internal energy per unit mass and q(x, t) as the

heat flow across cross section at x and time t then the balance of energy can be written as

∂

∂t

∫ x2

x1

ρε+
1

2
ρv2 dx = −q|x2x1 + Tv|x2x1 −

∫ x2

x1

G(θ)dx

By localizing this equation to the discontinuity at s(t) we get the jump condition

ṡ(ρ[|ε|]− 〈T 〉[|ε|]) = [|q|]. (A.6)
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The entropy inequality (or the second law of thermodynamics) for the portion of the bar

between x1 and x2 can be written as:

∂

∂t

∫ x2

x1

ρη dx ≥ −q
θ
|x2x1 −

∫ x2

x1

G(θ)

θ
dx (A.7)

where η(x, t) is the entropy per unit length of the bar. By localizing this to the discontinuity

at x = s(t) we get the jump condition:

ρṡ[|η|] ≤ [|q
θ
|]. (A.8)

If we now introduce ψ = ε− θη as the Helmholtz free energy density then (A.6) and (A.8)

can be combined to give

ṡ(ρ[|ψ|]− 〈T 〉[|ε|] + 〈ρη − q

θ
〉[|θ|]) ≥ 0 (A.9)

This is of the form fṡ ≥ 0 where f = ρ[|ψ|] − 〈T 〉[|ε|] + 〈ρη − q
θ 〉[|θ|]. We call this f as

the driving force [? ]. If we assume perfect heat conduction within the continuum, then

θ is continuous and driving force f is reduced to f = ρ[|ψ|] − 〈T 〉[|ε|]. This expression

for the driving force is used in the purely mechanical version of the theory. More detailed

derivations can be found in reference [66]. Specific expressions for f for a trilinear material

will be given in the following and can also be found in [66].
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Appendix B

Appendix - Chapter 3

In this appendix we show how the coefficient A1, A2, A3 in (5.34) for an equilibrium phase

transition can be calculated. We will take the example of the phase transition between

B-DNA and S-DNA. When the phase transition happens in equilibrium, the force and

torque must observe the phase coexistence curve which is given by (5.27). By solving this

differential equation we get a relation between force and torque as follows:

M = 0.4375f + 5.696− 0.6615
√

0.0768f2 + 15.31f + 1047.17, (B.1)

where force f is in units of pN and torque M is in units pNnm. We can take the derivative

of the equation above to get

∂M

∂f
= 0.4375− 0.0508f + 5.064√

0.0768f2 + 15.31f + 1047.17
. (B.2)

At f=65pN, ∂M
∂f = 0.2655 nm so the linearized relation becomes M = 0.2655f − 15.26. We

can express force and torque in terms of stretch λ and twisting curvature κ3 using equation
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(5.23) (5.24) to get

(gS−0.2655SS)λS +(CS−0.2655gS)κ3S = CSκ
0
S +gSλ

0
S−0.266SSλ

0
S−0.2655gSκ

0
S−15.26.

(B.3)

So, A1 is the coefficient of λS , A2 is the coefficient of κ3S and A3 is the constant on the

right hand side. At f = 65pN, A1 = −289.4, A2 = 116.6nm and A3 = −436.1.
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Appendix C

Appendix - Chapter 4

Here we give a short summary of Mie-Gruneisen type thermoelastic material with only a

translational degree of freedom. A detailed description of phase transitions in this type

of material can be found in [7]. The constitutive relations for the stress and entropy of a

two-phase Mie-Grueisen material in one dimension are given by:

T =


Sλ− ρcβ(θ − θT ), for the ‘L’ phase,

S(λ+ γT )− ρcβ(θ − θT ), for the ‘H’ phase,

(C.1)

η =


βcλ+ c(1 + log(θ/θT )), for the ‘L’ phase,

βc(λ+ γT ) + c(1 + log(θ/θT ))− λT /θT , for the ‘H’ phase,

(C.2)

where S is the stretching modulus, λ is stretch, ρ is density, θ is temperature, c is specific

heat, β is Gruneisen parameter and γT , λT and θT are constants. For a propagating

discontinuity in a bar made of such a material the following jump conditions must be
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satisfied under adiabatic conditions:

[|v|] + ṡ[|λ|] = 0,

[|T |] + ρṡ[|v|] = 0,

(ρ[|cθ|]− 〈T 〉[|λ|])ṡ = 0,

(C.3)

where v is the particle velocity. The driving force at such a discontinuity is given by:

fdriving = −ρ〈θ〉[|η|]. (C.4)

We can specialize this to a phase boundary by substituting the appropriate constitutive

relations for η. If we assume β = 0 we get for a phase boundary

fdriving = (λT /θT + c log(θ+/θ−)). (C.5)

If λT (the latent heat) is also zero (since the bottom of the two wells are at the same height)

then we are left with fdriving = c log(θ+/θ−) which is what we have used as the driving force

in the text.
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