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Improving Resource Utilization for Compositional Scheduling Using
DPRM Interfaces

Abstract

The paper revisits the generation of interfaces for compositional real-time scheduling. Following an
established line of research, we use periodic resource models in component interfaces to describe resource
demand of the component. We identify a deficiency of existing interface generation algorithms that may
require parameters of the resource model to be infeasibly small. We propose a new algorithm for interface
generation that avoids this deficiency. We further demonstrate that resource utilization can be improved by
using dual-periodic resource model (DPRM) interfaces that employ two periodic resource models to
characterize the resource demand more precisely.
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Improving Resource Utilization for Compositional
Scheduling using DPRM Interfaces

Jaewoo Lee Linh T.X. Phan Sanjian Chen Oleg Sokolsky Insup Lee
Department of Computer and Information Science, UniversitPennsylvania
Email: {jaewoo, linhphan, sanjian, sokolsky, Je@cis.upenn.edu

Abstract—The paper revisits the generation of interfaces for A common way to represent resource requirements in a
compositional real-time scheduling. Following an established line component interface is to userasource mode[Z] Several
of research, we use periodic resource models in component g rce models have been proposed in the literature, kth t

interfaces to describe resource demand of the component. We iodi del [11 bei ne of the most commonl
identify a deficiency of existing interface generation algorithms Periodic resource model [1] being one of the most commonly

that may require parameters of the resource model to be infeasi- Used. A periodic resource modél = (II,0) used as the
bly small. We propose a new algorithm for interface generation interface of a component specifies that the component needs

that avoids this deficiency. We further demonstrate that resouce  to be allocated at lea€d units of resource access in evdiy
utilization can be improved by usingdual-periodic resource model i ynits, A necessary part of a resource model-based com-
(DPRM) interfaces that employ two periodic resource models to " . . . .
characterize the resource demand more precisely. positional schedulability analysis framework is an glgcm to

Index Terms—hierarchical real-time scheduling; periodic re- Calculate parameters of the resource model sufficient toemak
source model; interface generation the component schedulable. It is also desirable to make such
an algorithm optimal so that the component is not allocated
unnecessary resources.

Component-based design has become the widely used techAn optimal algorithm for the calculation of resource in-
nology for the construction of complex computer-based syterfaces has been introduced in [3]. The algorithm computes
tems. Component technologies allow us to apply the dividperiodic resource modgll, ©) that minimizes theesource
and-conquer approach to reduce design complexity. Cobandwidth ©/II. While theoretically optimal, the algorithm
ponents provide well-defined interfaces that abstract awesgnnot always be used in practice, because it calcutatas
implementation details and enable reuse of a componentaimational number. Practicall) should be an integer multiple
different applications. Furthermore, many modern systero$ the time slice used by the operating system, which may
are developed through collaboration of many independamit be under the control of the application developer. We
providers; in this case, components allow us to encapsul#t@s restrict the set of acceptable periodic resource rsodel
intellectual properties. to have integer values of boffi and ©. While scaling both

Increasingly, real-time systems are also built using ietlep II and© by the same factor may yield an acceptable resource
dently developed components. However, unlike conventiomaodel with the same bandwidth, we remind the reader that
systems, real-time components need to satisfy timing afidcannot be made arbitrarily large, otherwise the component
resource constraints and thus have to be allocated sufficiaill become unschedulable due to thdocking interval of
computational resources for this purpose. Schedulatafigl- the resource model [1]. It is clear that an approximation of
ysis is employed to check that all timing constraints of an athe optimal resource model with integer values introduces
plication containing multiple real-time tasks will be sdigédd in additional overhead into the scheduling framework. One of
the implementation. However, classical schedulabilitylgsis the goals of this paper is to quantify this overhead.
algorithms are global; that is, they need to know all thedask Furthermore, it is not sufficient to round up the value
that comprise the system. This global nature of schedulalthiculated by the existing algorithm. Consider the follogyi
ity analysis greatly reduces the benefits of componentebassxample. Let the optimal resource model for a component be
development. (1,0.54). Rounding the result up, we obtain the resourceeiod
Compositional schedulability analysis techniques have been(1,1). However, this may not be the minimum bandwidth that
developed to allow component-based development to be usadh be obtained with integer values, as a periodic resource
for systems where multiple independently developed compmodel (4,3) may be able to schedule the component. We thus
nents share a computational resource [1]. Interfaces @f reset out to develop a new algorithm to calculate an acceptable
time components contain information about the resourcdse@eriodic resource model with the minimum bandwidth.
of a component, and the system scheduler uses this informaWe then show that it is possible to characterize resource
tion to allocate resources to components. Within a componedemand of a component even more precisely. We introduce
a separate component-level scheduler further allocates & dual-periodic resource mode{DPRM) interface, which
resource to the component workload, which can contain reabntains two periodic resource models instead of one. It can
time tasks or other subcomponents. be shown that if rational numbers are used in periodic models

I. INTRODUCTION



DPRM interfaces do not improve the total resource bandwidth  1I. HIERARCHICAL SCHEDULING BACKGROUND
[3]. However, when restricted to integer parameter valu@s, |, o hierarchical scheduling framework, a system is com-

show that it is possible to reduce the overhead of the inIerfaposed of a set of real-timeomponentshat are scheduled in
bandwidth by using DPRM. An extensive simulation study (.aa_jike manner as shown in Figure 1. Each component

allows us to demonstrate the scale of the improvement.  ~ i, the system is defined by a tup(@V,T', A), where W

Contributions. This paper makes three distincF contr_ibution% the component's workload; is the resource interface of
related t.o the use of periodic resource models in the intesfa ;¢ component, and is the scheduling policy that is used to
of real-time components. schedulg¥. The workloadiW consists of either (i) a finite set

« We propose an efficient algorithm to calculate thef real-time taskg7y,75,...,T,}, if C is a leaf-component;
minimum-bandwidth periodic resource model with inteer (ii) a finite set of subcomponen{s”;, Cs, ..., C,}, other-
ger parameter values. wise. The resource interfadecaptures the minimum amount

« All algorithms for resource model calculation, includingdf resource that must be given & to feasibly schedule the
the one proposed here, rely on an upper bound on ttasks/components ifml’. The compositional analysis of the
value of the resource model peridfl In the literature, system involves (1) computing the resource interface fehea
the upper bound is a parameter of the algorithm specifieghf-component from the resource demands of its tasks, and
by the designer. In this paper, we derive a the theoretiq@) subsequently, computing the resource interface foh eac
upper bound for the period of the minimum-bandwidtimon-leaf component from the interfaces of its subcompanent
resource model. We will focus on the former; the latter can be done using

« Finally, we propose a new resource-demand interfacgmilar techniques as in [1].

DPRM, and show that it allows us to reduce resource In this paper, we assume that all tasks are periodic tasks
utilization compared to the minimum-bandwidth periodievith relative deadlines equal to periods. Each task defined
resource model with integer parameters. by a period (deadlinep, a worst-case execution time with

Related work. Since the first two-level hierarchical real-? = ¢ > 0. The scheduling policy4 is assumed to be
time scheduling framework introduced by Deng et al. [4] anfgarliest Deadline First (EDF) and all our discussions perta
its extension to multi-level hierarchical systems [2], eva t0 EDF (without mentioning it explicitly). Note, howevehe
compositional analysis techniques have been proposed f¢thods developed here can easily be extended to the RM
such systems (see e.g., [1], [3], [5]). The majority of thedRate Mopotonlc) by substituting the schedulability cdioai
techniques assume independent periodic task models —ior ti9é EDF with that of RM.

variations — for the components. However, these techniques Parent component
have also recently been extended to analyze hierarchisal sy
tems with dependency, such as systems containing integacti
tasks [6] and resource sharing [7]. Compositional analysis
methods have also been investigated in the context of Virtua [
machine (VM) environment [8], [9]. l l
Most of the existing compositional analysis frameworks
represent component interfaces using one of the two resourc
models: periodic [1] and explicit deadline periodic [5].
The advantages of these two resource models are that they
can be directly transformed into real-time tasks, which are Chilsbaampansats
required by the upper-level scheduler, and their supplyndou Fig. 1. A hierarchical scheduling system.

functions have regular structures that allow for Optimaéchedulability condition. Given a workloadWW, the real-

interface generation. All the existing algorithms, howeve ) : :
. time resource requirement of is characterized by demand

assume that the resource model take rational parameter ; . .
. : . ound functionDBF) [10], denoted bydbfy, (¢), which gives
values, which cannot always be used in practice. Further . : : .

; s e maximum number of execution (resource) units required
these algorithms rely on a pre-specified bound on the . S

. . . by the tasks/components ©f in any time interval of length
resource period that is manually chosen by the de3|gn]e

: N . of all t > 0. The DBF of a workloadV = {Ty,T5,--- , Ty},
which cannot guarantee the optimality of the output intefa with T; — (py, e;) for all 1 < i < n, under EDF is [10]:

Organization. The next section revisits the hierarchical n

scheduling framework. Section IlI-A presents a bound on the Vit >0, dbfy(t) = Z ([ﬁjei)

resource period and a revised interface generation ahgorit i—1 \ DPi

using this bound, followed by a more efficient algorithm in Similarly, the minimum resource guaranteed by a resource
Section IV. Section V proposes the DPRM interface that iwodel I' is captured by asupply bound functiofSBF) [1],
able to reduce this overhead suffered by the periodic resouwritten as sbfp(¢), which gives the minimum number of
interface. Finally, we present our evaluation of our praubs execution units provided by in any time interval of length
techniques in Section VI before concluding the paper. t for all ¢t > 0. Lemma 1 states the schedulability condition



based on DBF and SBF [11]. In this lemma and the rest of Since the optimality of Algorithm 1 depends on how large
the paperLCMy, denotes the least common multiple (LCM)1,,., is, the value chosen fofl,,., must guarantee that

of all p; wherel <i <n. the algorithm always outputs a minimum bandwidth model.
Lemma 1:Given a component’ = (W, F,EDF) with  Simultaneously]l,,., should be as small as possible to limit

W ={T1,Ts,--- ,T,} andT; = (p;,e;) for all 1 < i < n. the computational complexity. In the next section, we pnese

Then, C is schedulabld’(can feasibly schedul&’) iff our method for computing the bourd,,.. theoretically and

Vi st. 0<t<LCMy, sbfp(t)>dbfy(t). (1) @ revised version of Algorithm 1 that uses this bound.

Periodic Resource Model. A periodic resource model is i
defined byI' = (II, ©) wherell is the resource period and
O is the execution time guaranteed Bywithin everyII time

. BOUND ON OPTIMAL RESOURCE PERIOD AND A
REVISED ALGORITHM

units. The SBF of" is thus given by [1]: A. An upper bound on the resource period
. We first define the preliminary results that serve as founda-
S} 0,t—x—yll), ft>1T-06 ) ! -
sbfr(t) = {y + maX( vy ) h . (2) tion for our computation. Observe that any SBF of a periodic
0, otherwise resource model can be upper bounded by a linear function.

wherez = 2(IT — ©) andy = L@J, We define theupper supply bound functioUSBF) [5] of a
An important concept associated with the periodic resourtgsource model’ to be the linear function with the smallest

model isbandwidth Specifically, the bandwidth df = (I, ©) slope among all linear functions that upper boubéi-. The

is given bybwr = %. A resource model isandwidth-optimal USBF of a periodic resource modgl= (II, ©) is [5]:

for a workloadW iff its bandwidth is the smallest among that V¢>0: usbfp(f) = max (Q(t — (- 0)) 0). 3)

of any resource model that can feasibly scheddileIn this - II ’

paper, our notion of optimality refers to bandwidth-optiitya | emma 2:Given a componen¢ = (W,T, EDF) where
Definition 1 (Bandwidth-Optimal)A periodic resource p — {T),Ts,-+ T}, Ti = (ps,e;) forall 1 < i < n, and

modelT" = (II, ©) is bandwidth-optimal for a given workload - _ (I, ©). Then, C is schedulable only if

W iff bwr < bwy- for all T that can feasibly schedulé’. Vi sd. 0<t<LCMy, usbfr(t)>dbfw(t). (4)

Computation of the optimal periodic resource model. Al- The proof of Lemma 2 is available in our technical
gorithm 1 outlines the conventional procedure for commutirreport [13]. Note that Lemma 2 is necessary and not sufficent
the optimal resource model of a given workload (see e.g,, [tondition. By abuse of notation, we refer to Equation 4 as
[12]). In this algorithm,IT,,.. is a predefined upper bound orthe USBF-schedulability conditiofior W and we say that a
the resource period. The functidinExec(II, dbfy,, LCMy,)  modell” canpotentiallyschedulgV iff it satisfies Equation 4.

(Line 3) computes the minimur® for a givenIl such that gasic ideas. The upper bound on the resource period of
I' = (I, ©) can feasibly schedul®” (c.f. Lemma 1). the optimal periodic resource model for a given workld&d

Algorithm 1 the optimal periodic resource model computatioﬁj‘?Bgi gfeTxgdrebsistjergednﬁgméeﬁsn?hgts (:r::latpi)(())?::tiir;l}/;itgc:l%ule
Input: TI,,.., anddbfy, andLCMy, of a workloadWW

Output: The minimum bandwidth periodic resource model W. Intuitively, let M be the set of resource models that can
put. P potentially scheduldV. Supposel'os: = (Ilopt, Oopt) IS the

; gzngl/zl—té 0 do optimal resource modeldi?ﬁ/. Then,

3. © = MinExec(IL, dbfyy, LCMyy) bwr,,, > Buin = min{bwr | '€ M}.

4 if % < munBW then To derive the bound onl,,, we will find all the possible
5 minBW = % resource models i/ that have the minimum bandwidth equal
6: r'=(I1,0) to Bnin. Towards this, we vary the resource peritidand

7. end if compute for eachil a (unique) resource modgl; = (11, O1y)

8: end for belonging toM that has the minimum bandwidth among all

In existing work. the maximum bounid of the resource the resource models in/ with the same resource periddl
9 ' max Then, By, can be computed by3,,;, = min{bwr, | II €

period usgd .in. Algorithm 1 is either not discussgd (and th.”l%’}. We will show that for allll, the USBF ofl'f; intersects
ultimately infinite) or _ma_mually chosen by the designer. Wh”dbfw at exactly one special point —aitical time point At
the former approach is infeasible, the latter does not giieea the same timel'; has the largest bandwidth among all the

optimality, as illustrated in the example below. . ; .
] . o . _ resource modeld';, with period II that have their USBF
(5{5);3?2'? dlj.jCon?g%r ?O\)Nogﬂgggz eﬁ {TlisTi:}h;v:ehnTtlo;e intersectingdbfyy at critical time pointst. In other words,
s 2 = 5 . max

80 in Algorithm 1. Then, the output given by Algorithm 1 bwry = max  {bwry, | usbfr, (1) = dbfw ()},
isT" = (1,1). However, this resource model i®t optimal e =(1,01,¢)

because there exists a periodic resource mbtet (97,96), where CrTy, is the set of all critical time points oiV,
which can feasibly schedulé” (c.f. Lemma 1 and Equation 2) which is determined based solely on the structuredlsffy, .
and has a lower bandwidth than thatlof(becaus 33 < %). Further, for given anyil and anyt € CrTy,, we compute



the bandwidth of';, directly fromdbfy, (¢), IT and¢. From
these values, we derivB,in, Which allows us to boundll,p:.

Computation details. First, we define the set of critical time
points of a workload¥'.

Definition 2: Given a workloadW = {Ty,T5,---,T,}
wheren € N and7T; = (p;,e;) for all 1 < i < n. The
set of critical time points ofV is defined by

dofu(t) | i

wherey = min<;<, p; andi =y — dbfy (y).

t—s
Example 2:ConsiderWW = {(5,1),(12,2),(17,1)}. The
set of critical time points o/ is CrTy = {5,36}, which
is shown in Figure 2.

16

2 ...

argmax ,2,

CI’TW = {
0<t<LCMw/
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dbf W
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Fig. 2. Relationship betwee@rTy, anddbfyy .

Lemma 3:Given a component = (W,T', EDF') where
W = {Tl,Tg,"‘ ,Tn}, T, = (pi,ei) forall 1 < i < n,
andI’ = (II, ©). Supposd” satisfies the USBF-schedulability
condition forW. Then, for allt > 0, if usbfp(t) = dbfy (¢)
thent € CrTy.

usbfr, ,(t) = dbfw(t). Then, © = Exec(Il,t,d;) and
bwr,, , = BW(IL, t,d;), whered; = dbfy(t) and
IT— ¢+ /(I — t)? + 411d
Exec(I1, ¢, d;) oef 5 ) t,
gor L=t 4+ 1/ (IT = 1)* + 411d,

BW(IL, ¢, d;) 511

The boundll,,.x on the optimal period,,: can now be
computed based o@rTy, and a known resource modgl =
(1., ©.) with II. < II that can feasibly schedulé’.

Theorem 1:Given a workloadV = {13, Ts,--- ,T,} with
T; = (pi,e;) forall 1 < i < n. Supposd’. = (II., ©.) is the
current periodic resource model obtained at some intertedi
execution step of Algorithm 1. Then, the optimal periodic
resource model'pe = (ILopt, Oopt) fOr W satisfies

I, <Iop < MaxResPeriod(x, dbfyy, LCMyy)
wherex = 2= and
N def . Kkt —dbfy(t)
MaxResPeriod(x, dbfy, LCMyy) = o TR
Proof: Since Algorithm 1 finds the optimal resource
period in an increasing manndi,,. > II.. Further,

bWF

(8)
Next, for any givent € CrTy, let I'n . = (Iopt, ©y)
where ©, = Exec(Ilop,t,d;) and d; = dbfy (¢). That is,
the USBF ofI'n,,, ¢(t) intersectsdbfy, at time pointt. Let
[oot = (Iopt, ©5,¢) be the resource model with the minimum
bandwidth among all resource models with peridgl,: that

can potentially schedul&’. Then, its bandwidth must be at
least equal to that dfy,,, ; for all ¢ € CrTy, (otherwise,lI's

does not satisfy the USBF-schedulability condition). Thus
ViteCrTy : le":;pt > BW(Hopt, t,dt) (9)
On the other hand, sincE,,: can feasibly schedul&V, its

S bWFC = K.

Proof: We will prove the lemma by contradiction. Sup-bandwidth must be at least equal to thatlgf,. That is,

pose there existg ¢ CrTy, such thatusbfr(tg) = dbfy (to).
Let s =11 — ©. Then, by Definition 2,

dbfyy (¢') - dbfyy (to)
t'—s to— s

On the other handysbfr(¢') > dbfy, (') implies

20— (1~ ©)) > dbfuw (1)

dbfw (to)

Fo— (t' —s) > dbfy (t)

/
dt;fw(to) > dbfW(t). @
0— S8 t'—s

Since Equation 7 contradicts Equation 6, the lemma holis.
For any givenll and any givert € CrTy,. LetI'rp ¢ be the

It e CrTw : (6)

=

=

>

opt —

(10)

Combine Equations 8, 9 and 10, we obtain: Fortal CrTyy,
BW(IL,p, ¢, d;) < & is equivalent to

bWF bw Loy

& \/ (Topt — )% + 4Tloprdy < 2Mgpehi + t — Tope
& (Mopt — )2 + ATTgpedy < (25 — 1)TTgpe + 1)

Kt —d; Kt — dbfyy (t)
< 11 < =
Pt = k(1 — k) k(1 — k)
The above can be rewritten &b, < min,ccir, %ﬁ%w
or ITope < MaxResPeriod(x, dbfy, LCMyy). [ ]

Example 3:Given a workloadW with CrTy = {10}
and dbfy (10) 2 as shown in Figure 3. Suppose that
T. (2,1) is the current minimum bandwidth periodic

resource model with periofll such that its USBF intersectsiesource model that can feasibly scheddié among all
dbfyy at time pointi. Then,I'ry; is unique and its bandwidth models with periodII < 2. In this case,s = 0.5. The
can be determined using Lemma 4. Due to space constrajjper bound on the resource period is computed to be
we refer the reader to [13] for the proof of the lemma. Tope < MaxResPeriod (0.5, dbfyy, LCMyy) = 25:10=2. — 19

L . Lc 0501-05) = 1
Lemma 4:Given anyll € N and anyt € CrTy. Let py Theorem 1. The optimal periodic resource modeli#oris

I'm; = (I,0) be the periodic resource model such thajiven by, = (3,1), which indeed satisfies Theorem 1.



case. Hence, the time complexity of Algorithm 2 is [13]:
O(minpiew P;-LCMy +LCMyy x (minpiew P;- LCMw)),
which is equal toO ((LCMyy)? - minp,ew ;).

0.8-

IV. A NEW ALGORITHM FOR COMPUTING THE OPTIMAL
PERIODIC RESOURCE MODEL

°
o

Bandwidth

o
>

In this section, we present a new algorithm for comput-
ing the optimal resource model that is more efficient than
the revised algorithm in the previous section. Observe that
in searching for the optimal resource model for a work-
0.05 15 5o 9 W %5 %0 load W, Algorithm 2 iterates the resource periddl from

Period 1 to the period boundll,,.,, which is computed using
Fig. 3. The upper bound on the resource period in Example 3. MaxResPeriod(x, dbfy,, LCMy-) and updated with respect to
the minimum bandwidth: obtained thus far. Since computing
B. A revised algorithm using bound on resource period  the resource execution tim@ for any given periodl has

Algorithm 2 gives an extension of Algorithm 1 bya constant time complexity, the algorithm’s time complgxit
incorporating the upper bound on the resource periot$s proportional to the number of iterations of, which is
MaxResPeriod(k, dbfyr, LCMyy)) defined in Section IlI-A.  MaxResPeriod(ko,dbfy,, LCMyy) in the worst case whene, =
MinExec(LCMyy ,dbfy LCMy )/LCMyy,. Since ©® < TI, the
Algorithm 2 A revised algorithm using resource period boundipper bound or® will always be less than or equal to the

0.2}

MaxResPeriod(k,dbf_W,LCM_W)

Input: dbfy,, LCMy, for a workloadWW upper bound onl. Further, computing the resource period

Output: The optimal periodic resource modelfor W IT for any given® has the same time complexity as that of
1: if dbfy (LCMyy) > LCMy, — 1 then computing® from II. As a result, we can reduce the search
22 I'=(1,1) space by iteratin@® instead ofll.

3: else Based on the above observation, Algorithm 3 gives a new
4. ©' = MinExec(LCMyy, dbfy,, LCMy) procedure for computing the optimal resource model. We
5 k= ﬁ first explain the different steps involved in the algorithmda
6:  Ilnax = MaxResPeriod(k, dbfy,, LCMyy ) then present theoretical results supporting its corrastngote
7. for II =1 to I, dO that the result for the special case whéify, (LCMy,) >

8: © = MinExec(II, dbfy, LCMy) LCMy —1isT = (1,1) for the same reason as in Algorithm 2.
9: if & <k then

10: Kk = % Algorithm 3 A new interface generation algorithm

11 I'=(I1,0) Input: dbfy,, LCMy, for a workloadW with

12: T, 0x=mMiN(I,,x, MaxResPeriod(x,dbfy,,LCMy)) dbfy (LCMy) < LCMyy — 1

13: end if Output: The optimal periodic resource modelfor W

14: end for 1: K = MinExec(LCMyy, dbfy,, LCMy)/LCMyy

15: end if 2: Omax = MaxResExec(k, dbfy,, LCMyy)

) . ] 3: for © =110 O, dO
In Algorithm 2, Line 1-2 handles the special case,. I1 = MaxPeriod (6, dbfyy, LCMyy)

dbfy (LCMyy) > LCMyy — 1, which hasT" = (1,1) as 5 if & « « then

the minimum bandwidth resource model. This is becausg. -9

any resource moddl” = (II, ©) that can feasibly schedule ;. r= FH,@)

W must satisfy2(Il — ©) < 1 (due tosbfr/(LCMy) > g, Omax = Min(Oay, MaxResExec(x, dbfyy, LCMyy))
dbfy (LCMyy) > LCMy — 1) and hencell = O (since g end if

©,1I1 € N). In Line 4-5,0’ denotes the minimum supply for 14. end for

II = LCMy and k denotes the bandwidth dLCMyy,, ©).
Since x is not 1, we can find the initiall,,.. in Line 6. In Algorithm 3, the functionMinExec(I1, dbfy,, LCMy/)

The function MinExec(I1, dbfy,, LCMy,) (Line 4,8) is the (Line 1) is the same as in Algorithm 1. The variakl€Line 1)

same as in Algorithm 1. The functidlaxResPeriod(x, dbfy,, indicates the bandwidth ofLCMyy,MinExec(LCMy, dbfy,,

LCMyw) in Line 6 and 12 computes the upper bound on theCMy,)). The function MaxResExec(k, dbfy,, LCMy)

resource period as defined in Theorem 1. Finally, the minimubine 2 and 8) computes the upper bound @®@fbased on
bandwidth acquired during algorithm execution is stored in Theorem 3. The initial value 0B, is in Line 2. The
and used to re-evaluaié,,., (Line 9-13). function MaxPeriod(©, dbfy,, LCMy,) (Line 4) computes —
Computation complexity. Observe that computing the seffor any given® — an upper bound on the resource peribof

CrTw has O(mil’lpiew P - LCMW) time complexity, and any resource modé€ll, ©) that can feasibly schedul&. The

O’ = LCMy andIl . = minp,ew P; - LCMyy in the worse functions MaxPeriod(©, dbfy,, LCMy,) and MaxResExec(x,

E=((0)




dbfy,, LCMy,) are computed as below. optimal resource model'oyy = (Ilopt, Ope) iN @ similar

Computation of MaxPeriod(©,dbfy,, LCMy,). Theorem 2 fashion as done in Section lI-A.

gives the upper bound on the peritidof any resource model  Theorem 3:Given a workloadV’ = {11, Tz, -+, Ty} with
I' = (I1,0) that can feasibly schedulé’. T; = (pire;) forall 1 < i < n. Supposel'. = (IL, ©.)
Theorem 2:Given a workload W = {T},T,---,T,} is the current periodic resource model obtained at some

whereT; = (p;,¢;) for all 1 < i < n. For any given®, intermediate execution step of Algorithm 3. Then, the optim
the resource moddl = (II, ©) can feasibly schedul® iff  periodic resource moddl,,s = (Iopt, Oope) for W satisfies
O, < Oupt < MaxResExec(r, dbfy, LCMyy) with x = =

II< min IntPeriod(8,t) & MaxPeriod(©, dbfy, LCMy) fe?

~ 0<t<LCMyy
. MaxResExec(i, dbfyy, LCMyy ) % min 1= dofw(®),
where: IntPeriod(O, t) « {LEEJ’ " SbfP(_t) = dbfw (¢) e v e b
{ poes L otherwise Proof: The proof is establish based on similar arguments
with m — [dbfnge]_ as that of Theorem 1. Its details can be found in [13]. m
Before presenting the proof of Theorem 2, we state some 1.0
notations. For any giver® and any givent such that
1 <t < LCMyy, Period(©,t) denotes a period value such 0.8
that the resource moddReg ; = (Period(©,t), ©) satisfies
sbfr, ,(t) = dbfy (¢). Then, the following corollary holds. o6l
Its proof can be found in [13]. 2
Corollary 1: For all® > 0, and allt s.t.1 <t < LCMyy, §o4—k
|Period(©, )| = IntPeriod(©, ). Vi
Proof of Theorem 2:(=-) Recall the SBF of" defined >
in Equation 2. One can easily verify that for &l}, I,  MaxResExec(k,dbf_W,LCM_W)
0.05~ 10 20 30 a0 50 60
I <1l & Sbf(nlye)(t) > Sbf(H%@)(t) vt>0. (11) Execution time

. . Fig. 4. The upper bound on the resource execution units imiple 4.
Supposd” = (I1, ©) can feasibly schedul®’, i.e.,

Example 4:Given a workloadi? with CrTy, = {10} and

V0 <t<LCMy @ sbfp(t) > dbfw (2). dbfyy (10) = 2. Suppose thaf. = (3,1) is the current
By definition, dbfy (f) = sbfp,,(t) where Ro, = minimum-baqdwidth period.ic resource model that c?n fdpsib
(Period(©, 1), ©) for all 0 < ¢ < LCMyy. Hence, schedulelV given by Algorithm 3. In this case; = 5. The

upper bound on the resource execution units is computed usin

V0 <t<LCMyy : sbfp(t) > sbfgg ,(t). (12) Theorem 3 to beDy,: < MaxResExec($, dbfyy, LCMy,) =
110-2

SinceT” and Re ; have the same execution tin® and due 1T = 2. As illustrated in Figure 4, the optimal resource
to Equation 11, Equation 12 is equivalent to model for W’ is Tope = (3, 1), which satisfies Theorem 3.
V0 <t<LCMy : II < Period(O, t). Computation complexity compared to Algorithm 2. From

Theorem 3 and 1,MaxResExec(k, dbfy, LCMy) =

Since I € N, IT < Period(6,1) is equivalent toll <  xMaxResPeriod(r, dbfy/, LCMyy). Sincer < =1, one

|Period(©, )| = IntPeriod(©, ¢) due to Corollary 1. Hence, can hence verify that Algorithm 3 is at lea S times
II< min IntPeriod(©, W,t) faster than Algorithm 2 [13].
0<t<LCMy

(<) Supposdl < minogtﬁLCMW IntPeriod(G,t). Then, V. DUAL PERIODIC RESOURCEMODEL

1 < IntPeriod(O, ¢) < Period(©, 1), ¥ 0 < t < LCMyy. A. Overhead of periodic resource interface with integeuueal
When assuming rational parameter values for resource
Denotell; = Period(©,t). Apply Equation 11, we have interfaces, the periodic resource interface with periodlof
V0 <t < LCMy, sbf(e)(t) > sbf(m, e)(t). and execution time equal to the utilization of the workload
] o . always has the minimum bandwidth among that of all resource
Sincesbf 1,,6) = dbfw () by the definition ofll;, we imply jnterfaces [3]. However, this optimality of periodic resce
sbf(r,e)(t) = dbfw(t) for all 0 < ¢ < LCMyy. In other model is no longer achievable when it is restricted to have
words,I" = (I, ©) can feasibly schedule/. B only integer parameters. As an example, consider a workload
Computation of MaxResExec(k, dbfy,,LCMy,). For any W composed of only one task = (5, 1). The ideal minimum
given current minimum bandwidtix at some intermediate bandwidth resource interface (i.e., with rational paranet
execution step of Algorithm 3, we can compute the uppealues) given by Algorithm 1) i1, 0.2). Hence, the minimum
bound MaxResExec(k, dbfy,, LCMy) on the value® of the bandwidth of W is 0.2. On the other hand, the minimum



bandwidth resource interface with integer parameter alole periodic resource model for the remaining resource deménd o
W (given by Algorithm 2) is(3, 1), which has a bandwidth of W after W has been served by the resource mddelThese
1. Thus, the minimum bandwidth periodic resource interfadeo new functions are computed as below.
with integer parameter values incurs at least 66% overheads
compared to the ideal one with rational parameter valuesigorithm 4 DPRM interface computation
By the same reason, the new algorithm (Algorithm 3) als@put: dbfy,, LCMy for a workload W with
experiences similar bandwidth overhead. dbfy (LCMyy) < LCMy, — 1

The above overhead introduced by the integer constrai@sitput: The optimal DPRMS) = (I'y,T'y) for W
has prompted a need for new resource interfaces with integer x = MinExec(LCMyy, dbfyy, LCMy) /LCMyy,
parameters and their associated interface computatidn teco: IT72* = MaxResPeriod(, dbfyy, LCMyy)
niques that can achieve better resource utilization than ths: for 11, = 1 to II}*** do
periodic resource interface do. In the coming sections, wa: O1ax = MaxResExecDPRM(II, dbfyy, LCMyy)
present such an interface and its computation. Here, wasisc 5.  for ©; = 1 to or** do

the computation for leaf-components only; the computatiors: Iy = (II;,0)
for non-leaf components can be established using a similax: I'y = getResModel(dbfy, LCMyy, Ty)
technique as in the case of periodic resource interface [1]. s: if bwr, + bwl'y < x then
B. Dual periodic resource model (DPRM) 12:_ gi?¥F1F+)bWF2
. - 1 2
A dual periodic resource model (DPRM) interface is definegl; . maz=min(lI7***,MaxResPeriod(k,dbf -, LCMyy))
by & = (T'y,T'y) whereT'; and I'; are periodic resource 1. end if

models. Semantically, each DPRM offers the same amoupd  end for
of resource as the total resource units given by the twQ. end for
resource model§'; andI';. Thus, its bandwidth is given by

bwo = bwp, + bwr,. Its SBF and schedulability ConditionComputation of MaxResExecDPRM(IT, dbfyy, LCMyy ).
are.given.by Lemma 5 and 6, respectively, whose proofs 3 en anyTl,, 0, and Il,, the execution 7tim99; of O is
available in [13]. determined such that the resource supplied by the periodic
Lemma 5:The SBF of a DPRM? = (I'y, I';) wherel's = g5 ;rce model(Il,©,) must be at least equal to the
(II,©1) andl'y = (Ily, ©2) is given by: remaining demand of the workloald” after W has been
sbfq(t) = sbfr, (t) + sbfr,(¢), Vt > 0. (13) serviced by(II;, ©,). Towards this, we define themaining
Lemma 6:Given a componenC’ = (W,Q, EDF) where deémand bound functio(RDBF) as below. _
W = {T1,Ts,...., T}, Ts = (pi,e;) for all 1 < i < n, and Dgﬁnmon 3: Given a workloadW = {Tl,_Tg,...,Tn} with
Q = (I';,T',) is a DPRM interface. C is schedulable unger 1 < 7 < n. The RDBF ofl” after being serviced by a resource
iff model R, denoted byrdbfy, _r(t), specifies the maximum
Vt s.t. 0 <t < LCMyy, dbfy () <sbfq(t). (14) number of remaining execution units required By in any

. . ) _time interval of lengtht after W has been serviced by'.
DPRM interface computation. Given a component with  §na can easily verify that

workload W that is scheduled under EDF, we would like
to compute the optimal DPRM interfac@ = (I'y,T) for 7120 rdbfyy  (t) = max (0, dbfy () — sbfr(t)). (15)

W (i.e, © has the minimum bandwidth among that of all emma 7 gives the schedulability condition féf under 2.

DPRM interface()’ = (I'{,I';) that can feasibly schedule|ts proof comes directly from Lemma 6 and Equation 15.
W). The basic idea is to iterate the peribld and execution | emma 7:Given a componen€ = (W, ), EDF) where
time ©, of the first elementl’; as well as the periodic y — {1y 73, ...,T,}, T, = (pi,e;) forall 1 < i < n, and

I, of the second elemerif, of the DPRM interfac&l) =  — (', T,) is a DPRM. Then( is schedulable unde® (2
(T1,T2). For each runnindl;, ©; andIl,, we compute the can feasibly schedul&) iff

corresponding®, such thatQ = ((II;, 1), (I, 0,)) has Vt 5.4.0 <t < LCMyy, rdbfy_r, () < sbfp, (t).  (16)
the minimum bandwidth among that of all DPRM interface We define the LSBF (lower supply bound function) of a

Q' = ((I11,01), (2, 05)) that can feasibly scheduld”. oo dic resource moddl to be the linear function with the
We then keep track of the interfade with the minimum smallest slope that lower boundsfr, given by [1]:

bandwidth during our iteration. o)

Algorithm 4 shows the procedure for computing the V¢ =0: Isbfp(t) = max (ﬁ(t— 2(I - @))70)- (7)
minimum-bandwidth DPRM interfacef2. The functions  The maximum value 00, in the optimal DPRM interface
MinExec(TI, dbfy,, LCMy/) and MaxResPeriod(x, dbfy) Q= (T'y,T'3) with T’y = (I1;, ©1) can now be computed using
(Line 1 and 2, respectively) are the same as in Algorithm 8inction MaxResExecDPRM(II, dbfy,, LCMy ) defined in the
The function MaxResExecDPRM(II, dbfy,, LCMy,) (Line following theorem.

4) gives an upper bound on the value ®f. The function Theorem 4:Given a workloadW = {T1,T5,---,T,},
getResModel(dbfy,, LCMyy, T'y) (Line 7) gives the optimal with 7; = (p;,e;) for all 1 < ¢ < n. For any



given II;, the minimum bandwidth DPRM interfac@ = To evaluate the scalability of DPRM interface, we repeated
((H1,61)7 (1‘[2,92)) for W satisfies®; < 01" where the above experiment for larger workloads. Our simulation
5 results showed that as the number of tasks increases, thie abo

O — max (2IL — ) + \/(21_11 — Snldt. improvement of DPRM interface (over the periodic resource
teCrTw 4 interface) also increases [13]. This is expected due to the

Proof: The proof is similar to that of Theorem 1 exceptorresponding increase in complexity of the DBF function of
that it is based on LSBF instead of USBF. The details atke workload, which can be more effectively captured by the
available in [13]. m DPRM interface.

Computation of getResModel(dbfy,, LCMy,,I'1). The func- VIl. CONCLUSION

tion getResModel(dbfy,, LCMy,,I'1) computes a period re- . . . -
source modells such that = (I'y,Ts) is the minimum Traditional algorithms for computing the minimum-

bandwidth DPRM interface that can schedilé. This I', bandwidth resource model face two drawbacks: (i) they as-

can be obtained as the output of Algorithm 3 on the inpuﬁ’f’me rational parameters for the resource model, whichatann

fo LCMw. Th t f thi tatiorfiways be qsgd in practice, ar!q (i) the resource period. is
{:?u‘;‘;ifigléti)r]a[gds]c w- [he COTreciness o this compuitatio searched within a range specified by the designer, which

cannot guarantee optimality. We have presented more eifficie
V1. SIMULATION algorithms that tackle these drawbacks by consideringyérte

To evaluate our algorithms and DPRM interface, we ra%arameters and a safe bound on the period. We further

. . - oposed the DPRM interface and an algorithm for computing
simulations on 200 random workloads, each consisting - . . .

) . . e minimum bandwidth DPRM interface that is more accu-
three tasks. Each task’s period was randomly chosen in

range of 10-100 following the uniform distribution. Eackk® ra?e than the periodic resource interface when restridiieg

execution time was uniformly distributed random numbentro interface to have only integer parameters.

1 to the task’s period. We constrained the workload utiiorat Our S|mulat|(_)n results showe(_j that the DP.RM achieved
a lower bandwidth than the periodic model did in 77% of
to be no more than 0.8.

the workloads. DPRM further reduced more than half the
0.80 ‘ : : : : bandwidth overheads suffered by the periodic resource mode
This advantage of DPRM interface over the periodic model
interface was also shown to scale to the size of the workload.
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