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Computational Analysis of Binary Segregation During Colloidal
Crytallization with DNA-mediated Interactions

Abstract

A detailed computational study of compositional segregation during growth of colloidal binary solid-solution
crystals is presented. Using a comprehensive set of Metropolis Monte Carlo simulations, we probe the
influence of colloid size, interaction strength, and interaction range on the segregation process. The results are
interpreted in terms of a simple, but descriptive mechanistic model that allows us to connect to studies of
binary segregation in atomic systems. The validity of Metropolis Monte Carlo simulations for the
nonequilibrium phenomena investigated in this work is established theoretically and by connections to
Brownian dynamics and molecular dynamics simulations. It is demonstrated that standard Metropolis Monte
Carlo, properly applied, can provide an efficient framework for studying many aspects of crystallization in
colloidal systems.
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Computational analysis of binary segregation during colloidal crystallization

with DNA-mediated interactions

Raynaldo T. Scarlett, John C. Crocker, and Talid Sinno®

Department of Chemical and Biomolecular Engineering, University of Pennsylvania,

220 S. 33rd St., Philadelphia, Pennsylvania 19104, USA

(Received 15 March 2010; accepted 21 May 2010; published online 17 June 2010)

A detailed computational study of compositional segregation during growth of colloidal binary
solid-solution crystals is presented. Using a comprehensive set of Metropolis Monte Carlo
simulations, we probe the influence of colloid size, interaction strength, and interaction range on the
segregation process. The results are interpreted in terms of a simple, but descriptive mechanistic
model that allows us to connect to studies of binary segregation in atomic systems. The validity of
Metropolis Monte Carlo simulations for the nonequilibrium phenomena investigated in this work is
established theoretically and by connections to Brownian dynamics and molecular dynamics
simulations. It is demonstrated that standard Metropolis Monte Carlo, properly applied, can provide
an efficient framework for studying many aspects of crystallization in colloidal systems.

© 2010 American Institute of Physics. [doi:10.1063/1.3453704]

I. INTRODUCTION

Colloidal models have provided considerable insight into
a variety of fundamental processes related to particle aggre-
gation including crystal nucleation,' morphology,3 melting,4
and growth.l’3 By virtue of their size (from nanometers to
microns) and well-defined interactions, colloidal models can
provide useful platforms for probing subtle mechanistic ele-
ments related to aggregation in atomic systerns.sf7 In addi-
tion to serving as a model system, colloidal assembly tech-
nology is now sufficiently versatile and controllable to
provide a host of promising approaches for fabricating
novel materials with useful properties (e.g., optical
metamaterials®).

The assembly of colloidal crystals using engineered in-
terparticle interactions has now been demonstrated experi-
mentally with a variety of particle types and sizes. There are
numerous approaches for engineering interactions between
colloidal particles including direct particle modification”'’
and induction by external fields." Examples of interparticle
interaction sources that have been successfully realized in
experiments include depletion12 and electrostatic”® and
magnetic14 fields. One versatile route for colloidal assembly
relies on the use of grafted brushes comprised of single-
stranded DNA oligomers, as shown schematically in Fig. 1.
In this approach, the single-stranded DNA sequences are en-
gineered to either be partially self—complementary10’]5 or to
be partially complementary to another “linker” oligomer that
is introduced into the solution containing the engineered
particles.g’12 Both approaches have been shown to drive col-
loidal crystallization under the appropriate conditions of the
total particle volume fraction, system temperature relative to
the DNA melting point, and particle size relative to the DNA
oligomer length.16 A key advantage of DNA-mediated inter-
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actions is their specificity, which, in principle, enables a sys-
tematic approach for fabricating multicomponent assemblies
with an arbitrary number of different particle “types.” Recent
efforts in this regard have led to the assembly of binary col-
loidal and nanoparticle crystals with controllable composi-
tion and even compositional ordering.”_19

Much theoretical emphasis has been placed on the pre-
diction of equilibrium phase diagrams for assembly as a
function of interparticle interaction characteristics,zo’21 while
relatively little consideration has been directed toward
growth kinetics and the related problem of defect formation.
Numerous literature studies have sought to increase the
range of accessible assembly structures by manipulating par-
ticle shape,22 preassembling building blocks with desired
symmetries,23 and theoretically predicting interaction models
that would lead to interesting assemblies.’ Nonetheless, it is
generally well understood that the incorporation of particles
into a growing crystal is controlled by both thermodynamic
and kinetic factors at the crystal interface.'”*** For ex-
ample, recent theoretical®®?’ and experimentalm’lﬁ’17 studies
highlight the importance of the growth kinetics for realizing
high-quality DNA-colloidal assemblies that are consistent
with the predicted equilibrium phase.

In this paper, we extend a recent study of the growth of
binary solid-solution (close-packed) colloidal crystals in
which particle assembly is driven by DNA-mediated
interactions.!” Our motivation arises from recent experimen-
tal work that suggests the importance of kinetics in the
growth of colloidal crystals, with concomitant implications
for defect formation.'® We analyze the effect of growth ki-
netics on the binary segregation process at the crystallization
interface using a model that is closely connected to an actual
experimental system.g’lz’m’17 Using detailed Metropolis
Monte Carlo (MMC), and now also Brownian dynamics
(BD) and molecular dynamics (MD) simulations, we con-
struct simple mechanistic models to describe the process of

© 2010 American Institute of Physics
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FIG. 1. Schematic representation of two variants of DNA-mediated colloi-
dal assembly systems in which particles are modified by grafting DNA
oligomers onto their surfaces. (a) Direct bridge system. (b) Linker-mediated
system. S=spacer oligomer and L=linker oligomer.

interfacial segregation that appears to be generically appli-
cable to a broad variety of materials systems. We also make
direct connections between colloidal and atomistic binary
systems and explore in detail the application of MMC simu-
lation to the study of nonequilibrium crystal growth phenom-
ena. The remainder of the paper is outlined as follows. In
Sec. II, we provide brief details of the experimental system
upon which the present study is based and the associated pair
potential model used in the simulations. In Sec. III, we de-
scribe the various simulation methods employed. Results and
associated discussion are presented in Sec. IV. In Sec. V, the
MC results are further interpreted in the context of BD and
MD simulations, and finally, conclusions are presented in
Sec. VL.

Il. BINARY SOLID-SOLUTION CRYSTALLIZATION
WITH DNA-MEDIATED INTERACTIONS

The experimental system on which the present computa-
tional study is based consists of two mixed populations of
micron-sized (diameter, 0=0.98 wm) polystyrene spheres, A
and B, which bear short grafted strands of single-stranded
DNA oligomers, whose sequences differ by a single
nucleotide.'” Pairs of particles interact with each other ac-
cording to the scheme shown in Fig. 1(b), i.e., via linker
DNA molecules that are introduced into the solution and
which are designed to be partially complementary to the
single-stranded DNA molecules on the particle surfaces. Ex-
perimental details regarding the DNA grafting procedure and
particle fabrication are given in Ref. 12. Here, we note sim-
ply that the interactions between two A particles are assumed
to be stronger than those between one A and one B and
between two B particles, i.e., Ef* > EXf > EPE where E}” is
the maximum value of the DNA-induced sphere-sphere bind-
ing energy. Based on simple thermodynamic considerations,
this interaction system is expected to form close-packed
A-rich crystals, with some minority concentration of B par-
ticles inserted randomly into the lattice (further details are
provided in Sec. IV B).

J. Chem. Phys. 132, 234705 (2010)
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FIG. 2. DNA-mediated pair potential used in this study for several different
values of the binding strength. Solid line—E,=2.0kg7, short-dashed
line—E},=4.0kgT, and long-dashed line—E,=6.0kgT.

A quantitative model for the effective pair potential be-
tween two microspheres was developed recently.9 The pair
interaction potential between two spherical colloids is given
generically by the function E(h)=E"(h)+E*(h), where h is
the particle separation, E"(h) is a short-ranged repulsion due
to compression of the grafted DNA coils, and E*(h) repre-
sents attraction due to the formation of an equilibrium num-
ber of DNA bridges between strands on neighboring par-
ticles. Expressions for both components of this interaction
model were derived in Ref. 9. Here, we express these func-
tions schematically as

"(h
o (1
and
E:B(;) —__ g(h)e(AG/kBT), (2)

where f(h) and g(h) are functions that describe the distribu-
tion of the ends of the grafted strands versus height above the
particle surface and AG is the total hybridization free energy
for a single DNA bridge (see Ref. 9 for details). In all ensu-
ing discussions, the binding strength E)b(Y is defined as the
minimum of E(4) for any two spheres, X and Y. Example
plots of the pair potential function we use are shown in Fig.
2 for several different values of E)’. Note that the binding
energy depends exponentially on the system temperature and
free energy change for hybridization of the linker and the
two grafted strands, as shown in Eq. (2), leading to a very
strong temperature dependence of the binding energy. This is
in stark contrast to potentials representing atomic systems in
which the binding energy is essentially independent of tem-
perature. Due to this temperature dependence, the range for
crystal formation is typically only about 0.5 °c.’

lll. SIMULATION METHODOLOGY

Both MMC and BD simulations were performed to study
the binary crystal growth process using the pair potential
described in Sec. II. For both types of crystal growth simu-
lations, a periodic cubic simulation cell containing 5000 ran-
domly distributed, nonoverlapping particles28 at a prescribed
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volume fraction ¢ (where ¢~0.1-0.4) was allowed to relax
to constant average energy at a prescribed temperature and
volume (constant NVT ensemble). For a given run, the tem-
perature was fixed at a value that provided the desired inter-
action well depths according to the potential function speci-
fied in Refs. 9 and 17 so that 3.0kgT<E} <6.0kgT and
0.4kpT=AE,=<1.5ksT where AE,=E)*~Ep®.

For all interaction strengths and system volume fractions
considered in our study, a metastable fluid phase was ob-
tained following relaxation of the initial random particle po-
sitions because of the large free energy barrier associated
with crystal nucleation.”? Once the fluid was equilibrated, a
spherical close-packed (fcc) crystallite containing 30-150
particles was inserted into the center of the equilibrated fluid
(replacing an equal number of fluid particles). All seed sizes
were chosen to ensure that the seeds were larger than the
critical size under the particular system conditions. The sys-
tem was allowed to further relax while keeping the seed par-
ticles fixed. When the surrounding fluid was equilibrated
with the fixed seed, the seed particles were released and the
entire system was allowed to further evolve without con-
straints. The criterion for seed equilibration was based on the
number of solidlike particles identified in the seed; once this
number reached the initial seed size, the seed was deemed to
be equilibrated. Note that solid particles were identified us-
ing a local bond order analysis first outlined in Ref. 30 and
later applied by Frenkel and co-workers.>*! This choice of
method for identification of seed-fluid equilibrium is based
on the observation that the bond order parameter used here
requires extensive ordering of the fluid around a crystallite
before the surface particles in the crystallite are identified as
solid particles. Thus, when the seed is initially introduced
into the fluid, the order parameter fails to identify the surface
seed particles as solid until the fluid is equilibrated around
the crystalline seed. Using the initialization procedure de-
scribed here, the nucleation barrier against crystallization is
circumvented, allowing us to focus on a single growing crys-
tallite. During the course of each simulation, particles were
periodically identified as solid or fluid, and the cluster size
was noted.

A. MMC and BD simulation details

As noted above, both MMC and BD simulations were
used to study colloidal crystallization. We discuss the con-
nections between MMC and BD simulations later; here we
present briefly the salient details for each. We employed
standard MMC with a Verlet neighbor list implementation.32
Individual MC moves were performed by displacing ran-
domly selected particles with a uniformly distributed random
vector with maximum magnitude rd,,,, in each spatial di-
mension. Move attempts were accepted and rejected accord-
ing to the standard Metropolis criterion. Particle assignment
to either a solid or a fluid state was performed every 100
moves/particle, or sweeps.

The BD simulations were performed using the algorithm
of van Gunsteren and Berendsen,33 which numerically inte-
grates the Langevin equation

J. Chem. Phys. 132, 234705 (2010)

mv(t) ==m;yv;+ F;+R;, (3)

where v, v;, and F; are the frictional (damping) coefficient,
velocity, and systematic force acting on the ith colloid, re-
spectively. R; represents a random, stationary stochastic force
acting on particle i that arises from interactions with the
solvent molecules. Hydrodynamic interactions between par-
ticles were neglected in all BD simulations.

Note that the stochastic force R(f) is assumed constant
over the integration interval Az, and therefore the correlation
time for R(¢) is O(At). Thus, in order to generate the required
stationary Markovian process during the numerical integra-
tion of the Langevin equation, the constraint, At << 'y‘l, must
be obeyed, setting a limit on the size of the time step that can
be employed in the BD simulations (in addition to that im-
posed by the accuracy of any given numerical integration
scheme). Finally, we note that in the limit y=37no— 0, the
BD algorithm in Ref. 33 can be simplified to the Verlet MD
algorithm,32 where the implicit solvent viscosity is now 7
~0 and purely inertial dynamics are present.33

IV. RESULTS AND DISCUSSION
A. Simulating crystal growth “dynamics” with MMC

Generally, crystal growth from a surrounding supersatu-
rated fluid proceeds by diffusion to the crystal surface, fol-
lowed by the dynamic processes of particle attachment and
detachment from the surface. The overall crystal growth pro-
cess can be characterized by two time scales: the time scale
of the crystal growth and the diffusion time scale to the crys-
tal front. The growth time scale for a monolayer of crystal is
given by T7ywn=0/(dr/ds), where dr/ds is the radial
growth rate, s is the number of MMC sweeps, and o is the
particle diameter. Note that the sweep count s serves as the
MC measure of time in the following analysis.

Generally speaking, the diffusion timescale is given by
Tar=L(s)>/D, where L(s) is the (time-dependent) diffusion
length scale of the concentration profile around the growing
crystal and D is the bulk fluid diffusion coefficient. We de-
termine the diffusion length scale by considering the diffu-
sion problem around a growing (spherical) crystallite of ra-
dius R(s) within the quasistatic (or pseudosteady state)
assumption, whereby it is assumed that the fluid density pro-
file around the growing cluster is rapidly established relative
to the growth rate of the crystal. Under this assumption, the
particle volume fraction profile in the fluid is given by

Ry, 0,

P(r,s) = ¢b<1 . (4)

r
where ¢, and ¢, are the volume fractions in the fluid bulk
and at the crystallite surface. The latter represents the vapor
pressure of the crystallite, which is finite when the particle
dissociation rate is nonzero.

The density profile in Eq. (4) leads to the classical result
that the diffusion boundary layer around a growing crystal is
of the same order as the crystal diameter and therefore is
time dependent. However, it is possible to establish condi-
tions in simulation where the effective diffusion length scale
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FIG. 3. Radial growth rate as a function of MMC sweeps for several dif-
ferent operating conditions showing linear regime, followed by decreasing
rate due to fluid depletion. 0=0.98 um for all cases.

can be made constant, thus simplifying the analysis. Con-
sider a particle balance over the growing crystal, i.e.,

i—z=ﬁn2/3l(s;¢,Eb), (5a)

where [ is a geometric factor that depends on the crystallite
shape and J(s; ¢, E}) is the particle arrival flux at the crystal
surface. Under the assumption of spherical crystallite geom-
etry, the radius of a growing crystal is defined as r
=(o/2)n'3 ;rl}f, where ¢y is the volume fraction of the
crystal and 7 is the number of colloids in the growing crys-
tallite. Using this expression for the radius in Eq. (5a) gives

O (016)BI(s: b Ey) 471 = AG). (5b)
ds

Note that under conditions where the arrival flux is constant,
the radial growth rate is also a constant. As shown in Fig. 3,
the radial growth rate for a single-component crystal ob-
tained from example MMC simulations with several differ-
ent values for overall volume fraction ¢ and particle binding
energy E, indeed exhibits linear behavior after a short initial
transient, indicating that the arrival flux is constant during
this time. This behavior stems from the relatively small
simulation box (with periodic boundary conditions), which
effectively limits the growth of a density boundary layer
around the growing crystallite. For example, the length of a
cubic box containing 5000 particles at ¢=0.3 is only two to
three times the diameter of a spherical crystallite containing
200-300 particles. At long simulation times in Fig. 3, the
fluid density becomes appreciably depleted, which leads to a
continuous reduction in the arrival flux and hence the crystal
growth rate.

The preceding considerations suggest that a constant dif-
fusion length scale (and hence time scale) can be defined for
the portion of the simulation over which the radial growth
rate is constant. For convenience, we choose the particle di-
ameter as a length scale so that 74=0?/D. A dimensionless
crystal growth rate I'j, can then be defined as the ratio of 7y
t0 Tyrowths 1-€-5

Taiff _ (dr/ds) o

Ip= (6)

7-growth D

We emphasize that the absolute value of the diffusion length
scale is not important here; we simply seek to characterize

J. Chem. Phys. 132, 234705 (2010)

the qualitative segregation behavior during the growth of bi-
nary solid-solution crystals as a function of some dimension-
less growth rate I'j. It should be further noted that the dif-
fusion boundary layer constraint imposed by our simulation
box size does not alter the overall physics of the problem; it
merely allows us to isolate segregation behavior under con-
stant growth conditions. Finally, note that the dimensionless
quantity I'j, is explicitly independent of MMC sweeps and
therefore can be compared directly to an equivalent quantity
obtained from BD simulations or experimental measure-
ments. This issue will be addressed in detail in Sec. V.

B. MMC simulation of binary solid-solution colloidal
crystals

Binary crystallization was simulated using the same
overall protocol described in Sec. IV A. As mentioned ear-
lier, the binary systems considered here are constructed so
that E4* > EX? > EBE. One experimental realization of a such
a binary colloidal system is described in Ref. 12. Here, the
difference in DNA strand sequence on the two sphere popu-
lations decreases the A-B bridge formation energy by A(AG)
relative to an A-A bridge so that

b
—= e(AAG/kBT) (7a)

Zb_ _ 2(AAGIkgT) (7b)

In order to provide control over the difference between
the A-B and A-A interaction strengths, the system in Ref. 16
was engineered with spacer-linker sequence mismatches on
both A and B particles. Two systems were created, where
A(AG),=0.22kgT and A(AG), =~ 1.25kgT. The latter system
exhibited almost total exclusion of B particles from the
growing A crystal, while the first exhibited a substitution
ratio of 0.0920.009 for crystallites grown from a suspen-
sion with 50:50 A: B stoichiometry and 0.0154 = 0.0025 for
crystallites from a 90:10 A: B suspension. The effective seg-
regation coefficient (defined as the ratio of the fraction of
impurity B particles in the crystal to that in the fluid) for both
A:B compositions was consistent with the value of kg,
=0.18+0.02.

All binary MMC simulations were equilibrated using
pure A seeds containing 150 particles arranged in a fcc con-
figuration and initialized with a fixed composition of par-
ticles within the overall simulation. In order to remove any
bias imposed by this choice of initial seed composition,
growth rate data were collected after over 1 ML of particles
had been added to the seed. Also note that only particles
added to the crystallite during the constant radial growth
portion of the simulation were considered in the analysis.
The properties of the A particles were used to define I"j, for
binary simulations so that I',=(dr/ds)o/D,, where D, is the
bulk fluid diffusivity of A particles.17 The binary segregation
coefficient ke, was computed across a large range of I'p
values. To access different I, values, a sequence of
MMC runs was performed using different values of
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FIG. 4. Segregation behavior during binary crystallization of a solid solu-
tion as a function of scaled crystal growth rate (I'). Open circles—MMC
simulations for 0=0.98 um and filled square—experimental measurement.
The dashed line is a guide to the eye.

EN(3.75kgT—-5.0kgT), ELP(0.4kgT<AE,=<1.5kgT), overall
system volume fraction (0.25< ¢<0.4) and rd,,, (0.0150
<rdpax <0.060).

In both experiment and simulation, the observed segre-
gation coefficient can be interpreted in terms of the effective
number of bonds N with which an arriving particle equili-
brates before becoming permanently attached to the growing
crystal, i.e.,

N HAE

kgeo = exp(— %) . (8)

Equation (8) can be analyzed as follows. Particles arriving at
the surface of a growing crystal have a finite amount of time
(established by the growth rate of the crystal) to reach equi-
librium with the surface. This equilibration process depends
on the nature of the interaction between the particle and the
surface. For example, particles that form strong bonds to the
surface (i.e., contacts with a large number of surface particles
N) will require longer times to attach and detach enough
instances to attain equilibrium with the surface. Thus, in Eq.
(8), the apparent value of kg, is determined by the slowest
composition-altering process that can be equilibrated. In the
fast growth limit, all particle equilibration processes are slow
and the crystal composition is equivalent to the fluid phase
composition, while for very slow growth, the crystal compo-
sition is determined by particles which possess the maximum
number of particle-surface bonds. Note that the maximum
number of bonds is a function of the surface morphology and
is generally less than the bulk coordination number because
bulk annealing is generally not possible in micron-scale col-
loidal crystals.

A plot of N as a function of I'p for 0=0.98 um par-
ticles reveals a single master curve, as shown in Fig. 4, re-
gardless of what parameter values were used to generate a
particular value of I'j,. This result suggests that the segrega-
tion behavior is completely controlled by a competition be-
tween the growth rate and a process (or processes) whose
rate is proportional to bulklike diffusion. Under slower
growth conditions (relative to bulk diffusion), I';<0.2, non-
stoichiometric substitution is observed in which B particles
are actively rejected relative to A particles at the growing
crystal front. In the interval, 0.05<I'),;<0.2, N rises rap-
idly as I'j, decreases until reaching a plateau at N~ 2. This

J. Chem. Phys. 132, 234705 (2010)

(b) (c) -

FIG. 5. Snapshots showing MCM files of grown crystals at different values
of T'p. (a) low I'p (~0.002), (b) intermediate I';, (~0.2), and (c) high ',
(~0.7). Simulation conditions for each of the three runs: (a) ¢=0.3, EQA
=3.75kgT, and AE,=1.25kT; (b) ¢=0.25, E;A=6.0kgT, and AE,=0.4kpT;
and (c) ¢=0.35, EA=6.0kgT, and AE,=0.4kgT. All simulations contained
particles with 0=0.98 um at 50:50 A:B overall stoichiometry.

plateau extends across approximately one decade down to
I',~0.003, at which point N once again rises rapidly to a
value of approximately 3. Example configurations of grown
crystallites are shown in Fig. 5 for various values of I'p. A
final point regarding the data in Fig. 4 should be emphasized.
The preferential incorporation of A particles into the crystal
in general produces a compositional profile around the grow-
ing crystal, where the composition near the crystal surface is
enhanced in B relative to the bulk. In the preceding analysis,
we assume that such enhancement is small and that the bulk
composition may be used to define the segregation coeffi-
cient. Manual analysis of several simulations shows that this
assumption is valid over much of the parameters considered
here.

Overall, our simulation results suggest that the segrega-
tion process is governed by the staircaselike hierarchy corre-
sponding to different integer values of N as I'j is varied. At
high values of I'p (above ~0.2), N.~0, indicating fully
nonequilibrium, stoichiometric growth (i.e., no rejection of
particles by the growing crystal front). Note that although the
crystal is fully stoichiometric (i.e., no segregation relative to
the fluid composition) under these conditions, the crystal re-
mains morphologically perfect, with no structural defect for-
mation apparent, as shown in Fig. 5(b). The onset of the
dendritic shape instability,34 corresponding to the onset of
morphological disturbances, is seen by I',~0.7 [Fig. 5(c)].
Also shown in Fig. 4 is a data point generated from the
experiments discussed above. The I'j, value corresponding to
the experimental conditions (I'p~0.01) was calculated
by directly measuring the crystal growth rate (~3
X 10™* um/s) and correcting the bulk fluid diffusion coeffi-
cient to account for lubrication effects (D,~0.03 um/s?).
The latter arise because of hydrodynamic interactions be-
tween particles at low separation and are neglected in the
MMC simulations. There is very good agreement between
this experimental data point and the simulation predictions,
although further studies will be required to fully validate the
simulation results. Note that the careful control of crystal
growth rate required to systematically probe other values of
I'), with experiments is rather challenging.

While the discrete nature of the segregation process as a
function of scaled growth rate is qualitatively understood in
terms of an effective number of bonds controlling particle
detachment, a still more quantitative picture can be formu-
lated. Mechanistically, the time scale associated with detach-
ing a particle from the crystallite surface can be decomposed
into two contributions: first, the bonds between the particle
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FIG. 6. N as a function of I', (green squares), I'; (red circles), and T,
(cyan diamonds). The shaded region represents the transition area where Iy
approaches unity for all N. Data shown correspond to 0=0.98 um particles.

and the surface must be broken and, second, the particle has
to diffuse sufficiently far away from the crystallite so that no
memory of its excursion to the crystal is retained. The latter
condition ensures that no correlation exists between a de-
tachment and a subsequent attachment event. A simple model
for these two sequential subprocesses can be expressed by

L NE2A> (20)?

o Hes
diss DA Xp kBT DA

: 9)

where Ly is the interaction length for the pair potential and N
is the number of bonds that must be broken to free the par-
ticle under consideration. The bond-breaking time scale [first
term in Eq. (9)] is assumed to be determined by the breaking
of the strongest bonds, i.e., those between two A particles.
The diffusion length scale employed in the second term in
Eq. (9), 20, is approximately equal to the thickness over
which fluid ordering is observed due to the crystal.

Using Eq. (9), a sequence of rescaled growth rates can
then be defined as

I‘N = 7{d\]iss/Tgr0Wth? (10)

each of which compares the relative rates of crystal growth
to a particular escape process defined by the number of
bonds that must be broken to enable particle detachment
from the crystal. In Fig. 7, the simulated value of N is
plotted against I',, I'5, and I's. Interestingly, the step transi-
tions, Ng(I'y)=1—2 and N(I'3)=2 — 3, are now aligned at
about I'y~1. In other words, each step transition occurs
when the corresponding I'y approaches unity. For example,
as I', increases toward unity, the rate of the dissociation pro-
cesses associated with the breakage of two bonds becomes
comparable to the crystal growth rate, and equilibration of
this process is no longer possible. At this point, N.u(I'5) is
expected to decrease to a value below 2. Assuming that the
faster one-bond dissociation process is still equilibrated, the
observed N g value would be about 1, until N (I";) becomes
~1, at which point a further decrease in N would occur.
Similar considerations apply for the entire hierarchy of dis-
sociation processes. Note that no plateau is observed at N
=1 because the diffusion time for particle escape is approxi-
mately equal to the time required for single bond breakage
[see Eq. (9)]. The dashed line representing the transition
N{(I'y)=3—4 shown in Fig. 6 is not based on the actual
simulation data but represents the expected behavior from
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FIG. 7. Comparison of the binary colloidal (open circles) to atomistic (filled
diamonds) (Ref. 24) segregation behavior. The atomistic segregation behav-
ior is continuous compared to the kinetically limited integer segregation
behavior of the binary macromolecule. The solid line is a polynomial fit to
the atomistic data.

the present mechanistic model. Unfortunately, accessing
simulation conditions corresponding to N =4 is too compu-
tationally expensive because of the extremely slow growth
rates required.

C. Connections to segregation in atomic systems

In this section, the results from this work are compared
to typical segregation behavior observed in atomic systems.
Although the pair potential derived for the DNA-mediated
system is qualitatively similar to that for simple atomic sys-
tems (e.g., a Lennard-Jones model for noble gases), key dif-
ferences exist such as the interaction range and the shape of
the soft-core repulsion. The former, in particular, is well
known to drastically alter the phase diagram relative to
atomic systems.29 In order to draw a quantitative comparison
between segregation behavior in our colloidal system and a
typical atomistic one, we consider the work of Beatty and

Jackson,”** who define a rescaled crystal growth rate 8 as”
uTc
===, (11)
\/D Tc

where u is the crystal growth rate, 7. is the average time it
takes for a particle to join the crystal, and D is the diffusion
coefficient of the bulk fluid. The time scale 7 is chosen to be
Tc~ a2/ D on the basis of similar arguments to those made in
Sec. IV A; although the average diffusion distance to the
growing crystal is not directly related to a single-particle
diameter, we use this length scale only to allow us to make
qualitative connections to the dimensionless growth rate in-
troduced previously in Sec. IV A. The parameter 8 can be
connected to I'p, by noting that u~dr/ds and 7o~ 0?/D so
that B~T1",.

Our data are plotted along with the results of Beatty and
Jackson for the tin-silicon binary system24 in Fig. 7. In order
to define corresponding N values for the atomistic data, we
assume that the value of the equilibrium segregation coeffi-
cient used in Ref. 24 (kil,=0.023) corresponds to equilibrat-
ing the maximum possible number of bonds on the growing
crystal surface. The latter value is taken to be approximately
4 for the growth of diamondlike crystals, which assumes that
bulk reorganization is operational under equilibrium growth
conditions. Applying Eq. (8) then gives an estimate for the
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FIG. 8. Segregation behavior as a function of the colloid size for a fixed-
range interparticle interaction potential. Dashed line and open circles—base
case 0=0.98 um; red diamonds—o=0.3 wm; and green squares—o
=0.1 wm. The solid line represents a fit to the atomistic data in Ref. 24 for
comparison.

parameter, AE, ~kgT, which was used to plot the data from
Ref. 24 in Fig. 7. Notably, the atomistic segregation coeffi-
cient does not exhibit the stepped behavior predicted for the
colloidal system although similar values of N are apparent
for equivalent scaled growth rates. The short-ranged nature
of the colloidal interactions (at least for the particle sizes
used in the present study) is therefore directly attributable to
the steps in the N 4 curve. In the atomistic model, longer-
ranged interactions effectively smear out the steps because
approaching particles can form multiple bonds over a broad
range of positions, whereas only very specific sites allow for
multiple bond formation in the colloidal case.

We bridge our results for micron-sized colloidal particles
to that for atomic systems by considering smaller colloidal
particles. Additional binary crystallization simulations were
performed with smaller microspheres (o=0.3 and 0.1 wm),
but with the same DNA oligomers used in the original sys-
tem. Plots of Ny against scaled growth rate for these two
additional systems are shown in Fig. 8, along with the prior
results for 0=0.98 um. At 0=0.3 um, the overall segrega-
tion is observed to still be somewhat stepped in nature but
the steps between the integer values of N, are now more
diffuse, particularly in the region where 0 =N_;=2. The ef-
fect is even more pronounced for 0.1 wm diameter particles,
although computational limitations prevent us from access-
ing N values above 2. Nevertheless, for the 0.1 wum case,
the evolution of the segregation behavior already appears to
closely resemble that of an atomistic system. Note that for
0.1 um diameter particles, the ratio of the interaction range
to the particle diameter, Ly/ o, is still quite small (~0.3).

V. ANALYSIS OF MMC SIMULATION OF BD

In the remainder of this paper, we discuss the theoretical
basis for connecting our MMC results to those from BD
simulations. The theory for this connection is well estab-
lished and proceeds via the Fokker—Planck equation
(FPE).*® In fact, the literature is replete with examples that
demonstrate the applicability of MMC for simulating over-
damped dynamics with applications to micromagnets,37 clas-
sical magnetic moments,”® protein chains,” and vacancy
cluster diffusion.* In this section, we summarize the basic
elements of this theory and use it to analyze the validity of
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applying MMC to perform the studies presented in the pre-
ceding sections. In particular, we show that single-move
MMC can offer significant computational advantages relative
to BD simulations when applied to crystallization problems.

The temporal evolution of P(X,f), the probability of a
Markovian system residing in a state X at time ¢, is given by
the Master equation

- f W X;AX)P(X,1)d(AX), (12)

where #(X;AX) is the transition rate over a small but finite
time interval Ar and AX=X-X'. For small AX, the Master
equation can be approximated by a FPE of the form*"*

IPX,1) 0 1 &
T a_X[A(X)P(X’t)] + Eﬁ[B(X)P(XJ)],
(13a)

where

AX) = fm (AX)(X;AX)d(AX) = % (13b)
and

Y 2
B(X) = j (AX)* (X ; AX)d(AX) = % (13¢)

are the drift and diffusion coefficients, respectively. Follow-
ing Kikuchi et al.,36 the drift and diffusion coefficients for
the MMC “process” can be derived by direct substitution of
the Metropolis criterion into Egs. (13b) and (13c). For a
proposed move in a one-dimensional system, the change in
potential energy is AE=(JE/dX)AX=(IE/X)(rd &),
where rd,,,,, is the maximum displacement of the particle and
£ is a uniform random number in the interval [—1,1]. The
mean displacement and mean square displacement over a
number of MMC moves are given by36

1 1
(AX)= D, —AX+ 2, —exp(———AX)AX, (14)
AX>0 Ax<0Z kgT 0X

(@xp= 3 @0+ 3 lexp(— kiTj—)E(Ax)mxﬂ
B

(15)

respectively, where Z is a normalization factor that denotes
the total finite number of possible states in a discretized sys-
tem.

For sufficiently small AX, the exponential terms in Egs.
(14) and (15) can be expanded in powers of a=(1/kgT)
X (9E/dX)AX. Truncating the expansion to third order in «
leads to the following expressions for the FPE drift and dif-
fusion coefficients (see Appendix for the derivation):
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1 9E (rd,,,)* 1 9E\*(rd,,)>
AX) = — 1 JE (rdnay)” + <__) (rdmay)” + O(rd,y, )"
kgT 9X 6At kgT X/ 16Atr
(16)
(rdmax)2 1 JE (rdmax)3 4
BX)=— " ———— "+ O(rd )" (17)

3Ar kgToX 8At

Consider first the situation where a<<1 and the first term in
the expansion above is dominant. Under these conditions,
the FPE [Eq. (13a)] suggests that B(X)=2D, or D
=(rd,,,)*/6At, which then implies that the drift coefficient is
given by

D [ JE 1(0E
AX) “k—r(a—x) ;(a—x) (18)

where the second equality in Eq. (18) makes use of the Ein-
stein relation D/kgT=1/7. The result in Eq. (18) is identical
to the drift resulting from overdamped (diffusive) Langevin

dynamics (with no hydrodynamic interactions present), as
described in Ref. 42,

—t=——+R(t). (19)

In other words, for sufficiently small AX=rd,,& the dy-
namics generated by MMC and solution of the inertialess
Langevin equations are identical to within an underdeter-
mined conversion factor between the number of MMC
moves and time. Note that this equivalence is established on
the scale of many MMC moves, i.e., long enough to establish
the averages denoted in Egs. (13)-(15).

As rd,, (and therefore AX) is increased, the conver-
gence rate of the expansion applied to Egs. (14) and (15) is
reduced and additional terms become significant. Including
additional terms within the expansions in Egs. (16) and (17)
implies that the drift and diffusion coefficients no longer are
consistent with Langevin dynamics.“’44 However, the ratio
of the (rd,,,)* term to the (rd,,,,)” term [in either Eq. (16) or
Eq. (17)] gives a criterion for establishing the validity of
MMC simulations of dynamical trajectories,

30E rd,y
= Z

= (20)
89X kpT

In other words, only when K<1 are MMC trajectories
strictly consistent with BD (at a sufficiently coarse-grained
time scale).

We validated the criterion in Eq. (20) by performing
MMC simulations of cluster center-of-mass diffusion for iso-
lated tetramers. It is well known that in the absence of hy-
drodynamic interactions, the Brownian diffusivity for a clus-
ter of n particles is given by

D
& :n_S/d’ (21)

Dmonomer
where CM refers to the center-of-mass of the n-particle clus-
ter and d is the dimension of the simulated system.40’45
Shown in Fig. 9 is a plot of the cluster diffusivity scaled by
the monomer diffusivity as a function of K for tetrahedrally
configured tetramers bound by the DNA potential used in the
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FIG. 9. Center-of-mass diffusion as a function of K for single (tetrahedrally
configured) tetramer clusters, scaled by the monomer diffusivity. Open
symbols—bead-spring model (Ref. 36) and filled symbols—DNA-mediated
interactions. The horizontal dashed line corresponds to theoretical Brownian
center-of-mass diffusivity for tetramer, scaled by monomer diffusivity.

previous sections (0=0.98 wm). The value of K was ob-
tained by averaging the gradient of the potential energy (cal-
culated numerically as AE/AX for each MMC move). The
deviation from the expected Brownian behavior (dashed line)
initiates at K~0.01-0.1 and becomes progressively worse
with increasing K, indicating that the criterion in Eq. (20) is,
in fact, the relevant one, at least for cluster diffusion. Nota-
bly, cluster diffusion is almost completely arrested for K val-
ues approaching unity. Also shown in Fig. 9 are tetramer
diffusion results for the bead-spring interaction model ex-
ample employed in Ref. 36, which exhibits almost identical
behavior.

Next, the averaged K values were calculated for the crys-
tal growth MMC simulations presented earlier; these are
shown in Fig. 10 for the 0=0.98 um data, along with the
corresponding N, versus ', data. The resulting K values are
distributed tightly in the range of 0.2<K<0.5, with some
even higher instances. Clearly, the MMC simulations were
generally performed under conditions that do not satisfy the
criterion in Eq. (20). On the other hand, also shown in Fig.
10 are the Ny versus I'p data generated by BD and MD
simulations for 0=0.98 um microspheres. Note that the in-
troduction of a scaled growth rate 'y, allows for a direct
comparison between the results of the two simulation meth-
ods because the MMC sweep/time factor cancels out in the
definition of I'j,. In the BD case, the friction coefficient, as
well as binding energies and system volume fractions, were
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FIG. 10. Comparison of segregation behavior as a function of scaled growth
rate during binary crystallization obtained from MMC (small filled circles),
BD (squares), and MD (diamonds). Larger filled circles at top of figure
represent the K value for each of the MMC data points. All runs correspond
to 0=0.98 um.

Downloaded 13 Oct 2010 to 130.91.117.41. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



234705-9 Segregation in colloidal crystallization

2| () e
210F S
g 7
S 10" v
- s
x 7
2. e
-E 10 F //

1
0.05 0.1
d /o

max

10°

rd,.. /o

FIG. 11. The effect of rd,,,, on single-component bulk fluid diffusivity and
crystal growth computed with MMC simulations of 0.98 um diameter par-
ticles at a volume fraction of 30%. (a) Self-diffusion coefficient in a bulk
fluid phase, (b) crystal growth rate, and (c) scaled growth rate, I'p,. In all
cases, E,=3.75kgT (squares), E,=4.25kgT (diamonds), and E,=4.75kzT
(circles). The dashed lines represent diffusion-limited conditions (see text).

adjusted to generate a range of I'j, values, while only the
latter was adjustable in the purely inertial MD case. Interest-
ingly, the BD and MD data is statistically indistinguishable
from the MMC data, although it was not possible to access
very low values of I';, (<1072) with either method. More-
over, the BD and MD runs at equivalent values of 1", were
consistently slower than the MMC runs by up to factors of
10-20, making MMC simulation attractive for the present
application.

The agreement between the BD, MD, and MMC data is
at first somewhat surprising given the violation of the crite-
rion in Eq. (20). To understand the apparent robustness of the
master curve in Fig. 10, we consider the effect of varying the
parameter rd,,,, on the basic processes taking place within
the simulations: bulk fluid diffusion and crystal growth.
Shown in Fig. 11 are plots of the dependence of the bulk
fluid self-diffusivity, the crystal growth rate, and the resulting
value of I'j, on rd,,,, for three different binding energies in a
single-component system. The bulk fluid diffusivity (defined
in terms of MMC sweeps) in Fig. 11(a) increases with rd,;,,
but slower than the expected (rd,,,,)? scaling (dashed line).
The deviation arises because of the high particle volume
fraction (30%) which naturally reduces the self-diffusivity,
and the fact that over much of the rd,,,, range considered,
the small clusters that exist in the bulk fluid (in equilibrium
with monomers) are artificially arrested due to increasing
move rejection rate by the MMC method, as shown in Fig. 9.
Note that the latter effect increases with increasing binding
energy as expected from Eq. (20).

The crystal growth rate exhibits a more complex depen-
dence on rd,,,, in which it first increases and then decreases,
for all binding energies. In the following, we establish a
quantitative framework for analyzing these results by esti-
mating the growth rate under purely diffusion-limited condi-
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tions. Assuming a spherically symmetric crystal and
diffusion-limited growth conditions, the growth rate of a
crystal is given by

dn DC
g = TOAcryw (22)
where Cj is the far-field (number) concentration of particles,
Agrys 18 the crystal surface area, n is the number of particles
in the crystal, and s is the number of MMC sweeps. In Eq.
(22), it was assumed that the length scale of the diffusion
profile around the growing cluster is on the order of o, and
the equilibrium fluid particle concentration at the cluster sur-
face is small relative to C,, consistent with a continuum in-
terpretation of diffusion-limited growth.46 Noting that reys
=(n/ derys) P07/ 2, where 1y is the crystal radius and ¢y is
the crystal volume fraction, Eq. (22) can be rewritten as

dr s 7ol 1)
= DCO -~
ds 6¢crys ¢cry50-

D. (23)

In other words, under diffusion-limited conditions, the radial
growth rate is approximately of order the diffusion coeffi-
cient and scales as (rd,,,,)*. Equation (23) directly leads to
the conclusion that

¢

FD = N
¢crys

(24)

i.e., ' is a constant of order unity under diffusion-limited
growth conditions. Returning to Fig. 11(b), the actual growth
rate observed for different binding energies is seen to diverge
away from the diffusion-limited behavior (dashed line) with
increasing rd,,,, and actually decreases for rd,,,>0.050.
This decrease is readily attributable to the increasing fraction
of particle attachment moves that are rejected by the MMC
criterion. The combination of the effects shown in Figs. 11(a)
and 11(b) lead directly to the results in Fig. 11(c), whereby
the simulated values of I'j are seen to approach the
diffusion-limited value as rd,,,, decreases.

The observations in Fig. 11 suggest an explanation for
the robustness of the binary segregation behavior in Fig. 10
and more generally for the crystal growth process considered
in this work. Given the absence of any specific energy barrier
for particle attachment at the growing crystallite surface, we
would expect that an overdamped, diffusion-dominated sys-
tem (such as MMC) would predict that the crystal growth
process operates in the diffusion-limited regime. This would
indeed be the result for MMC simulations operating at very
small rd,,,, as suggested by Fig. 11(c). As rd, is in-
creased, deviation from diffusion-limited conditions arises
because the increasing move rejection rate [i.e., the violation
of the criterion in Eq. (20)] affects the bulk fluid self-
diffusivity and the particle attachment/detachment processes
at the crystal surface in different ways. The fact that the
crystal growth rate is affected more strongly than the bulk
self-diffusivity creates conditions that are akin to the pres-
ence of an attachment barrier at the crystal surface, i.e., these
effects could be interpreted in terms of a surface reaction
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limitation. The practical implication is that a larger range of
dimensionless growth rates I'j, can be accessed by varying
the value of rd,,,,.

Similar arguments can be made regarding the BD and
MD results. In order to access lower values of I'p in BD
simulations, the effective solvent viscosity was lowered to
about 77°~0.01, where 7" is the solvent viscosity scaled by
that of water. At these low values of solvent viscosity, BD
simulations begin to exhibit inertial contributions in the par-
ticle trajectories and the attachment rate of particles at the
crystal surface is decreased relative to the diffusion coeffi-
cient. In the MD limit, the particle motion is purely inertial
and this effect is maximized. Simply put, whether the attach-
ment rate relative to bulk diffusion is reduced by inertial
effects or by unsuccessful MMC moves does not affect the
segregation behavior. In other words, the phenomenon of
interfacial segregation during crystal growth is completely
determined by the relative rates of particle diffusion to and
attachment/detachment at the crystal surface, and the exact
mechanism by which these rates are established has essen-
tially no bearing on the final result. Because we are only
interested in the relative rates of these two processes for
understanding segregation, we are unconstrained by the cri-
terion in Eq. (20), keeping in mind that further increases in
rd. reduce the growth rate to impractically low levels.

In closing, we note an important limitation of running
MMC simulations in the manner employed here. The above
conclusions are only valid because the physics of the prob-
lem are dominated by single-particle processes. For example,
in cases where cluster diffusion and coalescence are impor-
tant, violation of Eq. (20) in a MMC simulation would lead
to incorrect results relative to those obtained from BD. Con-
versely, the agreement between the three simulation methods
over a wide range of parameters confirms the single-particle
nature of the overall process. Of course, one should keep in
mind that the BD simulations employed here and in many
literature studies themselves are limited in describing cluster
diffusion. The omission of hydrodynamic interactions in BD
simulations leads to incorrect scaling with cluster size for the
center-of-mass diffusivity, as shown in Eq. (21), which
should be Dcy(n) ~n~" instead.*’ Including such interac-
tions dramatically increases the computational cost of direct
simulation of crystal growth with the interaction models em-
ployed in this work.

VI. CONCLUSIONS

A detailed computational study was performed of binary
crystallization in a colloidal system. The interparticle inter-
actions employed in this work were specified by an analyti-
cal model that was validated by direct comparison to optical
tweezer measurements, allowing for a quantitative compari-
son to experimental studies of binary crystallization. We find
that the binary segregation behavior in the system can be
described well by a simple model in which a hierarchy of
interfacial processes, namely various types of particle de-
tachments from the growth interface, competes with the
overall growth rate of the crystal.

The observed segregation coefficient was found to ex-
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hibit a stepped structure with respect to a dimensionless
growth rate parameter, defined as the ratio of the crystal
growth rate to the bulk fluid diffusivity. The stepped nature
of the segregation behavior is a consequence of a separation
between the rates of different particle detachment processes,
which, in turn, results from the nature of the short-ranged
DNA-mediated interactions (relative to the micron-scale
spheres modeled here). Specifically, we find that surface par-
ticle detachment rates vary widely depending on the number
of bonds formed with the crystal. The apparent segregation
coefficient is then determined by the fastest detachment pro-
cess that can still be equilibrated during crystal growth. For
smaller particles, we find that the detachment rates become
more closely spaced and the stepped nature of the apparent
segregation coefficient gradually disappears, leading to the
smoothly varying segregation behavior observed in atomic
systems where the energy landscape at the crystal surface is
smoothed by the longer-ranged interactions.

A key aspect of our study is the use of nonequilibrium
MMC simulations to accelerate crystal growth relative to dif-
fusion and access a broader range of growth conditions be-
yond what is possible with standard BD simulations. In order
to do this, the MMC simulations were performed with moves
that were large relative to the interaction distance (but small
relative to the colloid scale). These operating conditions
were shown mathematically to lead to some artifacts, but
ones that were not relevant for the phenomenon under inves-
tigation. Specifically, it was shown that collective dynamics,
such as cluster diffusion, were erroneously arrested in our
simulations, but that these types of processes were unimpor-
tant in the context of the segregation behavior. In other
words, we find that, at least relative to BD simulations, clus-
ter diffusion and coalescence are not significant avenues for
crystallization. Obviously, colloidal interactions at higher
volume fractions will become increasingly dependent on col-
lective particle motion.
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APPENDIX: MMC-BASED DRIFT AND DIFFUSION
COEFFICIENTS FOR THE FPE

The change in potential energy for a MMC move is
given by AE=(JE/IX)AX=(JE/X)(rd &), where £ is a
random number in the interval [—1,1]. Assuming that
JE/ X <0 (with no loss of generality), (AX), and ((AX)?) are
given by

1 1
(AX)= D>, —AX+ O, —exp(———AX)AX
AX>0 Ax<0 Z

and
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ENE NI PN 1 (_ _1 ok ) 2
((AX) >_sz>0 Z(AX) +E,<O o kBT(?XAX (AX)?.

(A2)
Defining a=(1/kgT)(FE/dX)AX=(1/kgT)[E/ IX](rd &)

and considering the small « limit gives

1 1 2
A= -Ax+ S —<1—a+ a—)AX+0(AX)4
AX>OZ AX<0 2

zl< D>OAX+ D AX>+ > l(—a+%2)AX

Z\ x>0 AX<0 Ax<o0Z
+O(AX)*. (A3)
For constant JE/ dX,

1 9E 2
(AX> =~ - _(rdmax)zz §_
kgT dX <0 zZ

1 IE\ (rdp)’ < €
+ (——) N 2 4 O(rdyg)t,  (A4)
kT dx 2 Sz

and for small |¢| the summation over £ can be expressed as
an integral over d¢ so that

wx=-—Loa | 2a

kgT X £<0
1 9E\*(rd..,.)?
<__> M §3d§+ O(rdmax)4~
kgT X 2 £<0
(A5)

Evaluating the integrals in Eq. (A5) finally gives

<AX>%_LﬁM+(Lﬁ)ZM
kgTdX 6 kgT 0X 16
+0(rd,,)*. (A6)

Similar considerations for Eq. (A2) give

<<AX)2>z( S e 3 %(Axv)

AX>0 AX<0
-3 %(AX)2+0(AX)4, (A7)
AX<0

and for constant dE/JX and small |§

k)

(rdmw)* 1 9E (rdpe)’

2y ~ —
(x5 3 ksToX 8

+O(rdy,,)*. (A8)
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