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Introduction 
 

Optimizing the coordination among 

integrated data systems can be a 

matter of life or death. When  

Donald F. Kettl, University of Mary-

land Dean of the School of Public 

Policy and former Director of  

University of Pennsylvania’s Fels 

Institute of Government, looked at 

the response of national, state and 

local governments to Hurricane 

Katrina, he concluded that the 

inadequate response to that massive 

crisis was not due to the failure of 

any one system—but rather the 

result of “problems of coordination 

(of information) at the interface be-

tween multiple systems.” (Is the 

Worst Yet to Come? Annals of the 

American Academy of Political and 

Social Science, vol. 604, March 

2006.) 

 

This country faces a multitude of 

problems as complex as the re-

sponse to Hurricane Katrina, if not 

as dramatic. Delivery systems in such 

diverse areas as health, education 

and criminal justice often do not or 

cannot share information in a way 

that could improve services, both for  

individuals and on a larger scale. 

Building capacities for timely, data-

based decision-making across multi-

ple systems will not only result in 

greater efficiencies in service deliv-

ery; it will also benefit policymakers, 

who can use such integrated data to 

answer critical policy and program 

questions: what works, for whom, 

and at what cost. The integration of 

administrative data across service 

agencies has been identified as the 

next frontier for generating quality 

evidence to inform public policy and 

system reform. (Duran, Wilson, & 

Carroll, 2005; Hotz, Goerge, Bal-

zekas, & Margolin, 1998) 

The complex problems facing citi-
zens in the US require a thoughtful 
consideration of how we can build 
capacities for data-based decision-
making across diverse service deliv-
ery systems. Policy makers need 
timely data integrated across multi-
ple systems in order to coordinate 
the services that are needed by 
citizens, including many vulnerable 
populations. These integrated data 
are needed to describe the condi-
tions of program participants and 
the services they receive. They are 
also needed to answer the critical 
policy and program questions of 
what works, for whom and at what 
cost. 
 
As a result of these pressing needs, 
administrative databases provide a 
powerful source of information for 
research and policy analysis. Because 
they track the front-line activities of 
public agencies, administrative data 
are directly relevant to program 
design, management, and evalua-
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tion. Administrative records, routinely 
gathered and maintained, provide 
tremendous opportunities for longi-
tudinal, population-based research, 
with real-time or nearly real-time 
data. Broadly, a program’s adminis-
trative database can be used to iden-
tify 

 

 the prevalence and patterns of 

service utilization within a 

given agency, 

 

 the risk and protective factors 

associated with program use, 

and 

 

  the costs associated with vari-

ous patterns of utilization.  

 

But people who use public programs 

are often users of other programs, 

and are at different developmental 

points in the course of their lives. 

Public agencies have much to gain by 

understanding how their collective 

activities could be leveraged to maxi-

mize outcomes and to optimize the 

use of resources, both across pro-

grams and over time.  

 

Thus, the integration of administra-

tive data systems provides potentially 

even more compelling information on 

patterns of multi-system program use, 

costs and outcomes. Here are a few 

ways that such data can be used. 

 

 Interventions or program in-

vestments in one domain (e.g., 

housing stabilization) can be 

designed and evaluated to 

reduce the use of costly or 

inappropriate services in an-

other area (e.g., health care). 

 

 Programs can be designed to 

target particular subpopula-

tions of program users (e.g., 

preschool children) who are 

known to have identified ante-

cedents of care in other systems 

(e.g., child welfare). 

 

 Policy analysts can use these 

data to identify which pro-

grams in one area (e.g., after-

school programs) may have the 

most significant long-term 

gains as measured by program 

outcomes in other areas, and 

across the life-course (e.g., 

reduced teen births or transmis-

sion of STDs). 

 

Perhaps as importantly as the results 

that it can provide, such research 

might be possible in months rather 

than years, and at a fraction of the 

cost as compared to longitudinal 

research based on primary data col-

lection. 

 

Encouraged by the prospect of such 

gains in program efficiency and in 

improved outcomes for program 

consumers, several organizations 

throughout the United States have 

independently developed their own 

integrated data systems (IDS). These 

are projects led by state governments, 

local governments, and universities. 

Without any national program struc-

ture or even published guidance, 
these systems have evolved within 
their own contexts to meet the infor-
mation and research needs of their 
partners.  
 
We looked at eight of these diverse 
exemplary systems to extend our 
understanding of the current state of 
the development and use of IDS. As a 
guiding framework for our inquiry, 
we distinguished four broad sets of 
challenges facing those who develop, 
implement and use such systems: 
legal, ethical, scientific, and eco-
nomic. We surveyed these eight exist-
ing IDS, leading to a preliminary 
picture of the range of public agen-
cies providing data to these efforts, 
and some of the distinctive uses to 
which these data have been put. 
From these findings, we offer recom-

mendations for how both current and 
future data systems could be lever-
aged to answer some of the most 
important public policy questions 
facing our society today. And we 
consider how other communities and 
other public policy stakeholders can 
benefit from the experience of these 
innovators.  
  

Background:     
Challenges of       
Integrated  Data 
Systems  
 

Legal Challenges  
 

When integrated data systems are 

used for research, a number of com-

plex legal issues must be considered 

relating to the privacy of persons 

within these systems. The rights to 

use various types of data for research 

are regulated by federal law, state 

law, and public access policies. At 

each level of government, there are 

provisions that permit access and 

integration across these administra-

tive data systems.  

 

Federal Law  
 
The Privacy Act of 1974, 5 U.S.C. § 
552a (2000), is the omnibus "code of 
fair information practices" that regu-
lates the collection, maintenance, use, 
dissemination, and disposition of 
personal information by the federal 
government. The Privacy Act is de-
signed to balance the government's 
need to maintain information about 
individuals with the rights of individu-
als to be protected against unwar-
ranted disclosure of their personal 
information.  

 

Two other legislative enactments 

specifically address federal legislative 

guidelines for the protection of    
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individual health records and educa-

tion records—the Health Insurance 

Portability and Accountability Act of 

1996 and the Family Educational 

Rights and Privacy Act of 1974. Other 

federal laws protect privacy of tax 

records, census data, child support 

enforcement, drivers licensing infor-

mation, banking and financial records, 

etc., but because such kinds of data 

are typically not included in inte-

grated data systems that support 

service coordination and planning, we 

will not cover them here.  

 

HIPAA 
 
Standards for protecting the privacy 

of individually identifiable health 

information were established by the 

United States Department of Health 

and Human Services (HHS), imple-

menting regulations promulgated 

under the Health Insurance Portability 

and Accountability Act of 1996 

(HIPAA). These regulations address the 

use and disclosure of protected health 

information by covered entities in-

cluding health insurance plans, health 

care clearinghouses, and health care 

providers who transmit electronic 

claims subject to HIPAA’s administra-

tive simplification standards. Pro-

tected health information must be 

directly linked to identifying informa-

tion about an individual (e.g., name, 

social security number) (45 C.F.R. §§ 

160.102, 160.103). A major goal of 

HIPAA is to assure that individuals’ 

health information is properly pro-

tected while allowing for the flow of 

health information to promote high 

quality health care and protect the 

public’s health and wellbeing.  

 

HIPAA protects private health infor-

mation and creates provisions for the 

use of such information to improve 

public services and policy making. The 

law provides the authority for public 

health agencies to engage in partner-

ship agreements with researchers, 

who serve as business agents on be-

half of the agency. These partnership 

agreements (known as Business Asso-

ciate agreements under the law) are 

contracts between researchers and 

service agencies for the completion of 

agency-designed research.  They pro-

vide for the completion of internal 

research projects to support policy and 

planning by allowing agencies to 

contract with experts to complete the 

work.  
 
A second set of provisions within the 
federal privacy legislation speaks to 
the disclosure of individual records to 
external researchers for the purposes 
of statistical inquiry (5 U.S.C. § 552a). 
These stipulations permit the sharing 
of records to a third party who has 
provided the agency with adequate 
written assurance, in advance, that 
the record will be used solely as statis-
tical research, and that the record  will 
be transferred in a form that is not 
individually identifiable. Such research 
is considered one of the allowable 
categories of “public interest and 
benefit activities,” so long as the 
research is designed to develop or 
contribute to generalizable knowl-
edge (45 C.F.R. § 164.501). Several 
provisions are also provided within 
HIPAA for the use of identified data 
for research by covered entities and 
their business associates. A final stipu-
lation indicates that there are no 
restrictions on the use or disclosure of 
de-identified health information (45 
C.F.R. §§ 164.502(d)(2), 164.514(a) and 
(b)). The de-identification process 
involves the removal of specified data 
elements pertaining to the individual, 
as well as the individual’s relatives, 
household members, and employers.  
 

FERPA 
 
The Family Educational Rights and 
Privacy Act of 1974 (FERPA; 20 U.S.C. § 
1232g) protects information contained 
in public education records about 
parents and students. Similar to the 
HIPAA regulations, FERPA states that 
public education agencies may not 

institute any policy permitting the 
release of personally identifiable 
records without prior written consent 
from parents, or from students who 
have reached the age of majority. As 
with HIPAA, there are explicit excep-
tions to the “prior written consent” 
rule. One of these exceptions is the 
provision for sharing of information 
with organizations conducting studies 
for or on behalf of the educational 
agency or institution. Such studies 
must serve an administrative purpose 
of the educational agency, including 
developing, validating, or administer-
ing predictive tests, administering 
student aid programs, and improving 
instruction. These studies must be 
conducted in a manner that does not 
permit the personal identification of 
students and their parents, and re-
searchers must agree that the infor-
mation will be destroyed when no 
longer needed for the purpose for 
which it is  provided (20 U.S.C. § 1232g
(b)(1)(D)).  

 

State Law  
 
In addition to the explicit federal 
regulations for the protection of 
health and education data through 
HIPAA and FERPA, states are required 
to protect the privacy of children and 
families served by other public service 
agencies, such as child welfare, hous-
ing and homelessness, and juvenile 
justice. In these areas, state and local 
governments are responsible for the 
development, documentation, and 
implementation of privacy protections 
within their administrative data sys-
tems. Integrated administrative data 
from these public service areas are still 
affected by other relevant regulations, 
even though they do not fall under 
the regulations of HIPAA and FERPA.  
 

Child Welfare Informa-
tion 

 

The Children’s Bureau administers the 

Federal and State reporting systems 

that provide data to monitor and 
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improve child welfare outcomes. States 

are required by Federal law and regu-

lation to collect information on chil-

dren in foster care and on children 

who have been adopted under the 

auspices of a State child welfare 

agency. The Adoption and Foster Care 

Analysis and Reporting System 

(AFCARS) is a mandated reporting 

system designed to collect uniform, 

reliable information on children who 

are under the responsibility of the 

State title IV-B/IV-E agency for place-

ment, care or supervision (45 CFR 

1355.40). Federal legislation mandates 

that states receiving federal funding 

for child welfare services must demon-

strate their capacity not only to collect 

reliable information, but also demon-

strate their ability to protect the pri-

vacy of persons served by these sys-

tems. However, there are no distinct 

guidelines for states on how to imple-

ment this privacy protection, and each 

individual state must demonstrate to 

the federal government how it pro-

vides privacy protection.  
 

Homelessness  
 and Housing 
 
Federal programs for Housing assis-
tance and homeless shelter services  
also mandate the collection of admin-
istrative data on the clients who are 
served. The McKinney-Vento Homeless 
Assistance Act of 1987 (Public Law 100-
77) is the first and only major federal 
legislative response to homelessness, 
providing for a range of services for 
homeless people (e.g., emergency 
shelters, transitional housing or job 
training). In 2004, the U.S. Depart-
ment of Housing and Urban Develop-
ment (HUD) published a Notice in the 
Federal Register calling for the devel-
opment and implementation of com-
puterized data collection activities, in 
order for jurisdictions to receive fund-
ing under the McKinney-Vento Home-
less Assistance Act (National Law Cen-
ter on Homelessness and Poverty, 
2005). These systems, called Homeless-

ness Management Information Systems 
(HMIS), were to be designed and im-
plemented at the local level, to allow 
for each system to meet the local 
needs of the populations being served.  
 
In addition to provisions for the type 
of data to be collected, the federal 
guidelines also provide standards for 
the privacy and security of personal 
information stored in an HMIS. These 
standards are based on recognized fair 
information practices (such as those 
embodied in the federal Privacy Act), 
and were developed after careful 
review of the HIPAA standards. In any 
case where an entity possesses infor-
mation that can be considered pro-
tected health information as defined 
by HIPAA, the entity will be exempt 
from HMIS privacy and security rules 
and must adhere instead to HIPAA.  
 
As under the Privacy Act, HIPAA, and 
FERPA, there are provisions within the 
HUD legislation allowing for disclosure 
of information about homeless indi-
viduals and families for the purposes 
of research. In this case, a homeless 
service provider can disclose informa-
tion for academic research purposes 
when an individual or institution has a 
formal relationship with the service 
provider, as outlined in a formal writ-
ten research agreement. This research 
agreement must spell out the rules and 
limitations for use of the information, 
provide for the return or disposal of 
data at the conclusion of the research, 
and restrict additional use or disclosure 
of data except as authorized under the 
original research agreement.  
 

Juvenile Justice 
 
The U.S. Department of Justice is re-
sponsible for providing services for 
delinquent children and youth. Be-
tween 1993 and 2000, more and more 
states enacted new legislation endors-
ing information sharing, in order to 
streamline services for these youth, for 
example, among juvenile justice agen-
cies and school districts in response to 
increasing incidents of lethal school 

violence. 
 
As state and local jurisdictions across 
the U.S. work to improve coordination 
of services for delinquent youth, the 
Office of Juvenile Justice and Delin-
quency Prevention (OJJDP) recently 
recognized juvenile information shar-
ing (JIS) as an essential tool for deci-
sion-making (Mankey, Baca, Rondenell, 
Webb, & McHugh, 2006). Their report, 
Guidelines for Juvenile Information 
Sharing, provided a needed framework 
for the development of information 
sharing networks that includes a con-
sideration of privacy and confidential-
ity. While it does not provide specific 
mandates or requirements, this report 
does refer to the federal Privacy Act as 
the gold standard for states to use 
when determining their procedures for 
information sharing.  
 

Ethical Challenges  
 
Federal and state laws are designed to 
protect individuals from misuse of 
personal information by providing 
strict guidelines for the collection, 
storage, and use of administrative data 
for research purposes. Though neces-
sary, these laws are not sufficient to 
cover the full range of concerns re-
lated to the potential harm that can 
result to individuals and public agen-
cies from unethical research. Careful 
attention to ethical challenges is neces-
sary to genuinely fulfill the purpose of 
releasing protected administrative 
data to researchers. Fundamental to 
the ethical conduct of research is en-
suring that the potential benefits of 
research with human subjects signifi-
cantly exceed the risks.  
 
Research with human subjects should 
be conducted in the best interest of 
the individual participants, safe-
guarded by their informed consent or 
the permission of officials charged 
with ensuring the confidentiality of 
their administrative records.  
 
In addition to meeting legal require-
ments, researchers who wish to gain 
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access to integrated administrative 
data must navigate the explicit ethical 
challenges of Institutional Review 
Boards (IRBs) and the implicit chal-
lenges of establishing research part-
nerships with data sharing agencies.  
 

Institutional Review 
Boards  

 
Institutional Review Boards are man-
dated for any organization receiving 
federal funds that conducts research 
involving human subjects. The IRB is 
charged by the federal government to 
conduct formal ethical reviews of all 
research activities (45 CFR 46.102(a)). 
The level of review varies depending 
on the nature of the research project 
and the safeguards that are needed to 
minimize the risk associated with 
participation in the study. The Privacy 
Act defines three levels of review: full, 
expedited, and exempt. Full IRB re-
views are required for any research in 
which the investigator will be collect-
ing information directly from human 
subjects (e.g., clinical research to test 
the effectiveness of a given medi-
cation). This research presents the 
greatest level of potential risk, and 
therefore requires the  greatest atten-
tion to ethical conduct. An expedited 
review can be considered in cases 
where the research proposal presents 
minimal risk to the participants, such 
as, during observational studies of 
students in educational settings.  
 
A third category of IRB review is con-
sidered for research studies that pro-
pose to use existing sources of infor-
mation, such as the use of administra-
tive data systems. Federal regulations 
state that research involving the collec-
tion of existing data is exempt as long 
as the sources of information are 
publicly available or the information is 
de-identified (45 CFR 46.101(b)). Also 
exempt are research or demonstration 
projects that are conducted by or 
approved by department or agency 
heads, and are designed to examine 
the public benefit of service programs, 
procedures for obtaining services, 

possible changes in or alternatives to 
programs, or changes in methods of 
payment for services under those 
programs.  
 

Research Partnerships  
 
The implicit ethical challenges associ-
ated with entering research partner-
ships with public service agencies arise 
from the most fundamental ethical 
principles of research ethics: benefi-
cence, respect for autonomy, and 
justice (Department of Health, Educa-
tion, and Welfare, 1979). Beneficence 
calls for researchers to seek the best 
interest of the participant community. 
Respect for autonomy mandates re-
sponsiveness on the part of researchers 
to the informed choices of the partici-
pants. Justice prohibits any undue 
burden or hardship to participants as a 
result of their involvement as partici-
pants in  
research. Adherence to these basic 
principles provides a foundation for 
participants and participating agencies 
to trust that the research will benefit 
all those involved and minimize risk to 
participants.  
 
For public service agencies sharing 
sensitive administrative data with 
researchers, these ethical principles 
reflect three real fears. First, the agen-
cies fear that if they share de-
identified data, somehow the re-
searchers will be able to re-identify 
individuals by using other sources of 
data. Ready access to the Internet and 
expanded computer capacities to 
search and link information fuel fears 
that personal information may be 
revealed. An entire separate body of 
research seeks to answer the question, 
“What is really de-identified?” and 
“How easy is it to re-identify?” 
 
Second, they fear that findings from 
this research will be misinterpreted or 
disseminated in such a way as to un-
justly portray the client population, 
the agency and service providers in a 
negative light. For example, a study 
showed evidence suggesting that a 

finding of a disproportionate repre-
sentation of African American women 
in the crack (cocaine) use population 
could result in racial profiling at health 
care centers (see Leigh, 1998, for fur-
ther discussion of this example). A 
third ethical consideration relates to a 
fear by participating agencies that the 
research will provide no concrete 
benefit to the agency to justify the 
expenditure of time and resources to 
make the data accessible. These service 
agencies are often serving complex 
client populations with insufficient 
resources. Therefore, they are reluc-
tant to spend agency resources on 
projects with no tangible, real-time 
benefits.  
 

Scientific Challenges  
 
The ultimate usefulness of administra-
tive data for research and planning 
purposes depends on the original data 
quality. Systems administrators must 
develop data acquisition, auditing, and 
linkage procedures that assure the 
data’s integrity for research purposes. 
This is the science of integrated data 
systems. Computer scientists have 
developed methods for addressing 
many of these issues from a technical 
standpoint. These methods can range 
from complex real-time (or nearly real-
time) relational databases with sophis-
ticated record linkage systems, to more 
basic parallel archival processes with 
annual updates that are merged using 
stored record linkage procedures.  
 
The scientific issues most commonly 
engaged by integrated data systems 
include issues of project administration 
and data integrity, as they relate to 
the science of enabling applied re-
search activities.  
 

Data Acquisition  
 
How data is transferred from sharing 
to host agencies may vary depending 
on the data exchange agreements that 
are in place. The transfer process can 
simply involve the delivery of a CD, 
external hard drive or tape, while 
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some systems may use electronic trans-
fer via File Transfer Protocol, a virtual 
private network, or through auto-
mated file transfer routines that send 
data from one system to another on a 
periodic (nightly or monthly) basis. 
Data sharing that takes place outside 
the firewall of a government-
controlled infrastructure will need to  
include additional security protocols.  
Encryption and other data security 
mechanisms should be put in place to 
protect against unintentional disclo-
sures of data due to loss or theft. 
Common strategies include using 
external hard drives with a built-in 
encryption system and biometric access 
keys, or running an automated file 
transfer routine on a designated se-
cured computer. While the data acqui-
sition process rarely affects the overall 
integrity of the data, the process must 
be designed with consideration for 
both the overall project management 
and partnering agencies.  
 

Data Cleaning and  
 Auditing  
 
Database administrators typically 
perform basic review procedures that 
include cleaning and auditing the 
data. This includes the review of file 
specifications and record layouts that 
accompany data transfers. The host 
agency usually undertakes a review of 
any files received to make sure that 
the files match the specifications, and 
to assess their consistency with previ-
ous files from the data-sharing agency. 
Previous file versions from the sharing 
agency will often be stored by the host 
agency, and they will sometimes be 
merged with the received file so as to 
create an updated record. The data-
base administrators must look for 
changes in the file layouts or other 
incompatibilities, since coding schemes 
and data fields may change—either 
being added or deleted—due to 
changes in policies or procedures of 
the data-sharing agency. If it is possi-
ble, the host agency must identify 
when these changes have occurred by 
providing an updated metadata file. A 

record of all changes and any varia-
tions associated with particular files is 
usually maintained as part of the 
metadata of any system.  
 
Beyond the basic review of a trans-
ferred file, data-base administrators 
perform more detailed auditing of 
records to look for issues or problems 
with the data. Procedures can include 
variable-level auditing to look for out-
of-range codes and for the frequency 
of missing data. Variables can be 
scored with a reliability measure,  so 
that external requestors are aware of 
the reliability of a given variable. 
Common audit routines can measure 
the completeness of a given variable 
(degree of missing data), the accuracy 
(the proportion of valid codes), and 
coverage (gaps in time periods re-
ported, or providers reporting, for 
example). When two data sources are 
available for a given measure, for 
example, diagnosis associated with a 
hospitalization, the two data sources 
can be compared to assess the degree 
of agreement between the two 
sources. Discordances may raise ques-
tions as to which source is considered 
more reliable, and may require further 
investigation.  
 
Validity testing, another data auditing 
task, assures that data collected in a 
variable actually represents the phe-
nomenon in question. In some cases 
this may involve manual checking of 
records from paper files against the 
electronic data. Due to its time con-
suming nature, this task may only be 
done on an annual or semi-annual 
basis. Since most agencies are not 
equipped to conduct such validity 
testing on a routine basis, IDS leader-
ship may have to partner with data 
sharing agencies to periodically seek 
funding to accomplish these important 
audits.  
 
A final advantage to the creation of an 
IDS is the support the host agency 
gives to the sharing agencies’ efforts 
to improve data quality. Because many 
agencies are often too busy with busi-

ness processes to assess their own data 
quality on a regular basis and because 
data quality is often contingent upon 
use (the most commonly used variables 
usually have higher reliability and 
validity), an external hosting partner 
who reviews the data can provide an 
opportunity for data improvement. 
The host agency can work with sharing 
agencies to develop internal proce-
dures for improving data. Related 
research projects may also identify 
important gaps in information, and 
guide improvements in services. Of 
course, data sharing agencies also 
know their data best and can help the 
host agency to understand the nuances 
of their data in ways that may not be 
fully captured by metadata and record 
layouts.  
 

Record Linkage 
  
The critical advantage of IDS is in the 
process of record linkage. Record 
linkage refers to the joining or merg-
ing of data on the basis of common 
data fields, usually personal identifi-
ers—commonly a name, birth date, 
and Social Security number. They may 
also include system-generated client 
identifying or tracking numbers, or 
mergings of multiple identifier fields 
into a “unique ID.” In some cases, 
addresses may be used as a linkage 
field, particularly for projects where 
geographic location is central to the 
intended analysis.  
 
A variety of tools are available to 
facilitate record linkage, and many 
organizations may have created their 
own methods for linking records. The 
key issue here is creating decision-
making rules with parameters for 
determining what constitutes a 
matched (i.e., successfully linked) re-
cord. Keystroke errors, misspelled 
names, and the transposition of char-
acters are just a few of the potential 
data problems that would reduce the 
number of correct matches. To mini-
mize these false negatives, database 
administrators may perform the 
matching process using unique identi-
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fiers created from parts of fields, such 
as the first two letters of last name 
and first name, month and year of 
birth. They may also use Soundex (or 
another phonetic spelling translation 
algorithm) as an alternative to exact 
name matches.  
 
In general, two types of record linkage 
are possible: deterministic and prob-
abilistic. Deterministic record linkage 
involves matching on the basis of an 
agreed upon set of data characters or 
strings of characters (with some allow-
ance for missing data). Deterministic 
matching procedures are typically 
employed when users are most inter-
ested in reducing false positives, or the 
matching of records that do not be-
long together. Probabilistic matching 
procedures involve the use of algo-
rithms that permit flexibility by weigh-
ing fields differently when assigning a 
match. This procedure is often used in 
large studies where false negative 
matches may be more of a concern, or 
when deterministic matching is not 
possible given gaps in common identi-
fiers. Probabilistic methods can also 
identify potential matches prior to a 
deterministic matching procedure. 
 
Link King, a public use data-matching 
software developed in part with sup-
port from the Substance Abuse and 
Mental Health Services Agency of the 
U.S. Department of Health and Human 
Services (Camelot Consulting, 2008; 
http://www.the-link-king.com), en-
ables users to set probabilistic match-
ing parameters across a variety of 
dimensions. Link King also supports 
deterministic matching. A particular 
strength of this software is its ability 
to generate a set of standardized 
statistics that measures the degree of 
certainty associated with a given 
match. Such statistics can aid research-
ers and consumers of research in iden-
tifying the criteria, stringency, and 
overall robustness of the match.  
The science of record linkage contin-
ues to be advanced by statisticians and 
computer scientists. A bibliography of 
work in this area can be found at 
http://www.cs.utexas.edu/users/ml/

riddle. Different users will have differ-
ent purposes, and will want to be 
more or less sensitive to false negative 
or false positive errors. As communi-
ties develop these procedures and 
share their approaches, the field will 
see the development of consistent 
procedures for communicating match-
ing protocols and of standards for 
assessing the quality of record linkage 
results.  
 

Methodological  
 Opportunities 
 
The potential for scientific uses of an 
IDS goes beyond system-related issues. 
Given their population-based nature, 
epidemiological methods are often 
appropriate for grasping the basic 
incidence and prevalence of systems 
use, the relative risks for program 
entry, and outcomes for subpopula-
tions.  
 
Event History Analysis. The longitudi-
nal nature of the data also provides 
opportunities for event history analysis 
to study patterns of program entry 
and exit, the duration of spells, and 
the hazard rates associated with sub-
populations of program users, pro-
grams, and outcomes. Research on 
interventions that involve primary 
data collection and the tracking of a 
cohort of cases and controls can use an 
IDS to pull in relevant covariates 
(moderating and mediating variables) 
from the time period before the per-
son was enrolled in the study and 
throughout their enrollment (instead 
of having to rely on self-reported 
data).  
 
Time series analysis can be used to 
measure program utilization rates in 
the aggregate, to forecast program 
use in the future, or to measure par-
ticipants’ individual usage patterns, 
while controlling for program utiliza-
tion variables from other systems. 
  
Spatial analysis. The availability of 
geocoded data creates a variety of 
spatial analysis opportunities, includ-

ing analyses of risk “hot spots” and 
the creation of aggregate measures of 
the social environment around indi-
viduals, for example, the count of 
truant or delinquent children in a 
given search radius around an individ-
ual’s address.  
 
Cost-accounting research based on 
imputed costs associated with various 
units of services consumption as well 
as using IDS data to generate cost and 
cost-offset data for benefit-cost and 
cost-effectiveness research are also 
among the analytic options created by 
an IDS.  
 
In short, the large variety of analytic 
tools available to social scientists is 
readily applicable to IDS data, and, 
indeed, IDS data provide a very rich 
opportunity to explore questions from 
a multitude of approaches. The ongo-
ing availability of these data provide 
opportunities for researchers to test 
models developed with one cohort on 
subsequent cohorts. This capacity and 
the relatively low cost of replication 
allows for refinement of models to 
best serve specific target populations. 
(See, e.g., Culhane & Metraux, 1997, 
for an IDS research agenda for home-
lessness and a discussion of related 
analytic strategies.)  
 

Economic Challenges  
 
Development Funding: 

Purposes 
  
Any system has an initial purpose, 
even though it may evolve into serving 
a much broader set of needs. The 
system's initial purpose also usually 
reflects the source funding its develop-
ment. Public agencies, especially ex-
ecutive branches of government, may 
see the value of integrated administra-
tive data for managing large opera-
tions and multiple departments. Such 
data may play a role in government 
budget officials’ evaluation of depart-
mental requests for funds for various 
initiatives or in simulating criteria for 
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program eligibility. Private philan-
thropy may seed development of an 
IDS as a way of developing a research 
and evaluation capacity, in order to 
improve services for populations of 
interest (e.g., children exiting foster 
care) or for a given issue (e.g., prisoner 
reintegration). Indeed, researchers may 
initiate the development of a system as 
part of a research infrastructure and 
may seek public or private funding 
tailored to their research interests.  
 

Operational Funding:   
Uses  

 
Beyond the development costs associ-
ated with setting up an integrated 
data system, implementers will have an 
ongoing concern over the mainte-
nance and sustainability of the system. 
Interest is usually highest among fun-
ders for the development period, but 
ensuring funds for maintenance and 
operations is often more difficult. 
Because of changing circumstances and 
competing priorities facing funders, 
such systems will often need to prove 
their worth. If the host is a public 
agency, political mandates and admin-
istrative uses may justify its ongoing 
support—at least for the duration of a 
given administration. If the host is a 
private agency, like a university, then 
operating support may need to be 
underwritten through research grants 
and contracts.  
 
In either case, part of the planning for 
an integrated data system will need to 
include a business plan that offsets 
ongoing operating costs either 
through core support from local or 
state government, from private fun-
ders, through the conduct of contract 
or grant-funded research, or through 
the charge of usage fees. Indeed, it 
may well be in the interest of the 
enterprise to market uses of the data, 
both to data sharing agencies within 
government and to external research 
organizations, such as universities. As 
with all the challenges and partnership 
issues described above, each system 
will likely evolve its own funding solu-

tions based on the purposes and func-
tions of the system.  
 

Cost-Efficiency of an IDS 
  
Aside from these issues related to 
operating expenses, the relative cost-
efficiency of an IDS for conducting 
research is worth noting here. It may 
be obvious that primary data collection 
efforts are much more time and re-
source intensive, at least for the re-
searchers, than is the integration of 
administrative data sources. The costs 
of administrative data collection are 
underwritten as part of the business 
expenses of public agencies. The data 
are also generated on a continuous, 
real-time or nearly real-time basis. 
Data provide an alternative to periodic 
interview waves of study samples and 
self-reported data on program use, 
school attendance, health care use, etc.  
 
The costs to researchers for accessing 
integrated data will vary based on the 
data sources and the number of hours 
required to process the request. An IDS 
can reduce the costs of individual data 
requests by maintaining procedures for 
cleaning and preparing all data for 
analysis as those datasets are obtained 
and stored. Otherwise, redundant costs 
may be incurred if files are prepared 
only in response to specific requests. A 
given IDS may also have operating 
support from other sources that can be 
used to offset the costs of data re-
quests. However, it is more likely that 
external requests would be used to 
offset operating expenses. Typical 
database merges may range in cost 
from $20,000-$50,000 but could ex-
ceed that in the case of more complex 
files, such as, pulling data from Medi-
caid and other health  claims across 
multiple years. 
 
Given the temporal range of the data 
and the volume of potential observa-
tions, the IDS approach is significantly 
less costly and more efficient than 
primary data collection. However, 
trade-offs must be made. Consider, for 
instance, that a primary data collection 

project for a sample of 500 persons can 
take a year to enroll subjects, two 
years to track them prospectively (for 
18-24 months), and one or two years to  
analyze the data. The costs for such a 
four- or five-year study would be $2-4 
million, depending on the amount and 
type of data collection. In comparison, 
an IDS project can track thousands or 
tens of thousands of clients in a given 
intervention across multiple years and 
across multiple systems. Because the 
primary responsibilities of the re-
searcher are the design and analysis 
components of the project, projects 
can be initiated and completed in a 
matter of months or perhaps one year 
or two in the case of more complicated 
projects. The costs of a typical project 
can be quite variable, but are likely to 
be less than $300,000 in more complex 
cases and substantially less in many 
cases. The comparatively low cost of an 
IDS-based research project makes more 
frequent and more time-sensitive study 
and analysis more feasible.  
 
An IDS cannot substitute for primary 
data collection in certain domains. 
While an IDS may be used to track 
research participants in a randomized 
study, an IDS most often will be used 
for quasi-experiments, where control 
groups will be generated among non-
participants. The risk of selection bias 
from a lack of randomization can be 
partially offset by enhanced opportu-
nities for matching and for other sta-
tistical controls. Specifically, the large 
number of potential subjects in admin-
istrative data can provide for more 
comparable matching through the use 
of service histories. The large number 
of subjects also enables greater statisti-
cal control for pre-existing differences 
in the study groups. Nevertheless, 
where time or money are not an issue, 
an ideal approach would be to com-
bine an experimental study with ad-
ministrative data, where the power of 
randomization and primary data col-
lection is combined with administrative 
data for tracking historical and pro-
spective service use patterns.  
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A Survey of Exem-
plary Integrated  
Data Systems 
  
The authors undertook a survey of 
project administrators working at 
existing integrated administrative data 
systems with the aim of learning how 
these IDS address the legal, ethical, 
scientific, and sustainability challenges 
outlined above.  
 

Participating Sites  
 
To identify exemplary IDS cases for 
inclusion in the survey, a key informant 
process was developed. Key informants 
with potential knowledge of inte-
grated data sites were identified from 
among known administrators of exist-
ing systems, a federal human services 

research sponsor, and university re-
searchers. All informants were then 
asked to identify any sites with which 
they might be familiar. This process 
generated a convenience sample of 
sites meeting the inclusion criteria. It 
did not include an exhaustive search 
for potential candidates. For systems to 
be included in the survey, they had to 
meet three criteria  
 

 The IDS must contain data from 
multiple agencies.   

 

 The IDS must have been devel-
oped as a general utility, rather 
than for a specific research pro-
ject.  

 

 The IDS must involve individual-
level record linkage (aggregate 
level data integration was not 
sufficient). 

 
Key informants identified eight exem-
plary sites as meeting the inclusion 

criteria, and all eight agreed to partici-
pate in the survey. They are  

 State of Michigan  

 State of South Carolina  

 County of Los Angeles  

 Allegheny County, PA  

 University of South Florida (for 
the State of Florida)  

 University of Pennsylvania (for 
the City of Philadelphia)  

 University of Chicago (for the 
State of Illinois)  

 Case Western Reserve University 
(for Cuyahoga County, OH)  

 

Method  
 
The survey, designed by the authors, 
was intended to collect data in the 
four areas outlined above—the legal, 
ethical, scientific and economic chal-
lenges that integrated data systems 
are likely to face. The survey also 
sought to identify the data sources for 
each system, and exemplary projects 

All of the data systems surveyed have in place legal agreements among the data sharing 
agencies. These agreements address common concerns among the data systems. 
 

 Legal agreements explicitly state that contributing agencies maintain control 
over data usage and release—despite being held by a host agency, data are 
regarded as the property of the contributing agency.  

 

 Three of the agencies surveyed also have specific stipulations regarding data 
security and confidentiality standards that must be observed by the host 
agency.  

 
All of the data systems surveyed collect data that fall under the purview of HIPAA. All 
data systems conduct compliance audits:  
 

 3 conduct internal and external audits.  
 

 2 conduct internal audits only.  
 

 3 conduct external audits only. 
 
5 of the 8 data systems surveyed collect data that are under the purview of FERPA.  
Of these, 3 conduct internal compliance audits.  
 

Results 

  Legal Issues 

Nature and 

Purpose of Legal  

Agreements  

HIPAA 

Compliance 

FERPA 

Compliance 
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Because data usage is controlled through legal agreements among data sharing 
agencies, the integrated data systems were surveyed to determine the method by 
which the proper usage of data was determined. 
 

 Four of the data systems surveyed reported a formal committee comprised of 
the data sharing agencies that addressed data usage. In one of these data 
systems, the committee is formally created and governed by state statute. 

  
• Four of the data systems surveyed did not have an individual or a formal 

committee to review data usage.  
 
Of the 8 integrated data systems surveyed:  
 

 7 have a formal process for reviewing  research proposals. 
 

 5 have a formalized process for reviewing completed research projects.  
 

 6 have a formal mechanism in place for sharing research finding with all of the 
contributing agencies.  

Review of 

Proposals and 

Projects 

Legal 

Agreements and 

Data Usage 

Respondent 

Comments 

Regarding 

Legal Issues 

All of the data systems surveyed noted similar legal hurdles and ongoing legal  
concerns. Some comments by respondents included 
 

 “There were confidentiality requirements and legal barriers that prevented the 
sharing of client information among County agencies.”  

 

 “Government agencies have procrastinated on signing data sharing 
agreements.” 

 

 “It was difficult [for agency attorneys] to identify the specific terms of 
agreements [required for an MOU] because the governing legislation is 
different depending on the source of the data.”  

 

 “Some agencies were reluctant to share data if the law did not explicitly 
require data sharing.”  

that illustrate the value of these 
systems for research and policy 
analysis.  
 
The survey took an online, struc-
tured-interview format. The research 
team contacted respondents about 
their interest in participating. All 
respondents agreed to participate, 
and were sent a link to the online 
survey. Respondents were asked to 
complete the questions to the survey 
to the best of their ability, recogniz-
ing that they might not have time 

for a detailed accounting for some 
items, such as exact number of re-
cords or variables. Respondents were 
given two weeks to complete the 
survey, and members of the research 
team followed up with respondents 
to ensure timely completion.  
 

 
Analysis  
 
Answers to the survey questions 

were assembled into a series of 
tables representing each survey 
category. Project staff analyzed the 
survey data and reviewed and 
checked it for accuracy. The data 
were used to create summary tables. 
Individual site responses are not 
provided here.  
 
All the respondents cited specific 
data-sharing agreements that they 
have established with data-sharing 
agencies who set the policies for the 
use of data within their systems. 

 



    11 

 

Connecting the Dots: The Promise of Integrated Data Systems for Policy Analysis and 

Systems Reform,  2ed., March 22, 2010 

Agencies were most concerned about 
their compliance with the explicit 
federal privacy acts that govern data 
use—HIPAA and FERPA. The data 
systems surveyed collect large amounts 
of information which fall under the 
purview of HIPAA, including data from 
state departments of health and hu-
man services covering Medicaid/
Medicare and hospital payer data), 
community and state mental health 
agencies, care programs, and agencies 
providing substance abuse treatment. 
In addition, several data systems have 
collected FERPA-protected data from 
municipal school districts. As indicated 
in the box above, the use of internal 
and external audits in assuring compli-
ance is a common practice among the 
integrated data systems surveyed. The 
collection of HIPAA and FERPA-
covered data was sited as one impetus 
for creating formal data sharing 
agreements, suggesting that federal 
requirements may well have created a 
higher standard for formalized data 
protection protocols than would have 
otherwise existed. 
 
Legal agreements between agencies 
are the foundation of integrated data 
systems. They address concerns over 
data sharing, use, and distribution, as 
well as the need for data security. In 
most cases, the contributing agencies 
retain full control over the use of their 
data, and, as some respondents have 
noted, data are treated “as still be-
longing to the agency from which it 
came.” In almost all cases, the agree-
ments take the form of memoranda of 
understanding (MOU) or memoranda 
of agreement (MOA). The period of 
renewal of MOUs and MOAs varies 
across data systems, and ranges from 
one to five years.  
 
In addition to basic guidelines on 
confidentiality and data security, the 
agreements created by several of the 
data systems also stipulate the crea-
tion of a special committee to regulate 
data usage, create guidelines regard-
ing how data requests are processed 
and how completed projects are re-
viewed, as well as lay down a mecha-

nism through which research findings 
may be shared across the various data-
contributing agencies. In four of the 
sites, research findings must be for-
mally presented to data-providing 
agencies prior to dissemination. In the 
four cases where the sharing of find-
ings is not required, two stipulated 
that participating agencies might at 
their discretion require the submission 
of findings for a specified period of 
review prior to dissemination.  
 
A few respondents cited that the lack 
of an affirmative legislative mandate 
for data sharing created a perception 
among some potential data-sharing 
agencies that data sharing is not an 
important value. Further, it might 
disincline some agencies to commit the 
time and resources necessary to par-
ticipate. In addition, individual agen-
cies may have policies specifically 
governing data usage or may be under 
other state or federal regulations 
regarding confidentiality—like those 
covering earnings or income tax 
data—that limit their ability to partici-
pate in an integrated data system.  
 
The common purpose for the creation 
of integrated data systems is to enable 
the simultaneous analysis of data from 
multiple agencies . However, data use  
is predicated on a foundation of ethics 
that protect data from misuse. Cer-
tainly, the respondents here identified 
confidentiality protections as foremost 
most among their concerns regarding 
the ethical treatment of data. In most 
cases, confidentiality is assured 
through multiple levels of protection. 
To begin with, some data systems have 
restricted data sharing only to other 
government organizations. 
 
In a majority of cases, the sharing of 
data with researchers is mediated 
through a formal review process that 
ensures that the use of the data is in 
accordance with policy, and that any 
risks to confidentiality are mitigated as 
much as possible. All the respondents 
require formal agreements between 
the IDS and researcher when informa-
tion is shared. In most of the systems 

surveyed, these agreements also re-
quire formal review and sharing of 
research findings. In one case, the 
process for acquiring data entails 
written permission from each data-
sharing agency involved, rather than 
just blanket permission from the IDS. 
 
Most respondents have technical safe-
guards for their data and train their 
personnel in the handling of confiden-
tial data. Data sharing with external 
partners is usually limited to de-
identified data, although the survey 
results did not clarify the degree to 
which de-identification shielded dates 
of service (a limited dataset) or not. 
Even with rigorous technical and pro-
cedural safeguards, breaches of confi-
dentiality are almost always possible. 
  
As in any research involving human 
subjects, integrated data systems must 
weigh the risk associated with the 
research with the potential benefits. 
The administrators surveyed consis-
tently reported that the power and 
importance of their respective IDS for 
informing social policy was profound, 
and, as such, its benefits to the popu-
lation outweighed the associated risks. 
These benefits include better targeting 
of resources to needy or at risk popu-
lations, generating data that better 
inform social policy, and greater effi-
ciency in the application of resources, 
resulting in notable budgetary savings. 
  
The respondents varied significantly in 
how they address the various scientific 
issues associated with maintaining and 
using their integrated data systems. 
This variability may well reflect the 
relative maturity of the various sys-
tems; the largest contains 11,000,000 
individuals and 32 years of data, and 
has been in existence for 20 years. 
There is an apparent relationship 
between the age of the systems and 
their size. Almost all the systems have 
been in existence for at least five 
years, with more than half over ten 
years old; collectively, the databases 
surveyed contain information on an 
average of 4.6 million individuals.  
Data acquisition appears to be a gen-
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 Ethical Issues 

 
Data Sharing Many of the systems surveyed have a formal system for the review of proposals and 

research results. 
 

 All 8 provide data to governmental agencies. 
 

 5 0f 8 provide data to private organizations. 
 

 All 8 provide data to researchers. 
 

 7 of 8 require formal agreements between the IDS and the researcher in order 
to share data. 

 

 1 respondent stated that permission for data use must be individually requested 
from each contributing agency. 

Research Review Many of the systems surveyed have a formal system for the review of proposals 

and research results. 

 

 7 of 8 data systems surveyed have a formal system for the review of proposals 

and research results. 

 

 5 of the 8 have a formal process for the review of completed research:  

   Of these, 4 review all written materials.  

   4 require a formal presentation of findings.  

 

 6 of the 8 data systems have a formal system for disseminating research 

findings among all of the contributing agencies. 

Protection of 

Confidentiality 

Concerns about confidentiality are at the heart of the agreements that allow for the  
construction of integrated data systems.  
 

 One respondent noted that data sharing among agencies was only possible by 
using de‐identified data.  

 
 In at least 1 case personal identifiers are not stored with statistical data files. 
 
 Data provided to researchers is de‐identified. 
 
 In all cases, agreements between data sharing agencies and between the IDS 

and the researcher have specific stipulations regarding confidentiality.  

erally smooth process for most of 
the respondents, at least after the 
formal legal agreements regarding 
data sharing are established. One 

system did report difficulty getting 
all contributors to keep up with 
their data contributions, but others 
indicated that once a system for 

acquiring data was established and 
instituted via MOU/MOA, the diffi-
culties encountered tended to be 
occasional, involving, for example, 
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 Comments from 

Data System 

Administrators 

 “With data contained in this system, we can better understand our demographics, 

the neighborhoods we live in, our socioeconomic levels, and the family structures 

that are so important to who we become as adults, the difficult circumstances and 

health problems that affect our lives and our independence and the cost to society 

for offering programs and services to those who are at risk.”  

 “They [policy makers] understand that the IDS is a unique resource that can provide 

them with information that they don’t have and that their agency will likely never 

have the capacity to produce. Policymakers can learn the outcomes for the agency 

service recipients. They can learn the characteristic of children and families that 

come to their attention. They can use the IDB data to help identify their service 

population overlap with other agencies populations and develop a richer sense of 

need.”  

 “The integrated information on public services provided to indigent adults in the 

General Relief program allows to evaluate the services provided to this population 

service utilization patterns and the cost of the services provided. The information is 

being made available to policy makers to enhance the delivery of public services to 

indigent adults and to design new programs.”  

corrupted files or limited staff time. 
One site also observed that once the 
data are put into a “production 
environment,” the ongoing mainte-
nance effort is greatly reduced.  
Despite the large volumes of data 
processed by these databases on a 
yearly basis, few report major prob-
lems with data quality. Respondents’ 
answers to questions about data 
quality focused primarily on the 
reliability of the data, and indicated 
they use automated routines to 
check for errors. The survey did not 
confirm that any of the sites had 
regular auditing of data for validity, 
a process that is inherently more 
complex.  
 
One system reported that although 
“data is far from perfect…the origi-
nating agencies use this data in their 
day-to-day processes so the core 
data is fairly good.” This is echoed 
by another respondent, who states 
that “most agencies have data qual-
ity standards in place so that the 
data coming to us are of good qual-
ity.” 
 

Another system has chosen to “work 
closely with the data experts from 
each department to clean the data 
from the participating agencies.” Of 
all the systems surveyed, only one 
reported consistent problems with 
poor data quality from state agen-
cies.  
 
Both probabilistic and deterministic 
methods are reported as being used 
for record linkage, although only 
three sites explicitly referred to 
probabilistic methods. Most sites 
appear to use some version of a 
system-generated identifier or a 
concatenated identifier from among 
components of various identifying 
data as the basis for record linkage.  
 
With one exception, these inte-
grated data systems are funded by 
multiple sources. Most reported that 
their primary income sources were 
from state and local governments, 
and in one case, federal funding as 
well. One noteworthy exception 
received its entire budget from 
private sources, including a founda-
tion grant and user fees. This mix of 

funding reflects the fact that most 
of the systems surveyed had their 
genesis in state and local govern-
ments, either through contracts or as 
a government-operated system. 
Some data systems report that al-
though they are an expense for local 
and state governments, the data 
they provide allows for more effi-
cient and cost-effective targeting of 
resources.  
 
For half of the respondents, income 
also comes from data requests, 
based on the staff time and system 
overhead required to process re-
quests. Finally, it is important to 
note that the amount of staff time 
dedicated to each of these inte-
grated data systems was also some-
what variable. Some systems re-
ported a fairly straightforward num-
ber of FTE’s dedicated to the project, 
with an average of 2.75. One respon-
dent reported up to twenty-five 
people as involved in processing 
data requests, maintaining the data-
base, and inputting new data. The 
amount of time each person dedi-
cated to this work was generally 
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Updates and 

Acquisition 

The number of contributing agencies varies greatly across data systems. 
 

 The smallest system surveyed has 7 data contributors; the largest system has 70 
contributors. 

 

 The average number of data contributors was 23. 
 

 Across all data systems, most data sources are updated more than twice a year. 
The remaining data sources are updated at least annually.  

Storage The size and structure of the databases is highly variable. 
 

  The largest system includes 50 terabytes of data.  
 

 The smallest systems surveyed contained 7 years of data on 20,000 individuals 
and 200 variables.  

 

 The largest system surveyed covered 10,000,000 individuals, with data spanning 
35 years and 40,000 variables.  

 

 Average number of years of data was 17, covering an average of 4.6 million 
individuals. (This calculation based on 6 of 7 databases. 1 respondent did not 
include this information.) 

 

 5 of the respondents utilize a centralized database, while 2 are distributed 
among multiple databases.  

Linkage There are three main linkage techniques utilized. (Three respondents did not reveal 

how they link records.) 
 

 One data system uses personal identifiers to assign tracking numbers.  
 
 Two utilize probabilistic record linkage.  
 
 One uses probabilistic and deterministic methods.  
 
 All systems are GIS enabled.  

 “We have found it useful to place data management in the hands of our 

statisticians; this provides them with detailed experience in the quality and 

quirks of the data, making their advice invaluable to data users.”  

 

 “Most agencies have data quality standards in place so that the data coming to 

us are of good quality. When we find quality issues, we have a natural 

communication link with the contributor and resolve issues together.”  

 

 “One of the better efforts we have implemented is the merging of geo-coding 

and GIS presentation with the data in the warehouse….It has allowed access to 

geographical queries that allow us to analyze data by distance without 

reference to maps. (An example of this is in the Family to Family program, a 

foster care improvement program sponsored by the Casey Foundation, where 

we are trying to ensure that kids are placed in their own neighborhoods.)” 

Comments  
from Data 

System  
Administrators 

Science Issues 
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Economic Issues 

There is broad variability in the costs associated with the creation and maintenance of 

integrated data systems.   

 

 Of the 8 data systems surveyed, 4 have a specific budget for the maintenance of 

data. 

 

 The largest data system surveyed has an ongoing yearly budget of $ 1.2 million 

for staffing and maintenance. 

 

 Lowest infrastructure cost reported was $50,000. Average infrastructure cost 

was 1.5 million, though most fell between $100 and $800 thousand dollars for 

the five systems that reported budget figures. 

Cost and 

Maintenance 

Budget 

Funding Sources 7 of 8 systems reported funding sources. All of these obtained funds from multiple 

sources.   

 

 4 data systems report that 20-50% of their funding came from state 

government  

 

 1 data system reported that 55% of their funding came from federal sources.  

 

 3 report funding from local government  

 

 

small, estimated at 10 to 25% of 
their effort (between 2.5 and 6.25 
FTEs).  

 

Exemplary Uses 
 
The systems participating in this 
survey offer a wide range of exam-
ples of their use for informing pub-
lic policy and for evaluating pro-
grams—too many to summarize 
here. Here are some striking illustra-
tions of the kinds of initiatives that 
an IDS makes possible. 

 

 In the County of Los Angeles, 
The Adult Linkages Project (ALP) 
is used to examine and track 
different cohorts of General 
Relief participants, examine 
their use of services across a 
broad spectrum of health, social 
and law enforcement services. 
The project has most recently 
been used to examine individu-
als identified as homeless, to 

determine how placement in 
housing has led to reduced use 
of services, and to forecast 
potential cost offsets to county 
government of further housing 
development and placements.  

 

 At the University of Pennsyl-
vania, investigators have con-
ducted a series of cohort studies 
to identify early risks associated 
with poor academic and behav-
ioral outcomes. Risks include 
early childhood poverty, home-
lessness, premature birth, ne-
glect and abuse, out-of-home 
placement and lead exposure. 
Results have followed children 
through third grade to show the 
protective effects of formal 
early care and educational 
experiences on later educational 
success and school adjustment.  

 

 At the University of Chicago, 
researchers at Chapin Hall have 
used their integrated data to 

examine the impact of residen-
tial placements on children in 
the child welfare system. The 
research has led to restructuring 
child placements to reduce 
unnecessary or ill-timed place-
ments, and to improve child 
outcomes. 

  

 In the State of Michigan, the 
state’s data warehouse has 
enabled state government to 
roll out several statewide pro-
grams with greatly improved 
efficiency and to measure geo-
graphic variability in program 
enrollment and outcomes. Two 
notable initiatives have included 
the SHADoW homeless research 
database project and a “Family-
to-Family” initiative to improve 
placement and management of 
the state’s child welfare pro-
grams.  

 

 At Case Western Reserve Univer-

sity, the integrated early child-
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Usage Fees 4 of the 8 systems surveyed currently charge for data usage. 

 

 Usage fees for the 4 were assessed by calculating staff time and infrastructure 

overhead needed to fulfill the requests. 

 

 1 system reported that they are considering adding fees for data requests.  

Staffing Staffing levels are assessed by calculating the number of full time equivalent staff (FTE) 
needed to meet annual operational activities. This includes both system maintenance 
and project‐specific activities (these are not distinguished by the survey). 
 

 On average, the systems surveyed utilized 2.75 FTEs.  
 
 The largest system had 7 dedicated FTEs.  
 
 One system noted that there are perhaps 25 people working on the database, 

but that it may account for only 10‐25% of their individual efforts. 

Comments from 

Data System 

Administrators 

 “Since our statisticians do the data management as part of their functions, 

there is no specific budget for data management. This system has been 

largely built and is maintained by funding from data partners who see the 

value of the system.”  

 

 “Most of our projects have been initiated by agency management which has 

provided initial funding. To ensure that this continues we publish a regular 

report on what has been accomplished to remind the funders of what they 

are getting for their money.”  

 

 “We take a small part of research project funding for data management.”  

hood data system allowed re-

searchers in Cuyahoga County to 

determine the degree to which 

investments in early childhood 

programs were reaching all 

newborns, toddlers and pre-

school children, whether the 

timing was optimal, and 

whether the intensity of partici-

pation met the levels required. 

Gaps were identified. New meas-

ures initiated to actually bring 

proven programs to a significant 

proportion of the population 

and to estimate the benefit of 

these investments in the region’s 

children.  

 

 The University of South Florida 

has used its integrated database 

to facilitate several service sys-

tem reforms for people with 

mental illness. Recent projects 

include a cost-benefit study of a 

 
 2 report funding from private sources, with 1 receiving its entire budget this 

way.  

 

 1 reported that 80% of its budget came from “other” sources.  

 

 2 of 7 reporting funding sources reported having regular, ongoing contributors 

of funding (presumably for operating support—in other words, not project-

specific funding).  
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  medication for Medicaid recipients 

with Alzheimer’s disease. Other 

recent research has included stud-

ies of the effectiveness of special-

ized therapeutic foster care, the 

effectiveness of children’s mental 

health services, and patterns of 

juvenile justice system involvement 

of youth with mental disorders. 

 

 South Carolina has worked with 

state agency partners to create 

several analytic “cubes” so that 

agencies can drill down into pre-

aggregated data to very fine levels 

of detail. For example, one educa-

tion-oriented project enables 

policymakers to study the relation-

ship between poverty, health 

conditions, crime, mental illness 

and success in school. The technol-

ogy permits the cube user to select 

an analytic cell, to drill down to de

-identified data, and see a full 

client history. Other projects in 

South Carolina, including the web-

based electronic medical record, 

enable users to access, pending 

patient consent, identified data. 

 

Recommendations  
 
Having developed without any na-
tional program mandating practice-
based standards and guidelines, the 
integrated data systems surveyed here 
give a picture of a diverse set of IDS 
innovators. They represent a contin-
uum from IDS located within gov-
ernment to those created by research 
universities. Systems within govern-
ment have the highest level of official 
public support. These systems work 
under direct administration by state 
budget or executive branch IT offices. 
Independent, university-based systems 
primarily use their integrated data 
capacity to obtain private and public 
funding for their faculty's research. 
 

Some hybrid forms lie between public 

and private poles. These include ef-

forts led by county governments that 

also work with external research or-

ganizations. One university that hosts 

various county data, makes them 

available to public and private organi-

zations with authorized research proj-

ects. Regardless of their distinctive 

context, each IDS has had to address a 

common set of legal, ethical, scientific 

and economic challenges. From their 

collective experience, some conclusions 

can be drawn regarding best practices, 

and some recommendations offered 

for how other communities (states, 

localities, universities) and public 

policy stakeholders (federal agencies, 

foundations, policy research organiza-

tions) can consider the potential value 

of integrated administrative data 

systems for improving the effective-

ness and efficiency of their public 

service systems. 

 
Creating a Professional 
Learning Community  
 
During survey-related conversations, 

respondents expressed a need to cre-

ate a community of other experts like 

themselves for sharing information, 

organizational strategies and technol-

ogy associated with the administration 

of an IDS. The range of technological 

sophistication among the respondent 

sites varied widely. In general, the 

state government sites had the largest 

and most sophisticated systems, likely 

reflecting both the tenure of their 

systems and their position under the 

aegis of the executive offices of state 

government. Local governments oc-

cupy a middle ground, and universities 

had the simplest platforms, with no 

real-time data integration.  

 

Regardless of these variations, the sites 

have much to learn from each other 

regarding all of the aspects of the IDS 

administration, from sharing tem-

plates for legal agreements, to the 

design of policies and organizational 

structures for processing research 

requests. Some sites had more experi-

ence than others in the creation or use 

of tools for querying the data, or both, 

including the use of pre-aggregated 

data cubes, or in using GIS. Other sites 

had more experience with sophisti-

cated data linkage algorithms.  

 

Regardless, all sites expressed interest 

in sharing technology, organization 

and financial operations, and in learn-

ing how to engage external research-

ers to maximize use. Thus, one impor-

tant recommendation to come from 

this review is that a professional learn-

ing community should be formed 

among the sites to facilitate this ex-

change of knowledge. Such a group 

might also be able to provide technical  

assistance to entities which are consid-

ering the implementation of an IDS.  

 

Establishing a Partner-
ship Model: Optimizing 
Roles and Responsibili-
ties  
 
The variability in how the sites are 

organized and financed, as well as 

their robustness with regard to data 

and to use, suggests that it is possible 

to imagine a hybrid model of the 

various approaches identified here 

that draws on the strengths of each. 

The model partnership would optimize 

the most appropriate roles of the 

potential partners and maximize the 

use of the data infrastructure for 

policy analysis and planning. While no 

single site embodied perfectly this 

imagined hybrid model, a few of the 

various organizational approaches 

include most of its components, and 

suggest that such a model partnership 

is indeed possible and desirable, with 

appropriate partnership roles for 

government, universities, and funders.  
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Government 
 
First, the survey results offer convinc-
ing evidence that government is in the 
strongest position to act as the lead 
agency with regard to the archiving of 
administrative data. Government has 
the authority to store vast quantities 
of data, as part of its responsibility for 
administering various public programs. 
While the clear authority for a single 
government agency to store multiple 
agencies’ data may not always exist, 
state and local governments have 
shown that they can negotiate that 
authority under the appropriate legal 
agreements. Commensurate with this 
authority, government has the re-
sources to store the data that are likely 
to be involved in any integrated data 
system.  
 
Some universities have similarly shown 

that they are capable of being the host 

entity, and they may well be the ap-

propriate choice in a given a locality, 

especially where agencies prefer a 

neutral third-party repository. For 

example, some agencies may feel that 

a neutral third party is less likely to 

inadvertently use linked data for pro-

gram operations or client contact, 

since the third party may not deal 

directly with clients. Or, in cases where 

a city or local school district and county 

may have a conflict, a city agency or 

school district may be more willing to 

share data with a neutral third party 

than with the county. For now, how-

ever, the university efforts appear to 

be much less robust in terms of the 

number of participating agencies, their 

storage capacity, and their use of the 

most sophisticated computer science 

for data integration.  

 

Similarly, the public agencies that host 

IDS have more robust financing, with 

ongoing commitments from govern-

ment sources, whereas the university-

led efforts are more likely to rely on 

periodic research contracts and private 

funds with no clear provision for infra-

structure capacity building. These 

financing differences are reflected in 

staffing levels. While governments 

thus appear to be the most well-

equipped to sustain these efforts, it is 

worth noting that to the extent that 

an IDS is part of and identified with 

the initiative of a given administration, 

there is a risk that the system will lose 

support with a change in political 

leadership. This would seem to speak 

to the value of a neutral third party, 

such as a university or research insti-

tute; however, even those arrange-

ments can be changed with a change 

in political leadership. Shielding an IDS 

from political shifts, perhaps by hous-

ing it in an executive or legislative 

budget analysis office, could offer a 

long-term advantage.  

 

Thus, with respect to two of the critical 

domains for an IDS, its legal authority 

and its economic sustainability, gov-

ernment appears to be the optimal 

lead partner. We would recommend 

that future efforts of this sort explore 

such a solution wherever possible. We 

also recognize that a neutral third 

party approach is possible and some-

times preferable, especially where 

numerous local authorities (for exam-

ple, several school districts or several 

police departments in a given county) 

are unwilling to share data with a 

single government entity (for instance, 

the county). In such cases, the contrib-

uting public agencies will certainly 

need to extend their legal authority to 

the neutral third party. They should 

also consider how to provide financing 

for the maintenance of the integrated 

data infrastructure. Without that, non-

governmental enterprises are at a 

serious disadvantage in terms of their 

long-term economic sustainability.  

 

Research Universities 
and Private Research   
Organizations 

 

Independent researchers from either 

research universities or private re-

search organizations have an impor-

tant role to play in the effective use of 

integrated data systems to maximize 

public policy reform. Just as govern-

ments are uniquely situated with re-

spect to the legal and economic as-

pects of an IDS, researchers are well 

positioned as partners to lead with 

respect to the science and use of an 

IDS. They bring a particular content 

expertise to the partnership in the 

social and health policy areas in which 

they conduct their research. This 

means they are aware of the latest 

research literature and state-of-the art 

research methods to address complex 

policy problems. University and other 

nonpartisan researchers are more likely 

to be independent participants in the 

local policy environment, and, as such, 

have greater autonomy and flexibility 

to access private and public research 

funds in support of support their work 

than staff members in local govern-

mental agencies. All this makes re-

searchers ideal users of an IDS and 

integral partners in a model implemen-

tation.  

 

Partnership with a university or any 

external organization also brings with 

it some risks. Several of the govern-

ment initiatives surveyed had under-

taken relatively little partnership with 

academic organizations, possibly be-

cause of some of the perceived risks of 

opening access to the IDS to nongov-

ernmental agencies. Those risks include 

not only obvious concerns with data 

security and confidentiality, but also 

the ethical risks associated with an 

external entity having access to gov-

ernmental information, including 

concerns that the research findings 

would provide no direct benefit to the 

data sharing agencies or that the 

findings might be used unjustly to 

critique existing policy. Several of the 

respondent sites have been able to 

address these concerns through clear 

procedures for vetting proposals and 

research results and by affirming the 
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right of data sharing agencies to veto 

use of their data or to review and 

comment on findings.  

 

To the extent that these ethical uses of 

data can be assured in a given partner-

ship model, more jurisdictions may be 

willing to engage in these partner-

ships. Given the right organization and 

functioning of an oversight board 

consisting of researchers and rep-

resentatives of data sharing agencies, 

the benefits of universities’ participa-

tion can be structured to outweigh the 

risks, and succeed in leveraging the 

resources of both academic institutions 

and the IDS infrastructure for the 

improvement of public policy. 

 

We think that the benefits of including 

universities as partners outweigh the 

risks. We would recommend that 

academic partners be included in the 

development of a system from its 

beginning. One possible mechanism is 

to include academic researchers on the 

IDS oversight board or on a specific 

“research review” board. The research 

review board could act as the scientific 

reviewer for projects proposed and 

completed to assure the academic 

integrity of the work being done. 

Inclusion of academic partners can also 

help to get some inaugural projects 

undertaken to demonstrate the value 

of the IDS to funders, data sharing 

agencies and other stakeholders. Cre-

ating a strong association with aca-

demic researchers from the outset can 

not only assure that the IDS is not an 

insular resource, serving only the more 

mundane management needs of gov-

ernment, but that it is an actively used 

resource for policy reform. 

 

 

Funders 
 
Finally, foundations and other research 
funders (such as federal research agen-
cies) should be considered integral 
partners in an effective model. Foun-

dations bring their own distinctive 
purposes and funds to support these 
purposes. Their missions are typically 
associated with assisting a given local-
ity, a special population, or a certain 
interest area. As such, they can be 
important brokers in a community, 
and between government and exter-
nal researchers. As independent part-
ners, foundations or other research 
funders can use external funding to 
help to establish an IDS, and to create 
specific processes through which an 
IDS can be accessed in an ethical man-
ner for research and evaluation pro-
jects.  
 
Funders can establish conditions for 
funding that could both protect the 
ethical use of data by researchers, and 
the maintenance of transparent proce-
dures for data access and research 
dissemination. National and local 
funders could partner in bringing 
stakeholders together to help establish 
appropriate protocols for an IDS or for 
research using an IDS, as well as to 
fund grant competitions for various 
research priorities among jurisdictions 
with an IDS. In any case, as shown in 
some of the current survey results, 
foundations can play an integral role 
in promoting an IDS and in bringing 
academic and government partners 
together around issues of common 
cause.  
 
While no single survey site perfectly 
embodied the ideal model described 
here, each of them could benefit from 
greater engagement of the various 
partners. Our recommended partner-
ship model leverages the appropriate 
roles and responsibilities of the respec-
tive partners for the maximum use and 
benefit of an IDS. As communities 
contemplate the creation of such a 
system going forward, they may con-
sider this model for its applicability, or 
for how their local solution can benefit 
further from these roles and responsi-
bilities under whatever model makes 
the most sense for that community.  

 

 

Leveraging Capacity for 
Knowledge Development  
 
Although our survey was not exhaus-
tive, it included a variety of IDS sites. 
They range across states from different 
regions of the US, counties of vastly 
different size, and university-based 
efforts in large and medium-sized 
cities. These sites, as a whole, have a 
tremendous capacity to track large 
cohorts of individuals through multiple 
systems, across relatively long periods 
of time, and at a modest cost. How-
ever, up to now, these sites have not 
worked together to capitalize upon 
this capacity to engage in a col-
laborative multi-site study of a prob-
lem or population of mutual interest. 
Thus, in addition to creating a learning 
community of the administrators of 
these IDS, research funders should 
consider the possibilities created by 
the existence of these sites for pursu-
ing greater understanding in various 
social problem and policy areas. 
  
One way to enhance this potential 
would be for large national funders, 
such as foundations or federal research 
agencies, to help sustain the develop-
ment of these nascent operations by 
funding specific research projects. An 
RFP could be targeted specifically to 
sites with an IDS or sites with an IDS 
could be funded to work together 
under a common research design. 
Some examples of cooperative re-
search subjects could include:  

 

 Assessing the impact of public or 

assisted housing on the long-

term outcomes of residents, 

including school truancy, 

graduation rates, or negative 

social outcomes, such as, child 

abuse and neglect or homeless-

ness.  

 

 Examining the impact of early 

childhood program participation 

on school achievement and 

delinquency. Other studies could 
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examine the impact of adults’ 

access to community-based 

health or mental health services 

on their employment patterns. 

 

 Looking at a host of issues re-

lated to incarceration and pris-

oner-reentry, including the 

impact of incarceration on con-

victs’ children and the impact of 

reentry programs on children’s 

school success.  

 
A variety of issue areas could be ex-
plored, either on a competitive basis 
for the communities with an IDS, or on 
a collaborative basis, exploiting the 
potential of these IDS sites to answer 
important issues using a standard 
methodology.  
 

Fostering Replications  
 
IDS is a field waiting to blossom, and 
national leadership is needed to actu-
alize this vast, unrealized potential. 
The benefit of an IDS is clear—
enabling communities to more care-
fully examine need and the utilization 
of public resources, thereby helping 
them to improve and maximize the use 
of those resources to achieve the best 
possible outcomes for many vulnerable 
populations. The opportunity is clearly 
present: every government agency 
collects data and usually does so as 
part of its existing business practices. 
Connecting these data and building a 
research capacity opens whole new 
areas of policy analysis and reform. 
Furthermore, as the examples from our 
survey show, the requirements of 
creating legal agreements and author-
ity, partnerships among stakeholders, 
and identifying basic infrastructure 
support are surmountable, particularly 
relative to the gains to be achieved.  

 

Consistent with the partnership model 

described here, one possibility for 

envisioning more widespread adoption 

of integrated administrative data 

systems is through the collaboration of 

funders, government and universities. 

National funders, in particular, could 

use their influence and resources to 

seed these collaborations in multiple 

sites throughout the country. In gen-

eral, we see three stages to the devel-

opment of an IDS. 

 First is the collaboration and 

planning phase, which includes 

identification of the relevant 

stakeholders in a community 

and their agreements to partici-

pate. Successful completion of 

the planning process could be 

demonstrated by signed memo-

randa of understanding by the 

partners, committing the part-

ners to the storage of the key 

data sources, and to the policies 

for the ethical use by both gov-

ernment and external research 

entities.  

 

 The second phase is demonstra-

tion. In this phase, success is 

realized through the functioning 

of a data use oversight body, the 

actual storage of data and es-

tablishment of data updating 

procedures, and the use of the 

IDS with the successful comple-

tion of several research projects.  

 

 The final phase is institutionali-

zation, in which a regular flow 

of projects is established, and 

regular sources of funding are 

identified for maintenance and 

for research. A replication strat-

egy mindful of these stages 

could help to build the nation’s 

capacity for this important work.  

 

Research Translation 
and Policy Reform: 
Some Demand Consid-
erations 
 
The power and utility of the IDS are 
only as good as the ability of policy-
makers to translate research results 
into actionable policy decisions. The 

capacity for such translational use 
should not be presumed. Individual 
agencies have widely varying capacity 
for using data to shape decision-
making. Some agency executives are 
more data-savvy than others, and 
some agencies have more or less of an 
established culture for using data to 
inform policy and practice. This is not a 
new problem, and it is not unique to 
the use of IDS outputs. However, the 
analytic and translational capacity of 
public agencies does bear considera-
tion if we are to make progress based 
on potential investments in data inte-
gration and research. Therefore, part 
of the effective implementation of an 
IDS may well be establishing a plan for 
cultivating the intelligent use and 
translation of research-based reform 
strategies within and across govern-
ment agencies. Several efforts might 
be considered for enhancing that 
capacity.  
 

One strategy for creating greater and 

more effective use of IDS and IDS-

related results could be the training of 

a cadre of users through a special pro-

gram. Ideally, Master of Public Admini-

stration (MPA) and Master of Public 

Policy (MPP) curricula could be used to 

develop this capacity, but it is also 

possible that a special certification 

program could be used to supplement 

these curricula, training MPA and MPP 

students in the use of these systems. 

Especially as these systems adopt more 

sophisticated real-time analytic and 

querying tools, program analysts may 

themselves become system operators. 

A special training program could help 

to develop persons who understand 

both the nature of the social policy 

areas in which they work and how to 

manipulate and interpret the multisys-

tem data they can access to inform 

that work.  

 

Perhaps a specific subspecialty of such 

a program analyst is the person work-

ing for the executive or legislative 

budget offices of state and local gov-

ernment. Educating state and local 
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budget officials in the potential of IDS 

may lead to both greater interest in 

their creation and maintenance and in 

their use to inform policy decision-

making. Thus, it may be useful to 

consider some specific marketing of 

these systems and their potential uses 

to these people and their professional 

associations.  

 

Finally, knowledge of the IDS ap-

proach and use of its outputs must 

somehow reach the deciders. State 

and county executives (including de-

partment heads) need to be educated 

regarding the value of these data for 

informing their prioritization of initia-

tives. As with the benefits and costs of 

the broad variety of program ap-

proaches, executives need to be aware 

that this capacity is possible within 

their jurisdictions. They can cultivate 

expectations that agencies will regu-

larly report not only on the use of 

their programs, but on the indirect or 

secondary effects of their programs on 

other agencies’ programs and costs. 

Especially as relates to “high needs” 

cases, who use the bulk of agency 

resources and are usually multisystem 

service users, government executives 

can use an IDS to envision the benefits 

of a more integrated service delivery 

system that maximizes the use of 

resources across agencies.  

 

Only the executive branch sees across 

agencies and is concerned not only 

with funding in a particular depart-

ment, but across departments; it 

therefore has the greatest need for 

agencies to be accountable for how 

they interrelate to leverage the re-

sources of other agencies to solve 

complex problems. Making executives 

aware of these opportunities is per-

haps best done in the context of spe-

cific problem areas. One possibility is 

to create various executive forums on 

specific topic areas , for example, 

children’s mental health or prisoner 

reentry, where multi-agency data and 

research can be presented to illustrate 

impacts and best practices. These 

forums can communicate not only the 

content of interest, but also the value 

and exportability of the approach.  

 
Concluding Thoughts  
 

The central information problem in 

government and policymaking is not 

that there aren’t enough data to 

answer a given question, but that the 

data (and the programs and resources) 

are partitioned in various depart-

ments. The executives of these depart-

ments may meet occasionally in cabi-

net meetings, but rarely do the pro-

gram managers, policy analysts and 

the research and evaluation staffs of 

the agencies ever encounter each 

other. This insularity has given rise to 

the well-worn metaphor of agency 

silos and to the frequent complaint 

that the government systems don’t 

talk to each other. The promise of an 

IDS is that it can move us beyond the 

paralysis of agency insularity. Before 

we can have more effective and more 

efficient policy-making, we have to 

establish a capacity for interagency 

dialogue. The medium for that dia-

logue is inter-agency data integration.  

 

We also can’t stop at the technology 

solution, and think that we have ac-

complished everything. If the data 

can’t be translated into quality infor-

mation, and if the information can’t 

also be translated into actionable 

tasks, we have created just another 

silo. Real use of the IDS capacity will 

depend on partnerships for quality 

information and systems reform. Part-

nerships are needed that go beyond 

government. They link the research 

community, reform advocates and 

private sector interests, including 

business leaders and foundations. 

Together they can cultivate the use of 

data for the real substance of reform.  

 

The promise of the IDS is not just 

technological. It lies in the promise 

that by building the capacity, we can 

also build the partnerships that will be 

the foundation of newly integrated 

systems of decision-making, planning 

and reform, that will advance our 

ability to address the many complex 

social issues that lie before us.  
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