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#### Abstract

The behavior of a randomly diluted network of nonlinear resistors, for each of which the voltage-current relationship is $|\mathrm{V}|=\mathrm{r}|\mathrm{I}|^{\alpha}$, is studied with use of series expansions in the concentration $p$ of conducting bonds on $d$-dimensional hypercubic lattices. The average nonlinear resistance $\langle R\rangle$ between pairs of sites separated by the percolation correlation length, scales as $\mid \mathrm{p}-\mathrm{pc}^{-\zeta(\alpha)}$. The exponent $\zeta(\alpha)$ was evaluated for $0<\alpha<\infty$ and $d=2,3,4,5$, and 6 , found to decrease monotonically from the exponent describing the minimal length, at $\alpha=0$, via that of the linear resistance, at $\alpha=1$, to the exponent characterizing the singly connected bonds, $\xi(\infty) \equiv 1$. Our results agree with known results for $\alpha=0$ and $\alpha=1$, also with recent results for general $\alpha$ at $d=6-\varepsilon$ dimensions. The second moment $\left\langle\mathrm{R}^{2}\right\rangle$ was found to diverge as $\langle\mathrm{R}\rangle^{2}$ (for all $a$ and $d$ ), indicating a scaling form for the probability distribution of $R$.
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#### Abstract

The behavior of a randomly diluted network of nonlinear resistors, for each of which the voltagecurrent relationship is $|\boldsymbol{V}|=r|\boldsymbol{I}|^{a}$, is studied with use of series expansions in the concentration $p$ of conducting bonds on $d$-dimensional hypercubic lattices. The average nonlinear resistance $\langle R\rangle$ between pairs of sites separated by the percolation correlation length, scales as $\left|p-p_{c}\right|^{-\xi(\alpha)}$. The exponent $\zeta(\alpha)$ was evaluated for $0<\alpha<\infty$ and $d=2,3,4,5$, and 6 , found to decrease monotonically from the exponent describing the minimal length, at $\alpha=0$, via that of the linear resistance, at $\alpha=1$, to the exponent characterizing the singly connected bonds, $\xi(\infty) \equiv 1$. Our results agree with known results for $\alpha=0$ and $\alpha=1$, also with recent results for general $\alpha$ at $d=6-\epsilon$ dimensions. The second moment $\left\langle R^{2}\right\rangle$ was found to diverge as $\langle R\rangle^{2}$ (for all $\alpha$ and $d$ ), indicating a scaling form for the probability distribution of $R$.


## I. INTRODUCTION

A few years ago, Kenkel and Straley ${ }^{1,2}$ proposed a model of a network of nonlinear resistors, each of which obeys the generalized Ohm's law

$$
\begin{equation*}
V=r|I|^{\alpha} \operatorname{sgn} I \tag{1.1}
\end{equation*}
$$

where $V$ is the voltage drop across it and $I$ is the current flowing through it, $r$ is the nonlinear resistance, and $\alpha$ is the exponent characterizing the nonlinearity.

Consider now the (nonlinear) resistance $R_{\alpha}(L)$ between two terminals, a distance $L$ apart, on the same cluster. Two of us recently showed ${ }^{3}$ that this resistance reduces to the minimal ("chemical") path between these points, $L_{\min }$, for $\alpha \rightarrow 0$, and to the number of singly connected ("red") bonds between them, $L_{\mathrm{SC}}$, for $\alpha \rightarrow \infty$. It trivially becomes the linear Ohmic resistance at $\alpha=1$.

In this paper we study the randomly diluted network on $d$-dimensional hypercubic lattices, where each bond (with resistance $r$ ) is randomly present with probability $p$ or absent (with probability $1-p$ ). As $p$ approaches the percolation threshold $p_{c}$, the percolation correlation length $\xi$ diverges as $\left|p-p_{c}\right|^{-v}$, and all connected clusters are self-similar on length scales $L<\xi$. For such distances one expects the average resistance $\left\langle R_{\alpha}(L)\right\rangle$ to behave as a power of $L$ :

$$
\begin{equation*}
\left\langle R_{\alpha}(L)\right\rangle \sim L^{\widetilde{\xi}(\alpha)} \tag{1.2}
\end{equation*}
$$

As $L$ approaches $\xi$, this crosses over to

$$
\begin{equation*}
\left\langle R_{\alpha}(\xi)\right\rangle \sim \xi^{\xi(\alpha)} \sim\left|p-p_{c}\right|^{-\xi(\alpha)} \tag{1.3}
\end{equation*}
$$

with $\zeta(\alpha)=\widetilde{\zeta}(\alpha) v$. On larger length scales there is practically no conductance for $p>p_{c}$, while the link-node-blob picture ${ }^{4-6}$ implies that the conductivity scales as $\sigma \sim\left(p-p_{c}\right)^{\mu(\alpha)}$, with $^{1}$

$$
\begin{equation*}
\mu(\alpha)=(d-1) v+[\xi(\alpha)-v] / \alpha \tag{1.4}
\end{equation*}
$$

There exist many separate studies, using various techniques, which estimated $\zeta(\alpha)$ for $\alpha=0$ (Refs. 6-14) and $\alpha=1 .{ }^{15-24}$ Of particular interest is Coniglio's exact proof, ${ }^{25}$ showing that $\zeta(\infty)=1$. Table I lists some of these previous estimates and compares them with our own estimates and at these values. It is easy to convince oneself that one always has $\zeta(0) \geq \zeta(1) \geq \zeta(\infty)$; the resistance of the minimal path decreases when more bonds are added in the blobs, and the resistance of the singly connected bonds increases when the blobs are added. Indeed, previous studies on various fractals showed ${ }^{3}$ that $\zeta(\alpha)$ is always a monotonically decreasing function of $\alpha$. This was also found in very recent $\epsilon$ expansions for $\zeta(\alpha)$, in $d=6-\epsilon$ dimensions. ${ }^{26}$

The aim of this paper is to use series expansions in $p$ to obtain estimates of $\zeta(\alpha)$ for all $d$ and $\alpha$. This program is a systematic generalization of the earlier series studies for $\alpha=1 .{ }^{20-22} \mathrm{Up}$ to this point we have discussed only the average, $\left\langle R_{\alpha}(L)\right\rangle$ or $\left\langle R_{\alpha}(\xi)\right\rangle$. In real experiments one should also worry about the fluctuations about this average, i.e., the distribution of resistances measured for pairs of terminals at fixed distance $L$ (or $\xi$ ). To address this question, we also constructed series for the second moment $\left\langle R^{2}\right\rangle$.

This paper is organized as follows. Section II describes

TABLE I. Values of $\xi(\alpha)$ for $\alpha=0,1$.

| $d$ | $\alpha=0$ | $\alpha=1$ | $d$ | $\alpha=0$ |
| :--- | :--- | :--- | :--- | :--- |
| 2 | $1.49 \pm 0.02^{\mathrm{a}}$ | $1.297 \pm 0.007^{\mathrm{l}}$ | 4 | $1.11 \pm 0.07^{\mathrm{D}}$ |

${ }^{\text {a Pike and Stanley, Ref. 6. Monte Carlo simulation. }}$
${ }^{\mathrm{b}}$ Alexandrowicz, Ref. 7. Monte Carlo simulation. ${ }^{\mathrm{c}}$ Hong and Stanley, Ref. 8. Series expansion.
${ }^{\mathrm{d}}$ Havlin and Nossal, Ref. 9. Monte Carlo simulation. ${ }^{\text {e}}$ Herrmann et al., Ref. 10. Monte Carlo simulation. ${ }^{\mathrm{f}}$ Grassberger, Ref. 11. Monte Carlo simulation.
${ }^{8}$ Janssen and Cardy, Grassberger, Ref. 13. $\epsilon$ expansion. The error bars for these $\epsilon$-expansion results were obtained using different Padé estimates. Errors less than 0.001 in the $\epsilon$ expansions were ignored.
${ }^{\text {h }}$ Edwards and Kerstein, Ref. 14. Monte Carlo simulation. ${ }^{i}$ Ray, Ref. 12. Real-space renormalization.
${ }^{\mathrm{j}}$ This work $\left(\xi_{1}\right)$.
the construction of the series, and Sec. III presents the results of their analysis, which are summarized in Fig. 1 with specific results listed in Table III. In Sec. IV we analyze and discuss our results for $\left\langle R^{2}\right\rangle$. Our conclusions are summarized in Sec. V.

## II. SERIES CONSTRUCTION

In this section we follow closely Ref. 20. The percolation susceptibility is defined by

$$
\begin{equation*}
\chi_{p}=\left[\sum_{j} v_{i j}\right]_{\mathrm{av}}, \tag{2.1}
\end{equation*}
$$

where $v_{i j}$ is 1 if the two sites $i$ and $j$ belong to the same cluster and zero otherwise, and [ ] ${ }_{\mathrm{av}}$ denotes an average over all configurations of occupied and unoccupied bonds. The resistive susceptibility is defined by

$$
\begin{equation*}
\chi_{R}(\alpha)=\left[\sum_{j} R_{i j}(\alpha) v_{i j}\right]_{\mathrm{av}}, \tag{2.2}
\end{equation*}
$$

where $R_{i j}(\alpha)$ is the (nonlinear) resistance between sites $i$ and $j$.

We define $\chi_{R}(\alpha ; \Gamma)$ for a cluster of sites, $\Gamma$, via
${ }^{k}$ This work ( $\zeta_{2} / 2$ ).
${ }^{1}$ Zabolitzky, Ref. 15; Lobb and Frank, Ref. 16. Transfer matrix.
${ }^{m}$ Herrmann et al., Ref. 17. Transfer matrix.
${ }^{\mathrm{n}}$ Hong et al., Ref. 18. Monte Carlo simulation.
${ }^{\circ}$ Adler, Ref. 20. Series expansion.
${ }^{\mathrm{P}}$ Essam and Bhatti, Ref. 21. Series expansion.
${ }^{9}$ Harris et al., Lubensky and Wang, Ref. 19. $\epsilon$ expansion. The error bars for these $\epsilon$-expansion results were obtained using different Padé estimates. Errors less than 0.001 in the $\epsilon$ expansions were ignored.
'Fisch and Harris, Ref. 22. Series expansion.
${ }^{\text {s D Derrida } \text { et al., Ref. 23. Transfer matrix. }}$
${ }^{\text {t}}$ Mitescu and Greene, Ref. 24. Monte Carlo.

$$
\begin{equation*}
\chi_{R}(\alpha ; \Gamma)=\sum_{i \in \Gamma} \sum_{j \in \Gamma} R_{i j}(\alpha) \tag{2.3}
\end{equation*}
$$

in terms of which $\chi_{R}(\alpha)$ is obtained by summing over all clusters, weighting each cluster by its probability of occurrence. This is best done in terms of cumulants, whereby we may write

$$
\begin{equation*}
\chi_{R}(\alpha)=\sum_{\Gamma} W(\Gamma ; d) p^{n_{b}(\Gamma)} \chi_{R}^{c}(\alpha ; \Gamma) \tag{2.4}
\end{equation*}
$$

where $n_{b}(\Gamma)$ is the number of bonds in the diagram $\Gamma$, $W(\Gamma ; d)$ is the number of ways per site a diagram topologically equivalent to $\Gamma$ can be realized on a hypercubic lattice in $d$ dimensions, and the sum is over all topologically inequivalent diagrams $\Gamma$. Also $\chi_{R}^{c}(\alpha ; \Gamma)$ is the cumulant, defined by

$$
\begin{equation*}
\chi_{R}^{c}(\alpha ; \Gamma)=\chi_{R}(\alpha ; \Gamma)-\sum_{\gamma \in \Gamma} \chi_{R}^{c}(\alpha ; \gamma) \tag{2.5}
\end{equation*}
$$

where the sum is over all subdiagrams, $\gamma$, of $\Gamma$.
The factor $p^{n_{b}(\Gamma)}$ in Eq. (2.4) implies that the evaluation of $\chi$ up to order $p^{n}$ involves only clusters with up to $n$

TABLE II. The coefficients $A(k, l)$ for $\alpha=0.5$ and 5.0. Numbers enclosed in square brackets denote scale factors of powers of 10.

```
A(1,1)=0.10000000000000[+1]
A(3,1)=0.30000000000000[+1]
A(4,1)=0.126884198415 26[+2]
A(4,4)=0.32000000000000[+2]
A(5,3)=0.332463206 338 93[+2]
A(6,1)= -0.274910165 30155[+3]
A(6,4)=0.15973896190169[+3]
A(7,1)=0.25038973378158[+4]
A(7,4)=0.684721758204 65[+3]
A(7,7)=0.44800000000001[+3]
A(8,3)=0.25284985025765[+4]
A(8,6)=0.24409264126779[+4]
A(9,1)= -0.15860199871993[+6]
A(9,4)=0.701750095 384 85[+5]
A(9,7)=0.812382339042 75[+4]
A(10,1)=-0.18437978333160[+7]
A(10,4)=-0.105371458782 25[+6]
A(10,7)=0.40965234688839[+4]
A(10,10)=0.511999999999 98[+4]
A(11,3)=0.395741 204 383 10[+8]
A(11,6)=0.277502604119 33[+6]
A(11,9)=0.73791058082275[+5]
```

```
A(1,1)=0.10000000000000[+1]
A(3,1)=0.30000000000000[+1]
A(4,1)=0.15832458083073[+2]
A(4,4)=0.32000000000000[+2]
A(5,3)=0.20670167667705[+2]
A(6,1)= -0.344147549 312 37[+3]
A(6,4)=0.122010503003 12[+3]
A(7,1)=0.30626673225891[ +4]
A(7,4)=0.77935788315774[+3]
A(7,7)=0.44800000000001[+3]
A(8,3)=0.390871440345 12[+4]
A(8,6)=0.21894033533542[+4]
A(9,1)=-0.196875662 15244[+6]
A(9,4)=0.881391653345 87[+5]
A(9,7)=0.752016804 80503[+4]
A(10,1)=-0.22926958323602[+7]
A(10,4)=-0.936301959120 18[+5]
A(10,7)=0.62910736391353[+4]
A(10,10)=0.511999999999 98[+4]
A(11,3)=0.490241472587 84[+8]
A(11,6)=0.31819413081642[+6]
A(11,9)=0.70571562922937[+5]
```

```
\alpha=0.5
A(2,1)=-0.20000000000000[+1]
A(3,2)=-0.12000000000000[+2]
A(4,2)=0.731 15801584742[+1]
A(5,1)=-0.71753679366102[+2]
A(5,4)=-0.15999999999999[+3]
A(6,2)=0.11786024479950[+3]
A(6,5)=-0.48000000000000[+3]
A(7,2)=-0.507730236069 14[+4]
A(7,5)=0.665970 56507126[+3]
A(8,1)=0.19151854571807[+5]
A(8,4)=0.32220253928438[+4]
A(8,7)=-0.35840000000000[+4]
A(9,2)=0.39270471302259[+6]
A(9,5)=0.336038820271 34[+4]
A(9,8)=-0.92160000000002[+4]
A(10,2)=0.34208551362945[+7]
A(10,5)=0.138535815 808 08[+6]
A(10,8)=0.25163587910994[+5]
A(11,1)=0.131165690600 52[+8]
A(11,4)= -0.16992193781834[+8]
A(11,7)=-0.248144519178 89[+5]
A(11,10)=-0.56320000000003[+5]
```

$\alpha=5.0$
$A(2,1)=-0.20000000000000[+1]$
$A(3,2)=-0.12000000000000[+2]$
$A(4,2)=0.41675419169268[+1]$
$A(5,1)=-0.84329832332290[+2]$
$A(5,4)=-0.15999999999999[+3]$
$A(6,2)=0.18230282702135[+3]$
$A(6,5)=-0.48000000000000[+3]$
$A(7,2)=-0.62284447581110[+4]$
$A(7,5)=0.56536134134172[+3]$
$A(8,1)=0.23736390657232[+5]$
$A(8,4)=0.40326984779026[+4]$
$A(8,7)=-0.35840000000000[+4]$
$A(9,2)=0.48519320485708[+6]$
$A(9,5)=0.42971016125204[+4]$
$A(9,8)=-0.92160000000002[+4]$
$A(10,2)=0.42722368078927[+7]$
$A(10,5)=0.16598586392239[+6]$
$A(10,8)=0.23755058778781[+5]$
$A(11,1)=0.16375483723800[+8]$
$A(11,4)=-0.21108334933638[+8]$
$A(11,1)=0.16375483723800[+8]$
$A(11,4)=-0.2110833493638[+8]$
$A(11,7)=-0.26703133660239[+5]$
$A(11,10)=-0.56320000000003[+5]$
$A(2,2)=0.40000000000000[+1]$
$A(3,3)=0.12000000000000[+2]$
$A(4,3)=-0.48000000000000[+2]$
$A(5,2)=0.12350735873221[+3]$
$A(5,5)=0.79999999999996[+2]$
$A(6,3)=0.29131095860036[+3]$
$A(6,6)=0.19200000000000[+3]$
$A(7,3)=0.21257126995998[+4]$
$A(7,6)=-0.13440000000000[+4]$
$A(8,2)=-0.26295962795787[+5]$
$A(8,5)=0.15206579158822[+4]$
$A(8,8)=0.10240000000000[+4]$
$A(9,3)=-0.31179070949993[+6]$
$A(9,6)=0.29497740656381[+4]$
$A(9,9)=0.23040000000001[+4]$
$A(10,3)=-0.16198544533298[+7]$
$A(10,6)=-0.16973180543538[+4]$
$A(10,9)=-0.23039999999999[+5]$
$A(11,2)=-0.37967231039374[+8]$
$A(11,5)=0.19881519972098[+7]$
$A(11,8)=-0.82888464725437[+3]$
$A(11,11)=0.11264000000001[+5]$
$A(2,2)=0.40000000000000[+1]$
$A(3,3)=0.12000000000000[+2]$
$A(4,3)=-0.48000000000000[+2]$
$A(5,2)=0.14865966466458[+3]$
$A(5,5)=0.79999999999996[+2]$
$A(6,3)=0.33383421928791[+3]$
$A(6,6)=0.19200000000000[+3]$
$A(6,6)=0.19200000000000[+3]$
$A(7,3)=0.27240582110225[+4]$
$A(7,6)=-0.13440000000000000[+4]$
$A(8,2)=-0.33078620876749[+5]$
$A(8,5)=0.17794139848088[+4]$
$A(8)$
$A(8,8)=0.10240000000000[+4]$
$A(9,3)=-0.38505984076506[+6]$
$A(9,6)=0.37068630652628[+4]$
$A(9,9)=0.23040000000001[+4]$
$A(10,3)=-0.20628435116012[+7]$
$A(10,6)=-0.11692643595738[+4]$
$A(10,6)=-0.11692643595738[+4]$
$A(10,9)=-0.23039999999999[+5]$
$A(11,2)=-0.47171578430761[+8]$
$A(11,5)=0.25579634248059[+7]$
$A(11,5)=0.25579634248059[+7]$
$A(11,8)=0.53233969301120[+4]$
$A(11,11)=0.11264000000001[+5]$
bonds. We constructed the series for (2.1) and (2.2) up to 11 th order in $p$. While computing the percolation susceptibility for each cluster is trivial, the resistive susceptibility involves the nontrivial task of solving the nonlinear Kirchoff's equations based on Eq. (1.1). For reasons of computational efficiency we solved the set of Kirchoff's equations differently for $\alpha>1$ and for $\alpha<1$. For $\alpha>1$ we solved the equations for the potentials at the sites (node analysis ${ }^{27}$ ), while for $\alpha<1$ we solved for the currents through the bonds (loop analysis ${ }^{27}$ ). In both methods the equations were solved iteratively, where as an initial guess we used the solution for the neighboring $\alpha$. In the vicinity
of $\alpha=1$, where both methods were used, we find the same results.

Writing

$$
\begin{equation*}
\chi_{R}(\alpha)=\sum_{k, l} A(k, l) d^{l} p^{k} \tag{2.6}
\end{equation*}
$$

the coefficients $A(k, l)$ for $\alpha=0.5$ and 5.0 are shown in Table II. For $\alpha=1$ the coefficients are the same as in Refs. 20 and 22, while for $\alpha=0$ and $\alpha \rightarrow \infty$ (the coefficients seem to be essentially constant for $\alpha>10$ ), they are the same as the coefficients for the minimal chemical length and the length of the singly connected bonds in

Ref. 8.
The average resistance $\left\langle R_{\alpha}\right\rangle$ is defined by

$$
\begin{equation*}
\left\langle R_{\alpha}\right\rangle=\frac{\chi_{R}}{\chi_{p}} \sim\left|p-p_{c}\right|^{-\zeta(\alpha)} \tag{2.7}
\end{equation*}
$$

In order to find $\zeta(\alpha)$ we analyzed the series for both $\chi_{R}$ and $\chi_{\Gamma}$, and $\zeta(\alpha)$ was found as the difference of the two corresponding exponents, $\zeta=\gamma_{R}-\gamma$. The series for the ratios $\chi_{R} / \chi_{p}$ were less well behaved than those for $\chi_{R}$ or $\chi_{p}$.

## III. ANALYSIS AND DISCUSSION

We analyzed the series using the "nonhomogeneous differential Padé method., ${ }^{28}$ By this method we obtain 20-60 estimates for $p_{c}$ and the critical exponent $\gamma$. The estimates for $\gamma$ and $\gamma_{R}$ were plotted as a function of the estimates for $p_{c}$. The resulting smooth functions $\gamma\left(p_{c}\right)$ and $\gamma_{R}\left(p_{c}\right)$ were fitted by linear curves. By interpolating to the known value of $p_{c}$ (see Table III) we obtained estimates for $\gamma$ and $\gamma_{R}$. The error bars in the exponents were taken as those of the interpolation procedure, where we have taken into account the uncertainty in the values of $p_{c}$. Explicit values of $\zeta(\alpha)$ for $\alpha=0.5$ and 5.0 in $2-6$ dimensions are shown in Table III, along with the error bars. The errors seem to decrease with increasing dimensionality. For $d>6$ the blobs become irrelevant, and $\zeta(\alpha)=1$ for all $\alpha{ }^{19,26,31}$

The results in the literature for $\alpha=0$ and 1 (discussed previously) are shown in Table I, where they are also compared with the estimates found by our analysis. The agreement suggests that our estimates for other values of $\alpha$ are also quite reliable. ${ }^{32}$ Figure 1 shows $\zeta(\alpha)$ as a function of $\alpha /(\alpha+1)$ for $d=2,3$. We see that $\zeta(\alpha)$ decreases monotonically and continuously from $\zeta(0)$, which corresponds to the minimal-chemical length, through $\zeta(1)$, which corresponds to the linear resistance, to the exact $\zeta(\infty)=1$, which corresponds to the length of the singly connected bonds.

In Table III we also compare our calculations at $d=5$ with the recent $\epsilon$-expansion results. ${ }^{26}$ For large $\alpha$, where $\zeta(\alpha)$ is close to unity, our results do not provide a very sensitive test. For $\alpha<1$ the situation is more favorable and at $\alpha=\frac{1}{2}$ our results agree with the $\epsilon$-expansion results. Longer series will probably be able to provide a de-

TABLE III. Values of $p_{c}$ and results for $\alpha=0.5$ and 5.0.

|  |  | $\alpha=0.5$ |  | $\alpha=5.0$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $d$ | $p_{c}$ | $\xi$ | $\xi_{2} / 2$ | $\xi$ | $\xi_{2} / 2$ |
| 2 | $\frac{1}{2}$ (exact) | $1.41 \pm 0.08$ | $1.40 \pm 0.05$ | $1.02 \pm 0.08$ | $1.02 \pm 0.02$ |
| 3 | $0.2486^{\mathrm{a}}$ | $1.18 \pm 0.04$ | $1.15 \pm 0.04$ | $1.02 \pm 0.02$ | $1.01 \pm 0.02$ |
| 4 | $0.1601^{\mathrm{b}, \mathrm{c}}$ | $1.09 \pm 0.02$ | $1.11 \pm 0.02$ | $1.02 \pm 0.02$ | $1.01 \pm 0.01$ |
| 5 | $0.1181^{\mathrm{b}, \mathrm{c}}$ | $1.04 \pm 0.01$ | $1.04 \pm 0.01$ | $1.02 \pm 0.01$ | $1.01 \pm 0.01$ |
|  |  | $1.035^{\mathrm{d}}$ | $1.035^{\mathrm{d}}$ | $1.001^{\mathrm{d}}$ | $1.00^{\mathrm{d}}$ |
| 6 | $0.0941^{\mathrm{c}}$ | $1.01 \pm 0.01$ | $1.02 \pm 0.02$ | $1.00 \pm 0.01$ | $1.00 \pm 0.01$ |

[^0]

FIG. 1. Series results for $\xi(\alpha)$ and $\zeta(\alpha) / 2$.
finitive numerical test of the $\epsilon$ expansion. We also determined $d \zeta(\alpha) / d \alpha$ for $\alpha=1$ and $d=5$, from a plot similar to those in Fig. 1. Our result $d \zeta(\alpha) / d \alpha=-0.012$ is quite close to the value, $-\epsilon / 72$, for this quantity in Ref. 26. It would be desirable to test the predictions for $d \zeta(\alpha) / d \alpha$ for $\alpha$ not near unity in order to distinguish between the predictions of Refs. 26 and 33, which differ only for $\alpha \neq 1$.

## IV. SECOND MOMENT AND SECOND CUMULANT

We now consider the behavior of the second moment of the resistance, $\left\langle R^{2}\right\rangle$. The corresponding susceptibility is defined by

$$
\begin{equation*}
\chi_{R^{2}}=\left[\sum_{j} R_{i j}^{2} v_{i j}\right]_{\mathrm{av}} \tag{4.1}
\end{equation*}
$$

and we expect it to diverge at $p_{c}$ with exponent $\zeta_{2}$. By the same method as above we constructed and analyzed series for $\chi_{R^{2}}$. Figure 1 also shows our results for $\zeta_{2} / 2$ versus $\alpha /(\alpha+1)$ for $d=2,3$ and Table III contains explicit values of $\xi_{2}$ for $\alpha=0.5$ and 5.0 in $2-6$ dimensions. We see that within our accuracy, the exponents $\zeta$ and $\zeta_{2}$ obey the relation

$$
\begin{equation*}
\zeta_{2}(\alpha)=2 \zeta(\alpha) \tag{4.2}
\end{equation*}
$$

We also studied the second cumulant, defined by

$$
\begin{equation*}
\left\langle R^{2}\right\rangle_{c}=\left\langle R^{2}\right\rangle-\langle R\rangle^{2} \tag{4.3}
\end{equation*}
$$

A series for the second-cumulant susceptibility can be obtained by the susceptibilities discussed above, by

$$
\begin{equation*}
\chi_{R^{2}}^{c}=\chi_{R^{2}}-\frac{\left(\chi_{R}\right)^{2}}{\chi_{p}} \tag{4.4}
\end{equation*}
$$

(An interesting quantity to study is $\sum_{j} \chi_{i j}^{(2)}$ where $\chi_{i j}^{(2)}=\left[v_{i j}\left(R_{i j}-\left\langle R_{i j}\right\rangle\right)^{2}\right]_{\mathrm{av}} \quad$ where $\quad\left\langle R_{i j}\right\rangle=\left[v_{i j} R_{i j}\right]_{\mathrm{av}} /$ [ $\left.v_{i j}\right]_{\mathrm{av}}$. However, this quantity is not one for which one can easily develop a series expansion.) This series is less well behaved than the other series we studied and the error bars for $\zeta_{2}^{c}$ are quite large. However, within the limits of our accuracy, we can say that the relation

$$
\begin{equation*}
\zeta_{2}^{c}(\alpha)=2 \zeta(\alpha) \tag{4.5}
\end{equation*}
$$

is consistent with our results.
Let $P(R, \mathbf{x}, p)$ denote the conditional probability that the (nonlinear) resistance between two sites separated by a displacement $\mathbf{x}$ assumes the value $R$, subject to the two sites being in the same cluster. Then the relation $\zeta_{k}=k \zeta$, implies that $P$ has the scaling form

$$
\begin{equation*}
P(R, \mathbf{x}, p)=f\left(R / r x^{\tilde{\xi}}, x / \xi\right) / r x^{\tilde{\xi}}, \tag{4.6}
\end{equation*}
$$

where $r$ is the resistance of a single resistor. For the linear case, this form was found numerically, ${ }^{34}$ and is implied by the scaling behavior of the resistive correlation functions in the field theories. ${ }^{19}$ For the nonlinear case considered here this relation is probably also implied by the field-theoretic formulation. ${ }^{26}$ The present work provides the first numerical evidence in support of Eq. (4.6) for $\alpha \neq 1$.
Equation (4.2) suggests that $\xi_{2} / 2$ should also serve as an estimate for $\zeta$. These estimates appear in Tables I and III. Series estimates for $\xi_{k} / k$ for different $k$ 's, which give much better estimates for $\zeta$, will appear elsewhere.

## v. CONCLUSION

In this paper we studied the nonlinear resistance problem. ${ }^{1-3}$ We confirmed by the series-expansion method
that this problem interpolates smoothly between two known topological problems: the minimal-chemical length (for $\alpha=0$ ) and the singly connected bonds (for $\alpha \rightarrow \infty)$. We studied the second moment and the second cumulant of the resistance, and concluded that the critical exponents corresponding to these two are the same and equal to twice the critical exponent of the resistance, $\tilde{\xi}(\alpha)$. This equality suggests that even for $\alpha \neq 1$, the probability function for the resistance between two points has the scaling form written in Eq. (4.6).

## ACKNOWLEDGMENTS

We acknowledge helpful discussions with D. Stauffer and J. Adler. Work at Tel Aviv University was supported by grants from the U.S.-Israel Binational Science Foundation (BSF), the Israel Academy of Sciences and Humanities, and the Israel Atomic Energy Commission Soreq Nuclear Research Center. We also acknowledge partial support from the National Science Foundation, under Grant No. DMR-82-19216 (A.B.H.) and under the Low Temperature Physics Program Grant No. DMR-85-01856 (A.A.).
*Permanent address: Tel Aviv University, Ramat Aviv, 69978 Tel Aviv, Israel.
${ }^{1}$ S. W. Kenkel and J. P. Straley, Phys. Rev. Lett. 49, 767 (1982).
${ }^{2}$ J. P. Straley and S. W. Kenkel, Phys. Rev. B 29, 6299 (1984).
${ }^{3}$ R. Blumenfeld and A. Aharony, J. Phys. A 18, L443 (1985).
${ }^{4}$ A. S. Skal and B. I. Shklovski, Fiz. Tekh. Pduprovodn. 8, 1586 (1974) [Sov. Phys.-Semicond. 8, 1029 (1975)].
${ }^{5}$ R. G. de Gennes, J. Phys. (Paris) Lett. 37, L1 (1976).
${ }^{6}$ R. Pike and H. E. Stanley, J. Phys. A 14, L169 (1981).
${ }^{7}$ Z. Alexandrowicz, Phys. Lett. 80A, 284 (1980).
${ }^{8}$ D. C. Hong and H. E. Stanley, J. Phys. A 16, L475 (1983).
${ }^{9}$ S. Havlin and R. Nossal, J. Phys. A 17, L427 (1984).
${ }^{10}$ H. J. Herrmann, D. C. Hong, and H. E. Stanley, J. Phys. A 17, L261 (1984).
${ }^{11}$ P. Grassberger, J. Phys. A 18, L215 (1985).
${ }^{12}$ R. Ray, J. Phys. A 18, L657 (1985).
${ }^{13}$ J. Cardy and P. Grassberger, J. Phys. A 18, L267 (1985); K. H. Janssen, Z. Phys. B 58, 311 (1985).
${ }^{14}$ B. F. Edwards and A. R. Kerstein, J. Phys. A 18, L1081 (1985).
${ }^{15}$ J. G. Zabolitzky, Phys. Rev. B 30, 4077 (1984).
${ }^{16}$ C. J. Lobb and D. J. Frank, Phys. Rev. B 30, 4090 (1984).
${ }^{17}$ H. J. Herrmann, B. Derrida, and J. Vannimenus, Phys. Rev. B 30, 4080 (1984).
${ }^{18}$ D. C. Hong, S. Havlin, H. J. Herrmann, and H. E. Stanley, Phys. Rev. B 30, 4083 (1984).
${ }^{19}$ A. B. Harris, S. Kim, and T. C. Lubensky, Phys. Rev. Lett. 53, 743 (1984); 54, 1088 (1985); T. C. Lubensky and J. Wang (unpublished).
${ }^{20}$ A. B. Harris and R. Fisch, Phys. Rev. Lett. 38, 796 (1977); R. Fisch and A. B. Harris, Phys. Rev. B 18, 416 (1978).
${ }^{21}$ J. W. Essam and F. M. Bhatti, J. Phys. A 18, 3577 (1985).
${ }^{22}$ J. Adler, J. Phys. A 18, 307 (1985).
${ }^{23}$ B. Derrida, D. Stauffer, H. J. Herrmann, and J. Vannimenus, J. Phys. (Paris) Lett. 44, L701 (1983).
${ }^{24}$ C. D. Mitescu and M. J. Greene, J. Phys. (Paris) Lett. 44, L679 (1983).
${ }^{25}$ A. Coniglio, Phys. Rev. Lett. 46, 250 (1981); J. Phys. A 15, 3829 (1982).
${ }^{26}$ A. B. Harris, Phys. Rev. B (to be published).
${ }^{27}$ See, e.g., R. W. Jensen and B. O. Watkins, Network Analysis (Prentice-Hall, Englewood Cliffs, 1974).
${ }^{28}$ J. L. Gammel, in Padé Approximants and Their Applications, edited by B. R. Graves-Morris (Academic, New York, 1973).
${ }^{29}$ P. Grassberger, J. Phys. A (to be published).
${ }^{30}$ J. Adler, A. Aharony, and A. B. Harris, Phys. Rev. B 30, 2832 (1984).
${ }^{31}$ A. Aharony, Y. Gefen, and A. Kapitulnik, J. Phys. A 17, L197 (1984).
${ }^{32}$ Note that our results for $d=2, \alpha=0$ significantly improve those of Ref. 8, which had two less terms. The behavior for small $\alpha$ is sensitive to the "blobs," and thus to the number of terms.
${ }^{33}$ L. de Arcangelis, S. Redner, and A. Coniglio, J. Phys. A 18, L905 (1985).
${ }^{34}$ R. Rammal, M. A. Lemieux, and A. M. S. Tremblay, Phys. Rev. Lett. 54, 1088 (1985).


[^0]:    ${ }^{\text {a }}$ Grassberger, Ref. 29.
    ${ }^{\mathrm{b}}$ Fisch and Harris, Ref. 20.
    ${ }^{\text {c }}$ Adler et al., Ref. 30.
    ${ }^{\mathrm{d}} \epsilon$ expansion, Harris, Ref. 26.

