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Optical and Electronic Interactions at the Nanoscale

Abstract
In this dissertation, we discuss optical and electronic interactions in three nanometer scale semiconductor
systems in a broadly defined sense. These studies are performed using time-integrated and time-resolved
optical spectroscopies and temperature- and field-dependent electrical transport measurements. We first
discuss the construction and optimization of an optical apparatus for performing broadband, time-integrated
and sub-picosecond fluorescence and absorption measurements. Using this apparatus, we then characterize
the impact on the optically-excited carrier relaxation dynamics of cadmium selenide quantum dots due to a
surface treatment previously shown to increase interparticle coupling, namely the solution exchange of native,
aliphatic ligands for thiocyanate followed by subsequent sample annealing. We find that this ligand treatment
leads to faster surface state electron trapping, a greater proportion of surface photoluminescence, and an
increased rate of nonradiative decay due to enhanced interparticle coupling. In contrast to trends previously
observed at room temperature, we also show that at 10 K the band-edge absorptive bleach is dominated by
1Sh hole occupation in the quantum dot interior. In the second study detailed here, we use this time-resolved
photoluminescence apparatus to demonstrate an enhancement of radiative rates in cadmium sulfide
nanowires due to plasmonic enhancement from interactions of hot excitons with a concentric electrically
conductive silver coating. In the final experiment we return to cadmium selenide quantum dots to investigate
the electronic interactions among quantum dots in high-mobility indium-doped field effect transistors at low
temperature. We show that application of a gate bias to the transistor to accumulate electrons in the quantum
dot channel increases the "localization product" (localization length times dielectric constant) describing
transport at the Fermi level, as expected for Fermi level changes near a mobility edge. Our measurements
suggest that the localization length increases to significantly greater than the quantum dot diameter and
further that application of gate bias decreases the mobility gap separating localized and extended states.
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ABSTRACT

OPTICAL AND ELECTRONIC INTERACTIONS AT THE NANOSCALE

Michael Edward Turk

Professor James M. Kikkawa

In this dissertation, we discuss optical and electronic interactions in three nanometer scale

semiconductor systems in a broadly defined sense. These studies are performed using time-

integrated and time-resolved optical spectroscopies and temperature- and field-dependent

electrical transport measurements. We first discuss the construction and optimization

of an optical apparatus for performing broadband, time-integrated and sub-picosecond

fluorescence and absorption measurements. Using this apparatus, we then characterize the

impact on the optically-excited carrier relaxation dynamics of cadmium selenide quantum

dots due to a surface treatment previously shown to increase interparticle coupling, namely

the solution exchange of native, aliphatic ligands for thiocyanate followed by subsequent

sample annealing. We find that this ligand treatment leads to faster surface state electron

trapping, a greater proportion of surface photoluminescence, and an increased rate of

nonradiative decay due to enhanced interparticle coupling. In contrast to trends previously

observed at room temperature, we also show that at 10 K the band-edge absorptive bleach

is dominated by 1S3/2h hole occupation in the quantum dot interior. In the second study

detailed here, we use this time-resolved photoluminescence apparatus to demonstrate an

enhancement of radiative rates in cadmium sulfide nanowires due to plasmonic enhancement

from interactions of hot excitons with a concentric electrically conductive silver coating.

In the final experiment we return to cadmium selenide quantum dots to investigate the

electronic interactions among quantum dots in high-mobility indium-doped field effect

transistors at low temperature. We show that application of a gate bias to the transistor
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to accumulate electrons in the quantum dot channel increases the “localization product”

(localization length times dielectric constant) describing transport at the Fermi level, as

expected for Fermi level changes near a mobility edge. Our measurements suggest that

the localization length increases to significantly greater than the quantum dot diameter and

further that application of gate bias decreases the mobility gap separating localized and

extended states.
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Chapter 1
Overview

This dissertation will focus on the interplay of confinement and localization at the nanometer

scale, two phenomena that lead to novel and exciting avenues of research in semiconductor

physics and optoelectronics. A particle is said to be localized if it has a well defined position

in space; as we will discuss, localization can arise in physical systems for several reasons

including both energetic and spatial disorder in the potential landscape. The concept of

confinement, in the sense of limiting the spatial extent of a system to less than it would

naturally occupy, is closely related and produces fascinating phenomena as we will discuss

below.

Confinement, in general, becomes relevant to a physical system when the mean free

path decreases to the wavelength scale of an excitation. At such a length scale, constructive

interference for longer wavelength excitations is no longer possible upon propagation

through a system; this condition defines the minimum energy of permissible standing waves

via the dispersion relationship

E = E(~k) = E
(

2π

λ

)
(1.1)

where~k is the wavevector of an excitation in the system and λ is the wavelength of such an

1



oscillation, in an isotropic system. For macroscale systems, the De Broglie wavelength is

defined by λ = h
p where h =6.626×10−34 J s is Planck’s constant, and p is the classical

momentum of the object given by p = mv with m mass and v velocity.

Ekimov and Henglein in the 1980’s showed that confinement leads to size-dependent

optical properties in nanocrystalline semiconductors.[45] As summarized by Efros and

Efros,[46] the magnitude of this size-dependent confinement energy depends on the relative

size of the nanocrystal radius a compared to the Bohr radius aB of the bulk exciton in the

semiconductor, where aB is defined as

aB = h̄κ/µe2 (1.2)

with κ the bulk dielectric constant of the semiconductor, µ = memh
me+mh

the reduced mass of

the exciton, and me and mh the effective masses of the conduction band electron and valence

band hole, respectively. With regard to quantum dots, we will focus here on the strong

confinement regime where aB � a and the allowed optical transitions occur at discrete

energetic positions which are determined by the radius a (Chapter 2). In Chapter 3 we

describe the construction and optimization of an optical apparatus tailored to measure

the ultrafast electron and hole relaxation dynamics in strongly confined semiconductor

nanocrystals made of cadmium selenide which have tunable optical spectra in the visible

range.

Chapter 4 describes our low-temperature studies of close-packed CdSe quantum dot

solids under several different ligand treatment and annealing conditions. As synthesized,

the quantum dots are passivated by long, aliphatic, insulating ligands. A ligand exchange

and annealing process developed by our collaborators was shown enhance the electronic

coupling among nanocrystals, and in these experiments we study how the structual and

chemical changes induced by this process impact carrier relaxation dynamics and lead to
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Figure 1.1: Cartoon schematic of randomly close-packed nanocrystal films studied in
optical experiments. Left: long, insulating, aliphatic ligands separate quantum dots when
drop cast as synthesized, and photo-excited charges remain as excitons in the QD core
to long times. Right: exchanged and annealed films show spectroscopic evidence of fast
electron trapping.

fast electron trapping from the quantum dot core to surface states (Figure 1.1).

Similarly, confinement can also enhance the coupling between electron plasma oscilla-

tions in a metal at a metal-dielectric interface and optical fields.[11, 224] These collective

excitations are known as plasmons, and such surface confinement permits channeling of

light at length scales shorter than the optical wavelength in free space.[73] In contrast

with dielectric waveguides such as optical fibers, decreasing the lateral dimensions of a

plasmonic waveguide can decrease the external extent of the mode. The trade-off of such

increased confinement is increased excitation dissipation rates and reduction in phase and

group velocities. Spatially tapered metallic nanostructures are commonly used to achieve

this mode confinement, and enhancements of local field strength by factors of one-thousand

can be achieved dependent on the nanoscale surface quality and termination of the structure.

For plasmons, confinement and localization are clearly intertwined, and in Chapter 5 we

will discuss one such example of tailored interactions between confined surface plasmons

and the radiative rate of cadmium sulfide nanowires. These nanowires are coated with
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Figure 1.2: The radiative rate of cadmium sulfide nanowires (left) is enhanced by coating
with a silica insulating layer and an outer silver plasmonic coating (right). By tuning the
diameter of the CdS core, whispering-gallery resonances develop in the electron plasma of
the silver layer.

a small insulating layer of silicon dioxide and a conductive coating of silver; the CdS

nanowire diameter can be tuned to create a plasmon resonance in the surrounding silver

coating. As depicted schematically in Figure 1.2, This resonance dramatically increases

the radiative rate, thereby both increasing the total photoluminescence and decreasing the

duration of this photoluminescence.

Although not the focus of this Dissertation, the impacts of confinement also arise in

other situations such as changes to the vibrational phonon spectra available in a system.

Calculations of the bulk phonon spectra assume that infinite plane waves are possible, so

the reduction in dimensionality modifies the permitted phonons if the external medium

to the physical system does not have an overlapping phonon spectrum. This type of

confinement becomes relevant only at very small length scales of several tens of lattice

parameters.[7] In nanocrystalline materials the Raman spectra are typically broadened with

a dispersion-dependent energy shift. For single-walled carbon nanotubes (SWNTs) which

have a hollow center, the chirality of the nanotube controls the periodicity and thereby

4



the phonon dispersion spectrum leading to a rich spectrum of optical, acoustic, and radial

breathing modes.[41] The finite size, structural asymmetry, and stoichiometry all complicate

the determination of this phonon spectrum.

The discussion in this Introduction so far has focused on phenomena that arise due to

physical confinement in electrical and vibrational systems. Localization is a counterpart

to confinement, and whereas confinement refers to the collection of states available in a

system under a set of restrictive conditions, localization is characterized by lack of diffusion

in the absence of an impetus.

The physical mechanism underlying electronic localization varies with experimental

conditions, whether it is the disorder in site position from one site to another (Mott localiza-

tion) or disorder in the energetic landscape at regularly spaced sites (Anderson localization),

but the net result is similar in both cases. In a localized electronic state, the system requires

some source of activation energy for transport (of whatever physical form) to occur. In

electronic systems, the lack of an activation energy is the key difference between metals and

insulators: transport in metals is activationless, such that, even in the absence of thermal

energy to randomly excite carriers into the conduction band, electrical transport can still

occur. Therefore, it should be noted that while the resistance of a metal may still vary with

temperature and increase as temperature decreases, any material with finite conductivity at

zero temperature will necessarily be defined as a metal.

Although Anderson initially proposed his theory of localization in the context of elec-

tronic transport, Anderson localization is not limited to electronic systems.[139] Indeed,

a classical wave version of the same phenomenon exists where the energy of the wave

replaces the electron energy, and signs of localization are present in the field intensity

distribution. In cold atomic gasses, laser speckle has been used to produce spatial disorder

in the potential landscape which can be controlled; the level of diffusion was shown to

vary with amplitude of the applied disorder potential.[14] Macroscopic disorder in a thin
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Figure 1.3: Left: quantum dot field effect transistor schematic. Right: application of a gate
bias delocalizes the electron across multiple quantum dots.

aluminum plate was also shown to localize acoustic waves at sufficiently low frequency

such that diffusion is strongly impeded when the wavelength is comparable to the mean free

path.[239] This scale-dependent diffusion is a marker of Anderson localization in classical

systems. Scale-dependent and time-resolved diffusion measurements also showed that

light transmission through systems with a mean scattering length comparable to the light

wavelength also undergo an Anderson transition.[241, 219] Localized modes have even

been predicted to exist in photonic bandgap systems in the presence of a certain level of

disorder.[32]

In Chapter 6 we provide a broad overview of localization and transport in disordered

materials in general and nanocrystalline materials specifically, and in Chapter 7 we study

a system that combines electronic confinement and tunable localization. We describe

temperature and magnetic field transport studies of quantum field-effect transistors that were

developed by building upon the ligand treatments studied in Chapter 4.[27, 28] Whereas

Chapter 4 focuses on exciton interactions with surface states and ligands and Chapter 5

6



studies exciton interactions with resonant electron plasma oscillations in a conductive cavity,

Chapter 7 investigates the interplay of the confinement and localization as one approaches

the transition to delocalized states through tunable control of the Fermi level, concluding

our study of the interplay of confinement and localization in optical and electronic systems.
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Chapter 2
Introduction

Colloidal semiconductor quantum dots (QDs) are of broad interest due to the composition,

size, and shape tunability of their optical and electronic properties produced in part by

the spatial confinement of the wavefunction.[222, 184] Numerous excellent reviews and

books have been written on the theory and experimental history of semiconductor quantum

dots,[131, 45, 120, 232, 180, 222, 240, 130, 70] and here we provide only a brief overview

as is necessary to understand the experiments described in this Dissertation.

As alluded to in Chapter 1, quantum dots straddle a very interesting point between bulk

semiconductors and individual molecules. At macroscopic length scales, the electronic

bandstructure is well approximated by the properties of an infinite periodic lattice. In

contrast, in molecular form the precise quantum mechanical interactions of atomic orbitals

determines the permitted electronic energy states and relevant relaxation dynamics. Col-

loidal quantum dots are particles, typically composed of up to several thousand atoms,

in which the natural length scales of the electron and hole are similar to or larger than

the length scale of the particle.[177] This particle confinement discretizes the continuum

of states in momentum space that is otherwise available, and the surrounding insulating

medium imposes a restriction that the wavefunction must decay outside of the confines of
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Figure 2.1: (a) Photoluminescence of CdSe-CdS core-shell quantum dots with diameters
from 1.7 nm (blue) up to 6 nm (red). (b) Schematic demonstrating the size-dependence of
absorption (up arrow) and photoluminescence (down arrow) where longer arrows represent
higher energy transitions. Reproduced from Ref. 201 with permission of The Royal Society
of Chemistry.

the quantum dot. Thus, by tuning the size of the nanocrystal, the confinement potential

concomitantly changes and the energy of allowed states changes as well. Figure 2.1 shows

the photoluminescence (PL) from a size series of quantum dots excited by ultraviolet light,

demonstrating the tunability of the bandgap separating the lowest conduction band and

highest valence band state.

2.1 Quantum Size Levels

The regime of confinement depends on the relative size of several scales: aphys, ae, ah, and

aexc, the physical radius of the particle and the Bohr radii of the electron, hole, and exciton,

respectively.[177, 46] The Bohr radii ax are defined by

ax =
κmea0

m∗
(2.1)
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where m∗ is the effective mass of the particle under consideration (using the reduced mass

mexc = memh/(me +mh) for the exciton), a0 =
4πε0h̄2

mee2 is the Bohr radius of the Hydrogen

atom, κ is the dielectric constant of the medium, and me is the mass of the electron. We are

principally concerned with the strong confinement case for which a is smaller than all of

these radii.

The first approximations of the allowed wavefunctions in a spherical quantum dot are

found by considering the solutions to an infinite confining potential V (r) of radius a[46]:

V (r) =

 0 for r < a

∞ for r > a.
(2.2)

Such a model ignores many intricacies of physical quantum dot systems, but it provides a

strong starting point for discussion and a nomenclature for discussing the permitted electron

and hole orbitals. The solutions of the Schrödinger equation in 3D for such a spherically

symmetric infinite potential are of the form[177]

φn,l,m(r,θ ,φ) =Cn,l
jl(kn,lr)Y m

l (θ ,φ)

r
(2.3)

with Cn,l a normalization constant, Y m
l the spherical harmonic of order m and degree l, and

jl(kn,lr) the lth order spherical Bessel functions. The spherical bessel functions are scaled

by

kn,l =
αn,l

a
(2.4)

such that wavefunction has a node at the radius a of the nanocrystal, with αn,l the nth zero

of jl . The energy of a particle with mass m with such a wavefunction is given by

En,l =
h̄2k2

n,l

2m
=

h̄2
α2

n,l

2ma2 (2.5)
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Application of this particle-in-a-sphere model to quantum dots requires the effective

mass approximation (EMA). Using Eg to represent the bandgap of the material in the bulk,

in this approximation the energy of an exciton in such a QD is given by

Eexciton = Eg +Eh(k)+Ee(k)

= Eg +
h̄2k2

2m∗h
+

h̄2k2

2m∗e
(2.6)

where m∗h and m∗e are the effective masses of valence band holes and conduction band

electrons, respectively, determined by the parabolic curvature of the band structure in bulk

near the band edge. The allowed values of k are determined by the zeroes of the Bessel

functions jl in Equation 2.4; quantum dots with smaller diameters more strongly confine

the wavefunctions and thereby have higher energy discretized states. This size-dependent

confinement can be seen visually by comparing the photoluminescence of a series of

CdSe-CdS core-shell quantum dots with varied diameters, as shown in Figure 2.1.

The excitonic states of the QD are frequently referenced by the quantum numbers of

the constituent electron and hole in the effective mass approximation using the notation of

nLJ where n reflects the number of radial nodes in the envelope wavefunction of the QD, L

represents the angular momentum of the envelope wavefunction can be (0 = S), (1 = P),

(2 = D), etc., and J is the unit-cell angular momentum of the hole or electron. Considering

cadmium selenide, while the conduction band arises from twofold degenerate s-type orbitals

of the cadmium atoms, the sixfold degenerate valence band arises from the p-type orbitals

of the selenium atoms.[50] A valence band hole has angular momentum contributions from

the constituent spin of the hole (s = 1/2) and from the atomic p-type orbitals with l = 1.

Therefore, after accounting for spin-orbit coupling, the angular momentum of a hole in

bulk can be Jh = 3/2 or Jh = 1/2. Similarly because the bulk conduction band electron

is composed of s-type orbitals, the angular momentum Je of the electron will always be

11
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Figure 2.2: (a) Energy of first absorption feature in CdSe quantum dots vs. 1/r2. (b)
Measured diameter of quantum dot vs. energy of first absorption feature. Black line from
Jasieniak, et al.,[97], red line from Yu, et al.,[250]. Experimental data points taken from
Refs. 250, including points from Refs. 217, 168, and 187.

Je = 1/2. This simple picture of an infinite spherical potential neglects many complications

such as coulomb repulsion, crystal field splitting in the crystal lattice, and the exchange

interaction between the electron and hole. [177, 242]

Comparing the experimentally observed size dependent energies of the first absorption

feature with 1/r2 (Figure 2.2a), we see that the size-dependence is clearly more complicated

than a simple single-band effective mass approximation which would appear as a straight

line on this plot. Experimental data points were extracted from Ref. 250, including points

from Refs. 217, 168, and 187.

Several empirical reference equations are available to determine the quantum dot

diameter using the absorption peak position and electron microscopy-determined sizes. Yu,

et al., (Equation (2.7)) and Jasieniak, et al., (Equation (2.8)) provide the following empirical

formula to determine the CdSe QD diameter D based on central absorption wavelength λ in
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nanometers.[250] These two relations are very similar and are both plotted in Figure 2.2b.

D =(1.6122×10−9)λ 4− (2.6575×10−6)λ 3 (Yu) (2.7)

+(1.6242×10−3)λ 2− (0.4277)λ +(41.57)

D =(1.62974×10−9)λ 4− (2.85743×10−6)λ 3 (Jasieniak) (2.8)

+(1.8873×10−3)λ 2− (0.54736)λ +(59.60816)

The~k ·~p perturbative model, using the Luttinger Hamiltonian,[153][152] provides a

more accurate picture of quantum dot states for~k near 0. Numerous groups have contributed

greatly to the theoretical calculations of wavefunctions and dynamics in CdSe QDs using

atomistic, empirical pseudopotential, and ab-initio calculations.[173, 20, 21, 171, 59, 57,

56, 210] These calculations allow for detailed investigations of theoretical expectations of

exciton and biexciton decay, multiexciton recombination, Auger processes, and trapping to

surface states (Section 2.3). Seminal papers by Ekimov, et al.,[50] and Norris, et al.,[178]

use the methods of Kane[110] to demonstrate impressive connections between theory and

experimental observations of size-dependent optical transitions.

Norris, et al., used photoluminescence excitation (PLE) to trace the positions of the

spectrum of energy levels in CdSe QDs. The size-dependent positions of many states

are shown in Figure 2.3. In this experiment, Norris produced a range of CdSe QD sizes

and observed the modulation of PL at the band edge as the excitation energy was varied,

observing a rich spectrum of transitions. We note that due to a mixing of valence subbands

that mixes states with angular momentum lh with lh + 2 (i.e. mixing S (Lh = 0) and D

(Lh = 2)), a modification of the notation described above for hole states is necessary because

only parity and the total angular momentum F = Lh + J are conserved: nLF .[178] The

electron wavefunction involves only one band and is still well represented by nL. These PLE
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Figure 2.3: Optical transitions in CdSe quantum dots vs. energy of first excited state.
Reprinted figure with permission from D. J. Norris and M. G. Bawendi, Physical Review B,
53, 16338, 1996. Copyright 1996 by the American Physical Society.[178]

studies were extended, using fluorescence line narrowing, to observe the size-dependence

of the fine structure in the band-edge 1S3/2h1Se exciton as discussed in Section 2.2.[179]

2.2 Fine Structure and the Dark State

Studies of the fine structure have been very important in understanding relaxation kinetics

of CdSe nanocrystals.[43, 175, 179, 242, 21] As shown in the right panel of Figure 2.4, the

lowest energy exciton, 1S3/2h1Se, is split by crystal symmetry and the exchange interaction,

and the appropriate quantum number becomes N = Fh +Fe where Fe,h = Le,h + Je,h. In the

lowest excited state, Fe = 0+ 1/2 = 1/2 and Fh = 3/2, so the total angular momentum

can be either 1 or 2. The states in the N = 1 branch are higher in energy than those in
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Figure 2.4: Band structure diagram in quantum dots. (Left) Allowed electron and hole
states. (Middle) Excitonic states. (Right) Fine structure of the band edge 1S3/2h1Se exciton
after accounting for crystal field and exchange effects showing the homogeneous Stark shift
δ between the primary optically bright absorptive transitions with Nm =±1 and the dark
states with Nm =±2.

N = 2. Reviews of this are provided by Refs. 131 and 242. Efros, et. al, showed that the

observed Stokes shift between the strongest absorptive state and observed fluorescence

δX =E(Nm =±1U)−E(Nm =±2) is explained by the stronger transition oscillator strength

of higher lying states Nm =±1U state and the lower energy of the Nm =±2 dark state.[48]

Excitons thermalize into this low energy state from which dipole transitions to the

ground state are optically forbidden in the absence of a phonon. With Nm = ±2 and

Nm = ±1L separated by several meV, thermal population of the Nm = ±1L state become

increasingly unlikely at low temperature, leading to radiative lifetimes of order tens of

nanoseconds at room temperature and microseconds at low temperatures.[37] Magnetic

field-dependent studies of the band-edge exciton at 1.7 K showed that the application of

a magnetic field can shorten the PL lifetime, providing evidence for the presence of this

optically passive dark state at the band-edge.[175, 48]
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2.3 Carrier Relaxation in Optically Excited Quantum

Dots

Optically excited charge carriers can relax via a variety of physical mechanisms. Upon

photoexcitation, carrier thermalization to a hot, highly energetic distribution occurs on

the sub-100 femtosecond timescale.[180] The picosecond timescale for excited-carrier

cooling to the band edge[209, 109] typically precludes this except at low temperatures

where relaxation progresses more slowly.[84] We refer the reader to several recent reviews

that discuss in depth the relaxation processes for hot excitons in quantum dots.[189, 109,

108, 173]

2.3.1 Auger Processes and the Phonon Bottleneck

Historically, the ∼100 meV separation between quantized electronic states with different n

(i.e. 1Peto 1Se) was predicted to slow the relaxation of carriers among these levels due to

the low probability of a single phonon interaction permitting this relaxation, a phenomenon

termed the “phonon bottleneck.”[12] In CdSe QDs, the longitudinal optical phonon energy

of 26.5 meV was predicted to demand simultaneous emission of multiple phonons for

relaxation.[191] Instead, relaxation of hot excitons in CdSe QDs occurs via multiple

pathways: Auger processes, phonon relaxation, and interaction with surface ligands. When

an electron relaxes via Auger processes, the electron transfers energy to the hole; the hole

then quickly relaxes through the more dense manifold of hole states to the band edge via

phonon and ligand mechanisms.[47, 79, 109, 189] This subpicosecond process can repeat

until the electron has relaxed to the conduction band edge. In addition, the finite size of

the nanocrystal and confinement effects on the phonon spectrum may lift degeneracies and

generate a spectrum of phonons while also enhancing the electron-phonon coupling, thereby
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speeding up the electron decay,[116] although an acoustic phonon bottleneck may still exist

for the final stages of relaxation.[53] In the absence of the hole, and thereby the Auger

relaxation pathway, the electron relaxation to the band edge can be slowed significantly,

increasing from 250 fs to 3 ps.[126] Energy transfer to vibrational modes of ligands has

also been implicated as a mechanism for fast relaxation.[81, 189]

2.3.2 Ligand Interactions, Surface States, and Trap States

A recent review by the Weiss group summarized many of the conclusions regarding the

impact of ligands on carrier relaxation in QDs.[189] Numerous research groups have

devoted significant efforts to understanding the influence of ligands and surface treatments

on carrier relaxation, and in Chapter 4 we will discuss the impact of on carrier relaxation of

a particular CdSe QD surface treatment.

A schematic depiction of the trapping pathways is shown in Figure 2.5. Electrons are

energetically favored to relax to the lowest unoccupied state available, so if the LUMO

(lowest unoccupied molecular orbital) of a ligand attached to the surface is at a lower energy

than the QD conduction band 1Se state, surface trapping will be favorable. Conversely,

because holes relax inversely with electrons, a hole will trap to a surface ligand if the HOMO

(highest occupied molecular orbital) of the ligand is at a higher energy. It is important

to note that the impact of ligands on hole and electron trapping depends heavily on the

composition of the quantum dot, as the energetic positions of the top of the valence band and

the bottom of the conduction band differ among materials and shift the energetic balance

among orbitals.[243] For example, although the bandgap of CdSe is larger than that of

CdTe, both the valence and conduction bands of CdSe are at a more negative potential than

CdTe, with more than 0.5 eV separating the CdTe and CdSe valence bands.[243, 83, 99] As

a result, ligands orbitals with energy in the intermediate region between the HOMO and
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LUMO of CdSe and CdTe may be energetically favorable to trap a hole from CdSe while

simultaneously being unfavorable for trapping from CdTe.[243]

1Se 

1S3/2h 

LUMO 

HOMO 

LUMO 

HOMO 

Electron trap Hole trap 

Figure 2.5: Ligand trapping schematic for electrons and holes in quantum dots as described
in text.

In the CdSe QD literature, the majority of surface trapping mechanisms associate these

surface traps with orbitals that accept holes, basing these claims primarily on density

functional theory (DFT) calculations of orbital energies. For example, the Weiss group

performed numerous investigations of the impacts of various ligand species such as anilines

and phenyldithiocarbamate ligands and found that different ligands can produce either

electron and hole traps on the QD surface, attributed via DFT calculations.[132, 58] Buckley,

et al., observed that chalcogenol (Se, Te, S) ligands on CdSe QDs cause rapid hole trapping

to the surface based on observations of sub-nanosecond quenching of the PL decays.[18]

Using infrared transient absorption, tuned to measure intraband populations and relaxation,

the Guyot-Sionnest group found that electrons relax more slowly from 1Peto 1Se with

thiocresol as opposed to trioctyl phosphine oxide (TOPO) and pyridine, and they assign this

to the hole traps from Cd-S bonds.[79] Other studies have also reported fast hole trapping

in CdSe quantum dots.[93]

On the other hand, fast electron trapping (sub-picosecond to picosecond) has also been

reported from CdSe to methylene blue[92] and quinone[19] among others.[58, 19]. Infrared
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and visible time-resolved absorption studies showed fast electron transfer to Re-bipyridyl

complexes from CdSe quantum dots. Fast electron trapping has been observed CdS QDs in

a number of chemical environments.[94]

Experimental claims of fast electron and hole trapping frequently use time-resolved

absorption measurements, and in many cases these rely on a particular interpretation of

features in these spectra. We will discuss this further in Section 3.1 and Chapter 4, providing

evidence that the commonly used measurement of a single transient absorption feature is

insufficient to assign dynamics to either electron or hole populations.

Califano and Gómez-Gampos proposed a model of Auger-mediated trapping (AMT)

for trapping in semiconductor quantum dots.[71, 20] In this mechanism, the trapped carrier

traps to the surface and transfers excess energy to the remaining core carrier. Califano and

Gómez-Campos model the QDs atomistically and account for specific bonding character

of each surface atom, finding similarity to the range of relaxation timescales found by

Knowles, et al.[133]

The precise nature of the surface-trapped state has been a topic of vigorous debate. The

predominant view is that of a distribution of trap states on the surface of the nanocrystal

located between the valence and conduction bands. Decay from these trap states is slow and

sometimes radiative at energies below the bandgap. Jones, in the Scholes group, proposed

[101, 102] that a simple classical energy transfer model with a single surface state can

reproduce many of the conclusions of a trap model. The Kambhampati group proposed a

similar model based on Marcus-Jortner semiclassical energy transfer,[103] arguing that such

a model can produce the low-energy PL historically associated with deep traps.[162, 161]

The key claim of these reports is that this surface state has a non-zero “configuration

coordinate” which they identify as QD polarization, and, although it is not significantly

lower in absolute energy, it is separated by an energetic barrier to trapping. This energy

barrier is said to produce signatures in the temperature dependence of bandedge PL and
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Figure 2.6: Core-shell quantum dot energy schematic. Cores represented by dark grey,
shells by light grey. Relative height and position of top (bottom) of boxes represents
bandgap and conduction band (valence band) of core or shell.

surface PL, and surface emission (sub-bandgap emission) occurs via coupling to the ground

state at this non-zero configuration coordinate. Because the core ground state is centered

at zero configuration coordinate of the QD and the energy of the core state increases with

configuration coordinate, PL emitted from the surface state will be at energies smaller than

the zero-coordinate bandgap. Mooney, et. al, find further evidence for this model in their

temperature dependent studies of CdSe QD PL.[163]

2.3.3 Core-Shell Structures

Core-shell quantum dots are those in which a core of one semiconductor material is

surrounded by another semiconductor.[196, 230, 23] In these conditions, the absolute

positions of the valence and conduction bands in the core versus the shell differ, producing

different energetic incentives for carrier localization in each medium (Figure 2.6).[196]

In a type I configuration, the bandgap of the shell is greater than the core, confining both

electron and hole to the core. In type II configurations, the valence or conduction band of

the shell lies within the bandgap of the core and carriers will become spatially separated

due to carrier relaxation. Reverse type-I band alignments have a shell of smaller bandgap

material, causing partial or complete confinement of both carriers to the shell.
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Hines and Guyot-Sionnest reported the first instance of core-shell nanoparticles and

found that this shell coating both passivated the surface of the core and increased the

band-edge fluorescence quantum yield to 50%.[88] Core-shell quantum dots have recently

seen significant improvements with applications in lighting,[23] and CdSe-CdS core-shell

nanocrystals can be synthesized with a narrow size distribution (4%), low fluorescence

intermittency (blinking), and 97% quantum yield.[24]

Controlled engineering of the confingement using the band offset between core and

shell conduction and valence bands can drastically modify the decay kinetics and relaxation

pathways in a nanocrystal, in some cases leading to charge separated states or optical gain

as we further discuss in Section 2.3.4.[170, 183, 115, 254, 40, 238]

2.3.4 Biexcitons and Multiexcitons

The presence of multiple excitons in a single quantum dot can change the energetic land-

scape and decay kinetics significantly. The absorption spectrum from a single exciton state

to a biexciton state differs from ground to exciton and similarly from a biexciton to a higher

order multiexciton. The spectrum depends on the interaction among the excitons and the

degeneracy of the states; for example, the twofold degenerate 1Se conduction band in CdSe

means that two relaxed excitons will completely block further transitions into any states

involving this lowest-energy electron state.

As discussed earlier in Section 2.2, the Stokes shift δX = E(XAbs)−E(XPL) between

absorptive and emissive transitions can be understood in the context of the fine structure of

the excitonic state. The presence of an exciton in the QD modifies the Stokes shift between

further absorptive and emissive transitions to δXX = E(XXAbs)−E(XXPL). The biexciton

binding energy then is ∆PL = E(XPL)−E(XXPL). Additional transition shifts are likely in

the presence of multiexcitons.[208]
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Figure 2.7: Schematic showing the energetic shifts of biexcitons.

Auger processes can cause multiexciton configurations to rapidly decay on the time

scale of tens of picoseconds, becoming faster with decreasing QD size.[129] Radial changes

in nanocrystal composition such as core-shell structures (discussed in Section 2.3.3) can also

lead to the observation of optical gain enabled by modification of relaxation pathways due to

selective changes to the wavefunctions of electrons and holes.[127, 34, 40, 64]. For example,

“giant” core-shell quantum dots can decrease the availability of Auger decay pathways,

allowing multiple excitons to survive on a nanosecond timescale.[64] The strength of these

Auger processes has been shown to depend heavily on spatial separation of carriers and

the presence of abrupt confining potentials that break symmetry in quantum dots, such that

shells and graded confinement potentials suppress the Auger processes.[170, 238].

2.3.5 Interactions and Environment

Beyond the impact of the ligands attached to an individual quantum dot, the local envi-

ronment also plays a large role in transport and carrier relaxation. For example, the local

dielectric environment can modify the energetic position of the band-edge absorption,[140]

and as described below energy transfer and charge separation are possible in the presence

of other quantum dots and materials.

By comparing the PL yield of large and small (6.2 nm and 3.85 nm diameter, respec-
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tively) QDs dispersed in solution to close-packed QD solids, Kagan demonstrated that,

when close-packed, smaller, higher-energy QDs transfer energy to the larger acceptor

QDs via Förster resonance transfer. [105, 104] Energy transfer among nanocrystals with a

distribution of sizes was also shown in drop-cast films and Langmuir-Blodgett assemblies

using time-resolved photoluminescence measurements; these studies demonstrate shorter

lifetimes for smaller nanocrystals.[36, 3] Studies of energy transfer and exciton diffusion in

quantum dots by the Tisdale group found that increased ligand length and shell thicknesses

decreases the exciton diffusion length and that excitons can become trapped at local minima

in the energy landscape at low temperatures.[4, 190] Increasing the separation of layers of

single component films can decrease energy transfer between those films.[31, 150, 117]

Increasing the QD spatial density in films also increases the diffusion of excitons, decreasing

the fluorescence lifetime of the higher energy fluorescence while increasing the lifetime of

the lower energy fluorescence as excitons diffuse to lower energy sites.[151]

Studying films and dispersions with different capping ligands, Gao, et al., showed

that increased coupling in films as compared to colloidal dispersions enhances the carrier

cooling rate.[62] Additionally, energetic disorder in the QD band-edge states from QD to

QD was also shown to play a larger role than expected in quantum dot solids as charge

carriers aggregated on the lower energy “hotspots” and decayed via Auger interactions in

highly coupled quantum dot solids even at exciton fluences much less than one exciton per

QD.[63]

Similarly, in films composed of both CdSe and CdTe quantum dots, an energetic

incentive exists for electron transfer from CdSe to CdTe due to the band offsets of the

conduction and valence bands in spite of the larger bandgap in CdTe.[15] Charge transfer

can also occur from QDs to TiO2 films and nanoparticles, even on ultrafast (femtosecond

to picosecond) timescales.[197, 198, 225] We will further discuss recent advances in

interparticle coupling in Chapter 6 and Chapter 7, as recent advances have led to applications
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in numerous types of quantum dot electronic devices.

2.4 Conclusions

Quantum dots provide a rich and complex playground to understand the interplay of

confinement with surface chemistry, energy transfer, and charge carrier relaxation dynamics.

Approaching these systems as an experimentalist, it is clear that optical and electronic

experimental methods will both be extremely valuable in understanding charge carrier

dynamics and interactions in these nanoscale semiconductor materials.
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Chapter 3
Optical Apparatus: Time-Integrated

and Time-Resolved

Photoluminescence and Absorption

Sections 3.3.1, 3.3.6 and 3.4 are reproduced in part with permission from ACS Nano, 2015,

9 (2), pp 1440-1447. Copyright 2015 American Chemical Society.

3.1 Introduction

As discussed in Chapter 2, carrier relaxation in quantum dots and interactions between core

and surface processes involves timescales ranging from sub-picosecond to picosecond (hot

carrier relaxation, hot exciton photoluminescence, electron-hole separation, surface and

ligand trapping, bright state band-edge photoluminescence) and nanosecond-microsecond

timescales (emission from the dark exciton). [37] Optical spectroscopies are extremely

valuable for probing both the linear, time-integrated response of the systems to light and the

temporally evolving dynamics at short time scales. We detail in this Chapter a visible range

25

http://pubs.acs.org/articlesonrequest/AOR-r3PWAJiGNMIEdbivhCXd
http://pubs.acs.org/articlesonrequest/AOR-r3PWAJiGNMIEdbivhCXd


optical apparatus to observe time-resolved and time-integrated photoluminescence and

optical absorption in order to investigate these various interactions and relaxation processes

in nanocrystal films (Chapter 4) and plasmonically coated nanowires (Chapter 5). We

will discuss the motivation, design considerations, construction, and optimization of this

apparatus, starting with an introduction to the information obtainable with these techniques

in this Section, describing different candidate TRPL techniques in Section 3.2, focusing

on the time-resolved photoluminescence (TRPL) apparatus in Section 3.3, continuing with

the time-resolved absorption (TRA) configuration in Section 3.4, and finishing with a brief

description of some experimental hurdles and optimizations involved in these experiments

in Section 3.5.

Time-integrated fluorescence is a widely used and straightforward technique to investi-

gate the electronic structure of quantum dots. In the absence of time-resolved measurements,

direct assignment of relaxation rates and decay pathways is significantly more tenuous.

However, observation of photoluminescence at a particular energy reveals the presence of

an optically active electronic transition at that energy and the involvement of the constituent

initial and final states in the decay pathways of the quantum dot. In principle it may also

be possible to observe emission as carriers relax to the band-edge, but the dominance of

non-radiative relaxation pathways to the band edge make observing intraband emission

challenging and hot-exciton emission is typically a small factor, as we discuss in Chapter 5.

Time-integrated photoluminescence measurements thereby primarily inform the experimen-

talist of the final radiative pathways followed by carriers in their trajectory to the ground

state from optically active excitonic states, and time-resolved photoluminescence indicate

the time-dependent population and lifetime of optically bright emissive states in a system,

decaying as that population decreases either radiatively or nonradiatively.

Similarly, linear optical absorption also provides the experimentalist a wealth of infor-

mation on the available optical transitions in a sample in the ground state. However, in
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systems where the presence of an excitation modifies the available states for an additional

excitation, time-resolved absorption measurements allow a window into the relaxation

dynamics of individual carriers as they pass through the electronic states of the system.

X1: 1h1e X2: 2h1e 

1e 

1h 

2h 

Se: 1hSe Sh: Sh1e 

Se 

Sh 

Abs. 

TRA 
(-ΔA) 

PL 

E  

GS 

PL 

Abs. 

h+ 

e- 

Abs. 
(blocked) 

X1 X2 Se Sh δ X1 X2 Se Sh δ X1 X2 Se Sh δ X1 X2 Se Sh δ X1 X2 Se Sh δ 

δ 

Figure 3.1: Schematic example of absorption, time-resolved absorption, and photolumi-
nescence signal interpretations. Solid circles represent electrons, hollow circles holes.
Available absorptive transitions are marked with solid red arrows; blocked absorptive tran-
sitions marked with dotted red arrows with × marks. Photoluminescence signals marked
with dashed blue arrows. States are marked at the top of each column.

Pump-probe time-resolved absorption measurements fill that gap by observing the

pump-induced changes in the absorption spectra of a sample. We show an example of

the types of signals and associated energetic positions that can arise in absorption and

photoluminescence spectroscopy in Figure 3.1. In this example, we ignore spin degeneracy

and consider each state to have a maximum occupation of one carrier. In the ground state

(GS), absorptive optical transitions, labeled with solid red arrows, are allowed from the
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electron-occupied valence band states 1h and 2h to the unoccupied conduction band state 1e,

with energies labeled X1 and X2, respectively. After excitation into X1 or X2, the presence

of the electron in 1e blocks further transitions from 1h or 2h, producing a decrease in the

absorption (negative ∆A) at the energies of X1 and X2. Although populations of both X1

and X2 bleach the X1 and X2 transitions identically, the presence of a hole in 1h (due to

X1 or Se) induces an absorptive transition at energy δ = E(X2)−E(X1). If X1 and X2

are close in energy, this transition may be difficult to resolve, but X1 and X2 are directly

distinguishable with photoluminescence spectroscopy where PL is emitted at characteristic

energies. Depending on the fine structure within X1 and X2, it may also be possible to

observe stimulated emission.

The use of TRA and TRPL measurements in concert can thereby help to tease out

the populations of optically active and inactive electron and hole states. Considering a

generalized surface state that accepts electrons (Se) or holes (Sh), the TRA signals of each

would differ because of the shared 1e state of X1 and X2, as shown in Figure 3.1.

The magnitude of TRA bleach signals depends heavily on the degeneracies of the

different states. Increased degeneracy in a given state will decrease the impact on TRA of

carrier occupation in that state: for example, if instead of single degeneracy the 1h state had

many-fold degeneracy, the presence of a hole (Se state) might only negligibly bleach the X1

transition thereby decreasing the TRA signal at X1 to make the sample appear similar to

the ground state.

By combining time-resolved photoluminescence and time-resolved absorption, we may

be able to disentangle the relative contributions from occupation of individual hole and

electron states in our systems.
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3.2 Time-Resolved Photoluminescence Techniques

Numerous methods exist for measuring the temporal dependence of photoluminescence

from samples. A brief description of some of these methods is provided in the following

sections, and a summary of some typical key parameters is provided in Table 3.1. We

will first compare these methods and then elaborate on the construction of the optical Kerr

gate (OKG). As discussed in Section 3.2.5, the OKG provides broadband, time-resolved

observation of optically emissive processes on the sub-picosecond to nanosecond time

scales. Furthermore, the OKG permits time-resolved two-dimensional imaging when sample

emission is spectrally integrated and detectors are configured appropriately. Although many

experimental challenges must be overcome to optimize the OKG, its time resolution, spectral

width, and configurability are well matched to the samples we investigate in Chapters 4

and 5.

3.2.1 Streak Camera

Streak cameras provide broadband fluorescence maps and have been previously used in

TRPL measurements of quantum dots.[157, 164, 156, 195, 84, 165] Incident photons to the

detector are converted to electrons; these electrons are accelerated through a mesh and pass

through “sweep electrode.” This sweep electrode applies a time-varying potential to deflect

electrons prior to arrival at the multi-channel plate (MCP) that amplifies the electron current.

The final charges on the detector are proportional to TRPL signal, and the temporal profile

is encoded in the displacement of the charges. The time resolution is therefore dependent

on the sweep rate, which can be adjusted, and the jitter in reproducibly sweeping at the

same time. Streak cameras are capable of very high time resolution in the single-shot mode,

but jitter in the relative timing of electronic control and signalling reduces this resolution

when multiple shots are combined.
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Method Resolution
(typ.)

Advantages Disadvantages Representative
Refs.

TCSPC 30 ps Commercially
available, single
photon sensitivity

Electronics
limited time
resolution, single
spectral bin

[102, 133]

Streak camera 35 ps Commercially
available, direct
time & spectral
readout

Electronics
limited (jitter)

[157, 164, 84]

Upconversion 250 fs Time resolution Challenging
alignment, lim-
ited spectral
range

[115]

Intensifying
CCD

80-200 ps 2D imaging,
broadband spec-
tra, commercially
available

Electronics
limited (jitter)

[218]

Kerr gate 250fs Time resolu-
tion, 2D imaging,
broadband spectra

Background from
gate medium &
long integration
times

[220, 9]

Table 3.1: Time-resolved photoluminescence measurement techniques. Performance char-
acteristics as listed are “typical” rather than “best.”

3.2.2 Time-Correlated Single Photon Counting

Time-correlated single photon counting (TCSPC) is a staple technique for measuring

lifetimes on picosecond to nanosecond time scales in QD systems.[18, 154, 102, 133, 10, 36]

TCSPC systems are commercially available and have time-resolutions as low as 25 ps.

TCSPC systems measure the relative timing of a pump pulse detected by a trigger diode and

resultant photons emitted from the sample; the resolution is determined by the precision

of this delay detection. However, a “dead time” interval occurs after detection of a single
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photon wherein no additional signals can be measured, so care must be taken to acquire

signals at sufficiently low excitation so all photons are counted properly. TCSPC systems

frequently use photomultiplier tubes or avalanche photodiodes as detectors. The time-

resolved decay signal is determined by creating a histrogram from many such detection

events. Spectrally resolved decay maps can be acquired by sweeping over wavelengths with

a spectrometer.

3.2.3 Intensifying CCD

In an intensifying CCD (ICCD), photons first impinge upon a photocathode which releases

electrons upon contact. These electrons are accelerated to a multi-channel plate (MCP)

which amplifies the current. The time resolution of an ICCD is determined by the time to

enable and disable the gate between photocathode and MCP and the time, if relevant, to

enable/disable the amplification in the MCP. ICCDs have been used to measure fluorescence

decays of tryptophan,[218] have resolutions as low as 25 ps, and are commercially available

from multiple vendors.

3.2.4 Fluorescence Upconversion

Fluorescence upconversion is an application of sum-frequency mixing using a non-linear

crystal to measure the femtosecond and picosecond fluorescence dynamics of a sample.[106]

A very good review of this technique was provided by J. Shah.[212] This technique has been

applied to QD to measure ultrafast fluorescence transients at short times, particularly by the

Klimov and Rosenthal groups.[115, 16, 67, 66, 122, 229, 157, 133, 123, 125, 245, 2] The

bandwidth of this upconverted signal depends on the nonlinear crystal and the geometric

configuration of the experiment.[54, p. 84]

Sum-frequency generation can occur in materials with a strong 2nd order non-linear
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susceptibility. In these materials, when certain phase-matching conditions are met for the

propagation of two beams of light with frequencies ω1 and ω2, the 2nd order susceptibility

can lead to the generation of light at frequency ω3 where

ω3 = ω1 +ω2 (3.1)

The other constraint is that for generation to occur throughout the nonlinear medium, the

wavevectors for each beam must also obey

~k1 +~k2 = ~k3 (3.2)

where |~ki|= ni
λi

with i = 1,2,3, n is the index of refraction along the direction of propagation,

and λ = 2πc/ω is the wavelength of the light in vacuum. In a collinear setup where all

beams are propagating in the same direction this leads to

n1

λ1
+

n2

λ2
=

n3

λ3
. (3.3)

Although these constraints are trivially satisfied in vacuum, in general the wavelength-

dependent index of refraction in a material prevents this phase matching condition. However,

in an anisotropic crystal, the index of refraction n depends on the direction of propagation

and polarization; in a uniaxial crystal where n is identical for two directions, the two indices

of refraction are labeled no for the “ordinary” (identical in two directions) and ne for the

“extraordinary” indices of refraction. In this case, the phase matching condition is met for

1
n2

i
=

sin2
θ

n2
e,i

+
cos2 θ

n2
o,i

. (3.4)

In general, sum-frequency generation processes like that used in fluorescence upconver-
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sion must involve at least one extraordinary ray to satisfy the phase matching condition. The

efficiency of the upconversion process decreases quickly as the fluorescence wavelength

moves away from the central phase-matched wavelength and the phase-matching condition

is no longer well satisfied. The time resolution of this process is determined by the group

velocity mismatch between the pump and fluorescence beams, as a greater mismatch will

cause different slices in time to overlap at different sections of the crystal.

The principal disadvantages to fluorescence upconversion in detecting time-resolved

photoluminescence signals are the low efficiency of the upconversion process and the

bandwidth limitations imposed by the phase matching conditions. The upconversion

process also means that signals must be detected at a separate wavelength than at emission.

3.2.5 Optical Kerr Gate

The optical Kerr gate[42][54, pp. 82-86] is effectively a broadband optical shutter produced

by a transient birefringence induced in a medium placed between two crossed polarizers; its

time resolution is limited only by the nonlinear response of the Kerr medium and the pulse

duration of the gating laser. We will now discuss the theory underpinning its operation.

Considering a monochromatic, coherent beam of light travelling in the z direction

incident on a linear polarizer, we will have a vertically polarized electric field Ei given by

~Ei = E0ŷexp i(kz−ωt) (3.5)

for the wave after the first polarizer. Now consider the impact of a birefringent optic at

z = 0 with an optical axis at an angle θ from the ŷ direction and a thickness L. The ordinary

and extraordinary indices of refraction for light polarized along the optical axis ê and

perpendicular to it are given by ne and no, respectively. In terms of θ , the coordinate system
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in terms of the laboratory frame axis is given by

ê = sinθ x̂+ cosθ ŷ (3.6)

ô = cosθ x̂− sinθ ŷ. (3.7)

Therefore, we can project the incident electric field ~Ei onto these coordinates as

~E = êcosθ exp(kez−ωt)− ôsinθ exp(koz−ωt) (3.8)

The principal effect of the birefringent optic is the difference in index of refraction along ê

and ô. The phase shift in the two components induced by this difference is determined by

ko,e =
2πno,e

λ
. Therefore, the phase shift φo,e in the two components of ~E at the end of the

optic at z = L is given by

φo,e = ko,ez =
2πno,e

λ
=

2πno,eL
λ

. (3.9)

and therefore

~E = êcosθ exp(φe−ωt)− ôsinθ expφo−ωt (3.10)

Now we consider the impact of a second polarizer, crossed to the first to pass horizontally

polarized light, at some position z = d later. This polarizer will only pass electric fields
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polarized along the x̂ direction, so we need only consider the projection along the x̂ axis.

Ex = Ee sinθ −Eo cosθ (3.11)

= sinθ cosθ(exp(iφe)− exp(iφo)) (3.12)

|Ex|2 = sin2
θ cos2

θ(2− exp(i(φe−φo))− exp(i(φo−φe))) (3.13)

|Ex|2 = 2sin2
θ cos2

θ(1− cos(φe−φo︸ ︷︷ ︸
∆φ

)) (3.14)

|Ex|2 = sin2θ sin2
(

∆φ

2

)
(3.15)

The transmission through the second polarizer is clearly maximized when the optic

axis is at θ = 45◦, so the transmission will scale as T = sin2(∆φ/2) under this condition.

We now consider ∆φ = 2πL∆n
λ

with ∆n ≡ ne− no. In an isotropic medium, all axes of

the medium have identical n, and ∆n is zero except under the effect of an outside force.

However, in certain materials a strong applied electric field can induce large changes in the

index of refraction along the axis of the applied field. In this case, the induced change in

birefringence along an axis scales as

∆n = γI (3.16)

where γ is the nonlinear refractive index of the material, I is the intensity of the beam.

Pulling this all together for a time-varying I(t), we find that the transmission for an optimally

oriented gate beam with polarization oriented at 45◦from vertical, the overall transmission

of such a system scales as

T (t) = sin2
(

πLγI(t)
λ

)
. (3.17)

The efficiency of the OKG therefore depends on the wavelength to be investigated and

the nonlinear coefficient of the Kerr medium. This nonlinear coefficient index arises from
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both electronic and molecular mechanisms,[89] and the impact and choice of Kerr mediums

will be discussed in Section 3.3.4.

3.3 Time-Resolved Photoluminescence Apparatus

Several good reviews of the construction of an optical Kerr gate are provided by Good

reviews by Takeda, et al., and Arzhantsev and Maroncelli.[220, 9] Gundlach and Piotrwiak

also used an optical Kerr gate for sub-picosecond fluorescence measurements at room

temperature in a configuration that used reflective Cassegraine objectives instead of the

150 mm effective focal length off-axis parabolic mirrors used here.[77] A schematic diagram

of our experimental apparatus is shown in Figure 3.2. The 1 kHz, 800 nm, 120 fs output is

frequency doubled in a BBO crystal to generate the 400 nm pump beam for PL, TRPL, TRA

measurements. The 800 nm gate beam is used to generate a transient birefringence in the

Kerr medium between the two sets of crossed polarizers, P1 and P2; P3 and P4. All spectra

are acquired with a 0.55 m spectrometer (Jobin-Yvon Triax 552) and a thermoelectrically

cooled CCD (Spec-10, Princeton Instruments).

The spatial extent of the gated fluorescence region of the sample is limited by the power

that can be safely captured or deflected prior to reaching the second set of polarizers. An

off-axis gating geometry permits capture of greater spatial extent of fluorescence from the

sample because we can capture the gate beam after it has expanded (Figure 3.2). The gate

beam is focused using a 500 mm focal length lens, coming to focus approximately 40 mm

after passing through the Kerr medium. The time resolution of this configuration as used

in the experiments of Chapter 4 was 500 fs. At focus, a 500 mW beam is intense enough

to ionize the air through which it passes and generates a dim, white streak of emission in

mid-air. As mentioned in Section 4.4, this focused beam is intense enough to ablate fused

silica brass, aluminum, and anodized aluminum. The gate beam is captured by a razor
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Figure 3.2: Schematic of off-axis time-resolved photoluminescence apparatus. Polarizers
are co-polarized (V,V) for DC PL measurements and cross-polarized (V, H) for TRPL.
Dotted lines show dichroic optics; dashed lines show broadband splitters.

stack beam stop approximately 190 mm after focus after it has expanded to a diameter that

does not damage the beamstop. For the CdSe QD experiments described in Chapter 4, we

use this focused beam to precisely score sample substrates to cleave to the desired size for

mounting in the Microstat.

3.3.1 Optical Layouts

For the experiment described in Chapter 5 we used the on-axis gating configuration as

shown in Figure 3.3. The instrumental response time in this configuration was shorter,

240 fs, but the gated region of the fluorescence was smaller to match the small size of the

region of interest of the sample.

The relative delay of the 800 nm gate beam and 400 nm pump beam is controlled

by a stepper motor (Shimano Kenshi SST42D1040) driven mechanical delay line with
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Figure 3.3: Schematic of on-axis time-resolved photoluminescence apparatus. Polarizers
are co-polarized (V,V) for DC PL measurements and cross-polarized (V, H) for TRPL /
Kerr gate measurements. Dotted lines show dichroic optics; dashed lines show broadband
splitters.

a retroreflector (PLX, Inc.) with 23 fs step size. Beams are controllably blocked during

experiments by black cards brought into and out of the beam paths using stepper motors.

In all TRPL experiments, the pump and excitation beams are blocked using dielectric

filters after the analyzer polarizer. The pump beam is blocked using Newport 20-CGA420

long pass filters, and scattered gate light is blocked using an Edmund Optics NT64-332

750 nm short wave pass filter at the entrance to the spectrometer.

Typical instrument response times for the TRPL experiments in the on- and off-axis

configurations are approximately 240 fs and 500 fs, respectively. Resolution as configured

is 11 nm for absorption measurements and 15 nm for PL measurements. Time-integrated

polarized PL measurements on drop cast samples are made by co-polarizing the polarizer

pair around the Kerr medium.
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3.3.2 Polarizer Selection and Placement

In our configuration we use four Moxtek PFU-04C wire-grid polarizers. These polarizers

are mounted in custom-designed holders mounted on rotary mounts from Opto-Sigma (part

number 114-0220). Polarizer P1 is mounted in a non-rotating manner, while P2, P3, and P4

are able to rotate independently. Mounting P1 stationary reduces the profile of the polarizer

mount. The markings on these mounts permit reproducible rotation to 5’. The polarizers

have lithographically printed wires on one side of the substrate, and for protection of these

surfaces we mounted (P1 and P2) and (P3 and P4) on combined mounts with the wires on

the inner faces. Although these polarizers have a wide acceptance angle and high contrast

ratio (5,000:1 for one pair), the off-axis parabolic mirrors require careful consideration of

polarizer placement.

We tested various configurations in order to determine peak performance of the po-

larizers and the constraints possible in the OKG geometry where PL must be telescoped

onto the Kerr medium. These configurations are shown schematically in Figure 3.4 and

the resulting extinction ratios are shown in Table 3.2. All configurations use two pairs of

polarizers; the first pair is configured to pass only vertically polarized light and the second

passes horizontally polarized light.

3.3.3 Substrate Selection

Numerous substrate materials were tested to minimize the undesired background fluores-

cence as shown in Figure 3.5. Ultraviolet (UV) grade fused silica (Suprasil 2 from Meller

Optics, Nikon VUV from Volume Precision Glass, Corning High Purity Fused Silica (HPFS)

7980 from Edmund Optics), was found to have low background fluorescence. We use the

readily available 0.5 mm thick Corning HPFS 7980 substrates from MTI Corporation (not

shown here).
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Figure 3.4: Schematic of polarizer locations for extinction measurements.

P1, P2 Loc. P3, P4 Loc. Extinction Ratio Comment

2 5 (not measured) Vertical region of extinguished re-
gion varies with polarizer angle. Vis-
ible to naked eye.

2 6 300 OPM at position marked “M.” Spher-
ical aberrations present, only a small
region is at focus on CCD. Visible
to naked eye.

1 5 4000

4 5 40000 Fused silica Kerr medium in place

4 5 80000 Configuration used for TRPL

2 3 250000 Beam propagates colinear with the
polarizer axis

Table 3.2: Polarizer extinction ratios in varied experimental geometries. Polarizers P1 and
P2 (vertically polarized) located at position as marked in Location 1 and Polarizers P3 and
P4 (horizontal) at position as marked in Location 2 of Figure 3.4

3.3.4 Kerr Medium Selection and Mounting

The design of an optical Kerr gate depends strongly on the choice of Kerr medium, the

temporal resolution desired for the experiment, and the absolute intensity of emission
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Figure 3.5: Fluorescence from candidate sample substrates excited at 400 nm.

from the samples under investigation. Kerr electronic polarizability is the cause of the

large nonlinear index in glasses and may contribute to the fast response in some liquids.

Molecular reorientation is the cause of large nonlinear index in liquids such as CS2.[54, p.

83][89]

A key detractor from the optical Kerr gate is background fluorescence produced by

the gate beam in the Kerr medium. Because this fluorescence occurs in between the two

polarizers, it is not possible to use polarization optics to selectively cancel it; any such

action will directly increase the background signal from the sample that passes through the

analyzer.

Time-resolved photoluminescence measurements with an optical Kerr gate will have

signal contributions (Ntotal) from several sources:

Itotal = Igated + IKB + Ileakage (3.18)

where Igated is the desired gated signal, IKB is any undesired background signal produced

by the gate beam inside of the Kerr medium, and Ileakage is the signal produced at the

sample at any time that passes through the medium when the gate beam is not enabled.
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Material Contrast
ratio

Geometry Comment

UV grade Fused silica 35000 Amorphous, 0.76mm

GGG 11000 (111) polished MTI Corp.

YAG 18000 (100) polished MTI Corp.

SrTiO3 210 (unk.) polished

SFL2 17000 Amorphous VPG

SFL5 17000 Amorphous VPG

SFL7 15000 Amorphous VPG

Table 3.3: Polarization contrast ratio for various Kerr media materials.

The experimental signal to background ratio is therefore a tradeoff between these three

parameters as we will discuss below.

Numerous optical glasses and crystals have been considered in the search for the ideal

Kerr medium. Nakamura, et al., studied a series of 16 glasses and 3 crystals and found that

SrTiO3 was a promising candidate for its ratio of non-linear susceptibility to background

fluorescence.[169] Yu, et al., suggest yttrium aluminum garnet (YAG, Y3Al5O12) and

galodinium gallium garnet (GGG, Gd3Ga5O12.[251] We tested the polarization contrast

ratio of these and other media as described in Table 3.3 and found that the polarization

contrast ratio was nearly twice as good in UV grade fused silica as compared to other

candidate Kerr media materials.

In choosing a Kerr medium, one must also contend with undesired background pho-

toluminescence generated by the gate beam. We found, in agreement with Takeda, et

al.,[220] that fused silica also provided an optimal balance of gating efficiency with our

800 nm, 120 fs, 0.5 mJ pulses compared to the photoluminescence from the fused silica

Kerr medium. All other materials we tested (SrTiO3, YAG, GGG, SFL 2, SFL 5, SFL 6,
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SFL 57) had either a substantially worse ratio of greater background photoluminescence to

gated signal or significantly worse polarization contrast ratios, which would produce much

greater leakage signal. Comparisons of background fluorescence from the Kerr medium

to gated signal are shown in Figure 3.6. The Suprasil 2 substrate (fused silica) clearly

produces far less background fluorescence than other media tested (Figure 3.6a and Figure

3.7a). Although fused silica gates the signal less efficiently than some other media tested

(SFL 57, SFL2, SFL6, GGG), the ratio of gated PL to background fluorescence is more

than 10 times better (Figure 3.7). The differences between these results and those of Yu,

Gundlach, and Piotrowiak [251] may be due to the small magnitude of the fluorescence

signal we measure as opposed to the beam of an optical parametric amplifier they use as a

probe beam which may dwarf the Kerr medium background fluorescence.

We stress that this low fluorescence is necessary in order to measure the very low

signals necessary for our experiments. In the case of our least emissive samples, with the

Kerr gate’s efficiency of 10 % we are measuring only 20 background-subtracted counts

in a 120 s exposure with 0.5 W power operating the Kerr gate, so the gate background

fluorescence must be extremely low. We discuss background subtraction methods further

in Section 3.3.6 and note that fluorescence peaks develop in the fused silica emission at

approximately 650 nm after long exposures to the 800 nm gate beam at high intensity as

seen previously.[22, 172] Future effort on this experiment will further investigate additional

Kerr media, including new formulas of high purity fused silica and liquid Kerr media such

as benzene and carbon disulfide.[9, 158, 95] Additionally, further experimental efforts may

permit the use of an optical parametric amplifier to gate at longer wavelengths and thereby

extend the detection range of this apparatus.[206]
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Figure 3.6: (a) Fluorescence background from Kerr media, scaled for laser power, gated
with 800 nm gate beam with powers as specified in the legend. (b) Gated PL signal from
ZnSe thin film, scaled for laser power, excited at 400 nm.
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Figure 3.7: Comparison of candidate Kerr media. (a) Integrated Kerr media background
fluorescence (black solid outline, gray fill) and gated fluorescence from ZnSe (blue dotted
outline, no fill) for different Kerr media as listed. PL is scaled for different laser powers as
listed. (b) Ratio of gated fluorescence to Kerr medium background fluorescence.
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3.3.5 Sample Environment Control

For the plasmonic nanowires experiment described in Chapter 5, oxygen degrades the

plasmonic silver outer coating on nanowires. We designed and constructed an air-tight

sample holder to house these samples, and we loaded them in an Argon environment to

prevent sample degradation.

For CdSe nanocrystal measurements described in Chapter 4, samples were measured

using an Oxford Microstat HE. Temperature control with the Microstat is achieved through

continuous flow of liquid cryogens (helium or nitrogen) and a resistive heater controlled

by a Cryocon Model 62. A transfer stick is inserted into a liquid helium dewar; the other

end of this transfer line flows the cryogen across a cold finger on which the samples are

mounted. Flow is achieved by vacuum applied to the exhaust port of the transfer stick. Flow

is modulated by a needle valve located at the end of the transfer stick at the bottom of the

cryogen dewar. We created a custom feedback loop in LabVIEW to drive a stepper motor

attached to this needle valve to maintain temperature as dewar pressures and liquid levels

varied through an experiment in concert with the resistive heater.

The membrane vacuum pump line on the transfer stick introduced significant vibrations

into the sample position during low-temperature experimental runs. These vibrations were

minimized by replacing the short (approximately 5 m), hard-walled plastic tube with a long

(approximately 15 m, more flexible Tygon tube that did not transfer vibrations.

The original rear plate of the Microstat HE and coldfinger sample mount had an

insufficiently large aperture to measure multiple 2 mm by 10 mm samples during the same

experimental run. To resolve this, a custom cold-finger sample mount was fabricated for the

Microstat HE to permit mounting of multiple samples simultaneously. A new rear plate was

constructed with a larger optical window for absorption measurements in a transmission

geometry (see Section 3.4).
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3.3.6 Background Reduction In Time-Resolved Photoluminescence

At each delay position, we collect spectra with and without the pump beam exciting the

sample. In the absence of the pump beam, the only signal collected by the camera is

undesired signal from the gate beam in the fused silica Kerr medium.
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Figure 3.8: TRPL gate background reduction technique example. (a) Raw time-resolved
photoluminescence (TRPL) signal. (b) TRPL signal after use of 450-460 nm region to
subtract background PL from Kerr medium.

The background emission from the gate beam-excited fused silica and the CdSe quantum

dots studied in Chapter 4 are significantly different in their emission peak positions. The

Kerr gate background emission in the region of the nanocrystal band-edge emission scales

linearly with the background in the 450 nm to 460 nm spectral region. Because QD emission

is much weaker from 450 nm to 460 nm, we use this region to infer the magnitude of

background emission across the entire collected spectrum in our CdSe QD TRPL scans.

The gate background scan collected with each signal scan is scaled proportionate to the

450 nm to 460 nm region and subtracted from the gated signal scans. This results of this
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Figure 3.9: (a) TRPL signal from fused silica at 10 K. (b) TRPL signal from CdSe QDs
with SCN annealed at 200 ◦ ◦C at 10 K under identical exposure and integration conditions.

process are shown visually in Figure 3.8, and it allows collection of TRPL signals at even

lower signal levels than would otherwise be possible.

Additionally, we verify that the fused silica sample substrates produce no measurable

TRPL signal at our excitation fluence. Figure 3.9a shows the TRPL signal for a fused silica

substrate at 10 K. Figure 3.9b shows an identical scan on a QD sample.

3.3.7 Kerr Medium Mounting

We observed that strain-induced birefringence can degrade the achieved polarization contrast

ratio when Kerr media are mounted using retaining rings. To minimize this contrast reducing

effect, we mount Kerr media in a strain-free manner with Crystalbond 509:

• A small piece of Crystalbond 509 is placed onto a brass mount.

• The KM is placed on top and both are heated with a hot plate until the Crystalbond

melts.

47



• The KM is lightly pressed at opposing edges with wood tips of laboratory cotton

swabs to ensure parallelism with the mount.

• The KM is removed from heat and an inverted borosilicate glass beaker is used to

prevent dust contamination of the Kerr medium surface.

3.3.8 Kerr Medium Position Optimization

Because of the intensity of the gate medium, even small defects in the surface of the Kerr

medium produce background noise in TRPL measurements. Lateral position of the Kerr

medium is controlled by two micrometers that can be driven with stepper motors. Prior to

TRPL scan sequences, an optimal position for the Kerr medium is determined by rastering

its position and collecting Kerr medium background fluorescence spectra at each location.

Initial checks are performed using the infrared optical viewer to detect scattering off of dust,

and we then raster across the Kerr medium surface using these stepper motors to find the

location with minimum PL in the range of interest.

3.4 Time-Resolved Absorption Apparatus

The 1 kHz, 800 nm, 120 fs output from a regenerative amplifier (Spectra-Physics Spitfire) is

sampled with an uncoated UV fused silica wedge. This low fluence beam is focused through

a 0.375 inch sapphire plate to generate a pulsed white light continuum. After sampling, the

majority of the 800 nm beam is frequency doubled in a BBO crystal to generate the 400 nm

pump beam for photoluminescence (PL) and time-resolved measurements.

Time-resolved absorption measurements are performed without rastering because we

must detect changes in ∆T/T to 10−3 , and, even with high quality films, translating the

sample during measurement introduces larger systematic imbalances between the sample
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Figure 3.10: Schematic of combined time-resolved photoluminescence and absorption
apparatus. Polarizers are co-polarized (V) for DC PL measurements and cross-polarized (V,
H) for TRPL / chirp measurements. Dotted lines show dichroic optics; dashed lines show
broadband splitters.

and reference arms. To compensate, we employ low excitation powers and design scans

to monitor the reproducibility of measurements, as described for our quantum dot studies

in Section 4.4.1. Sample locations are chosen to have an optical transmission between

0.4 and 0.65 at the band-edge exciton (1S3/2h1Se) absorption, and we observed generally

higher signal to noise ratios for more transmissive samples. At each time delay, different

configurations of the white light beam (W ) and pump beam (P) are used: pump only (P)

to record PL, pump and white light probe (P+W ) to capture time-resolved absorption,

and white light probe only (W ) to normalize any sample changes with time. The white

light beam is split into reference and sample arms to normalize any fluctuations in white

light generation. Signal and reference beams are vertically displaced at the entrance to the

spectrometer and on the CCD to collect signal and reference arm spectra concurrently for
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Figure 3.11: White light supercontinuum chirp removal example. (a) Raw time-resolved
absorption map overlaid with the temporal profile of white light probe (red dotted line). (b)
Time-resolved absorption map after correction for chirp of white light probe.

each beam configuration. TRA signal is then calculated as follows:

∆T
T0

=
(SP+W −SP)− SW

RW
(RP+W −RP)

SW
RW

(RP+W −RP)
(3.19)

where subscripts denote the presence of the white light beam (W ) and the pump beam (B)

and S and R refer to the detected signal and reference beams, respectively. To prevent

ghosting during readout, beams are shuttered electronically during the CCD exposure

window using the Pockels cells in the regenerative amplifier. The reader is referred to Ref.

203 for additional discussion of noise reduction in TRA experiments.

3.4.1 Chirp Correction

A schematic for the chirp correction method is shown in Figure 3.11. Raw time-resolved

absorption scans (Figure 3.11a) show clear evidence of wavelength-dependent temporal

delays. The time dependence of the white light supercontinuum (Figure 3.11a, red dotted

line) is measured using the optical Kerr gate in the off-axis configuration (“TRPL”) shown
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in Figure 3.2. The split-off 800nm that generates the supercontinuum is mechanically

delayed relative to the gate beam. This delay is then varied to capture the entire temporal

profile of the supercontinuum.

TRA maps are corrected at short time delays (t < 10ps) to account for actual arrival

time of different wavelengths, causing the diagonal streaking shown in Figure 3.11b as

lower energy features are corrected to earlier times. Although the temporal precision of

TRA features is limited to the duration of the white light pulse, the temporal accuracy is

limited to the precision of the chirp measurement via the OKG. We estimate the error in our

chirp calibration does not exceed 2.6 fs nm−1. The supercontinuum temporal profile used

for this correction was measured with the microstat and fused silica substrate in place. We

note that it may be possible to use thinner white-light generating media that would produce

significantly less chirp in the white light supercontinuum. The chirp may in the future also

be characterized by observing TRA signals on a blank cover slip or substrate.[203, 149]

3.5 Experimental Optimization

Through the development of the low-temperature time-resolved photoluminescence and

absorption apparatus, numerous opportunities arose for improvements in experimental run

stability and signal quality. Below, we detail some of these observations and the techniques

used to improve data collection.

3.5.1 Laser Stability

White light supercontinuum generation, frequency doubling of the 800 nm fundamental

beam to 400 nm, and the optical Kerr effect are all non-linear processes. Because of this,

we noticed that fluctuations and drift in the stability and power of the fundamental 800 nm

beam caused degradation in the stability and performance of TRPL and TRA.
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The final output of the Spitfire is the combined result of many processes and feedback

loops as shown schematically in Figure 3.12. A continuous wave (CW) Coherent Verdi V-5

at 532 nm and 4.55 W drives a Coherent Mira 800 producing an 800 nm pulse with 10 nm

bandwidth with approximately 1 W total power and 120 fs pulses at 76 MHz. The Mira

pulses seed the Spectra-Physics Spitfire regenerative amplifier which selects one pulse per

millisecond and amplifies it to 1 mJ. To do this, the pulses to be amplified are stretched in

time, selected for amplification with polarization optics, amplified, and then recompressed.

Pockels cells controlled by the Synchronized Delay Generator (SDG) are electrically driven

to trap and dump pulses in the amplification cavity of the Spitfire. The Spitfire amplifier is

pumped by a Spectra-Physics Evolution X Q-switched laser at 1 kHz and 7.4 W with pulses

of order 100 ns. While the Coherent Verdi and Mira were found to be extremely stable with

turnkey operation, we observed a slow degradation in the output of the Evolution X that

pumps the regenerative amplifier, thereby introducing instability in the Spitfire output. The

Evolution X has several internal temperature control systems which we will discuss below.

Thermal control in the Evolution is provided by a combination of resistive electrical

heaters and chilling water from a Lytron chiller. The AlGaAs diodes in the Evolution are

temperature controlled using a closed loop multi-channel temperature controller. Each

diode has a heatsink cooled by the Lytron water flow and heated by a resistive electrical

heater; the temperature controller produces a stable temperature, typically between 65 ◦F

and 80 ◦F, by balancing the heater with the heat flow of the liquid. We observed a slow drift

of the optimal temperature of these diodes on the time scale of months and any time the

Lytron water temperature changed.

Similarly, the frequency-doubling LBO crystal was also found to have a drift in optimal

temperature on time scale of months. At the ideal temperature, the output of the Evolution

decreases symmetrically with respect to fluctuations in temperature. Off-peak, however,

these fluctuations lead to increases or decreases in Spitfire output as the temperature drifts
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Figure 3.12: Schematic of laser processes and temperature control.

toward or away from the optimal temperature, as shown in Figure 3.13. Whether the output

power fluctuations are correlated or anticorrelated with deviations from the ideal Evolution

LBO temperature may depend on when during amplification the pulse is dumped from the

regenerative amplifier cavity.

3.5.2 Laser Chilling System

Another large factor in experiment performance is a slow degradation of output from the

Evolution X. We found that this decrease in laser power of up to 10% can be directly

connected with cleanliness of the liquid cooling system. In the Evolution, the cooling water

envelopes the Nd:YLF lasing medium rod which is pumped in four locations by the 805 nm

diode pump beams through this cooling water. We show a schematic layout, including
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one diode pump beam, in Figure 3.14. Although the chilling lines are filtered with a 1 µm

GE Hytrex filter, any debris that develops in the cooling water has the opportunity to be

burnt into the laser rod or the window toward the diodes. Such an aggregation will directly

degrade the overall performance of the Evolution output.

We used several mechanical and chemical methods to mitigate this degradation. Me-

chanically, we replaced the graphite rotary vane pump (Fluid-O-Tech) originally installed

on the Lytron chiller with an external, magnetically driven centrifugal pump (Little Giant

TE-6-MD-CK) with a carbon-filled Kynar housing and impeller and a mica-filled teflon

bushing. Although this pump is designed for high flow and low pressure, it is expected

to produce minimal debris in the chilling water. Additionally, we installed an ultraviolet

mercury lamp in the chiller tank, but this was not found to change the overall buildup of

material significantly.

Separately, several chemical procedures were found to improve the laser output perfor-

mance as we describe below.

Vinegar Purge

Vinegar (dilute acetic acid, consumer grade), was recommended to clean off any organic

debris on the laser rod. The procedure we used is as follows:

• Disconnect chiller, pump, and filter from Evolution.

• Properly dispose of treated cooling water if desired and drain hoses connected to

Evolution.

• For cleaning Evolution only (not the chiller):

– If only cleaning the Evolution, fill an external reservoir with 1.5-2 gallons of

distilled, filtered water and 0.5 L commercial vinegar.
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– Connect small external pump (Little Giant 2-MD-SC), Evolution, and reservoir

in closed loop

• For cleaning entire chilling loop, fill Lytron with distilled water and 0.5 L of commer-

cial vinegar.

• Circulate for 6-12 hours. Monitor for signs of discoloration in water that can indicate

chemical reactions with metal connections in Evolution. Inspect solution, dispose,

and repeat.

• Flush system with distilled water at least four times prior to reconnecting with chiller

system.

• Fill chiller with treated cooling water or distilled water and circulate with new 1 µm

filter in place for sufficient time to remove any residual debris prior to activation of

Evolution.

We note that we have observed, after several days of vinegar purging, a blue tint

consistent with copper acetate in the color of the water. The vinegar cleaning was stopped

at this point to prevent any further damage to the system.

This vinegar purge, followed by distilled water filling of the chiller, was found at times

to provide up to a 5% increase in the system output from 9.5 W to 10 W.

Pluronic P-123

Pluronic P-123 is a high molecular weight (number average molecular weight 5800)

triblock-copolymer (poly (ethylene oxide), poly (propylene oxide), poly (ethylene ox-

ide)) surfactant manufactured by BASF found to efficiently disperse graphene in aqueous

solution.[75]
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We found that overnight circulation of a 5% (by weight) solution of P-123 in a system

with degraded performance led to an 8% increase in the output of the Evolution (from

8.4 W to 9.1 W). After the P-123 cleaning, we observed that the temperature tuning of the

diodes and steering of the high reflectors in the laser cavity each produced an additional

2% increase (from 9.1 W to 9.3 W to 9.55 W) in the power output of the Evolution. A

subsequent vinegar cleaning as described above further raised the total output by 4% to

10 W. Additional cleaning with P-123 was not found to increase power further. Further

tests indicate that P-123 followed by vinegar may be equalled in effectiveness by vinegar

alone.

Although P-123 is soluble in water, its high viscosity and slow rate of solution requires

careful attention during solution preparation. Small quantities of P-123 were added at a

time to a two-gallon reservoir circulated in closed loop with a centrifugal pump to prevent

clogging and freezing the centrifugal pump. P-123 was observed to leave a slippery residue

and required at least four rounds of water purges through the Evolution to remove residue

and bubbles.

Nalco Treated Water

Following a new recommendation from Spectra-Physics, we worked with two solutions

from Nalco: 460-CCL2567, an alkaline closed loop cleaner, and 460-PCCL104, a premixed

liquid corrosion inhibitor. PVC gloves, labcoat, and goggles are recommended for handling

these chemicals.

• Drain the entire closed loop system.

• Replace the GE Hytrex filter.

• Fill cooling system with Nalco 460-CCL2567 without dilution.
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• Circulate for at least 8 hours. Recommend circulating overnight.

• Completely drain system and purge with distilled water four times and circulate for

15 minutes.

• Drain system and replace filter.

• Fill cooling system with Nalco 460-PCCL104 corrosion inhibitor at full strength.

We found that this procedure and coolant produced a 6% increase (from 9.4 W to 10 W)

and maintained similarly high power levels for up to six months. Further cleaning with P-

123 and vinegar did not enhance the overall power output compared to the Nalco treatments

alone. This is our recommended solution for cleaning and preventing corrosion.

3.5.3 TRPL: Sample Rastering

During TRPL measurements on the CdSe thin films samples studied in Chapter 4, the

sample is continuously translated in-plane to prevent sample degradation. Raster patterns

are chosen to remain on optically dense regions of the sample and typically sampled 2 mm2

to 5 mm2.

Initially, the Microstat HE was mounted on micrometer-driven stages designed for

high-precision positioning (Newport series UMR8 stage and 460P micrometer). Rastering

was achieved by attaching gears to the micrometers that drive these stages and then driving

these gears with stepper motors.

During low temperature operation, a transfer stick connects the Microstat HE to the

liquid helium dewar. Continuous rastering with the load of the mounting block, Microstat,

and liquid helium transfer line led to unexpected sticking and freezing of the micrometers

driving these stages during experiments. Micrometer motion was improved by regreasing

with Green Grease, but slipping eventually occurred again.
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We redesigned the Microstat mounting configuration and replaced these stages with a

heavy duty lead-screw driven stage (Aerotech ATS-302). Bearings and lead screw were

greased with Green Grease and have since performed without problems, although we note

that the manufacturer has recommended using Starrett Tool Oil on the lead screw with

Kluber Isoflex LDS18 Special A grease on top of this oil in the case that problems arise.

The ATS-302 stage has a lead of 0.5 mm. We drive the horizontal stage with a gear

reduction of approximately 3:1 and the vertical stage with a reduction of 2:1. Both stages

are driven by SST42D1040 stepper motors by Shimano Kenshi Corporation.

3.5.4 TRA Noise Reduction: Pump and Probe Beams

Because both signal and reference arm spectra are collected during the same CCD exposure,

it is important to avoid cross-contamination of beam spots between CCD regions. We

prevent this issue by focusing the white light supercontinuum beam after a 300 µm pinhole

and then telescoping the image of the pinhole onto the sample. When the sample and

pinhole are co-focused, the illuminated region of the sample is defined by the pinhole and

can be positioned appropriately on the CCD. This reduces noise due to fluctuations in beam

size from supercontinuum generation instabilities and from noise due to air currents. Even

minor fluctuations in the beam position and size can produce relatively large noise because

the magnitude of TRA signals is at the 10−3 level.

Room air currents are additionally reduced by enclosing the entire experiment. This

improves directional stability of the white light probe and 3 eV pump beam on the sample.

3.5.5 TRA Noise Reduction: Pulse Timing

As described above, the signal and reference arms are both collected by the same CCD

using two vertically separated regions of the chip. Spectra are collected by digitizing the
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full frame of the CCD and then vertically binning the top and bottom halves separately in

post-processing. Overall TRA spectra at a given delay are collected by acquiring typically

30 spectra and averaging them.

The maximum digitization rate of the SPEC-10 is 1 MHz, corresponding to a 134 ms

readout time for a full frame image on a CCD with 1340x100 pixels. With a 1 kHz laser

repetition rate, this finite readout time implies that 134 pulses from the laser will impinge

on the CCD during readout if the laser is enabled. It is therefore necessary to prevent

exposing the CCD to light during this readout sequence. The simplest approach would

be a mechanical blocking mechanism such as a shutter or blocking card controlled by

stepper motor. The long duration of TRA scans and the high number of exposures would

quickly lead to wearing out many shutters. With the typical 300 ms exposure used in these

experiments, one million activations occur within ten days, thereby limiting the utility of

magnetic optical shutters. As configured, stepper-motor controlled blocking cards do not

have the time precision necessary to clip beams symmetrically as needed here.

We circumvented these hardware limitations through computer control of the Syn-

chronized Delay Generator (SDG) that electrically controls the Pockels cells inside of the

Spitfire regenerative amplifier. Pockels cell 2 controls whether amplified pulses leave the

amplification cavity. The SDG can be computer-controlled via an RS-232 serial port. To

prevent ghosting, we use a buffer of 50 ms before and after dumping the Spitfire pulse to

ensure the CCD is ready for collection and that dumping has completed prior to collection

of charge. This is schematically shown in Figure 3.15.

3.5.6 TRA Noise Reduction: Sample Position

As shown in Figure 3.16, different sections of the same sample (labeled Region 1 and

Region 2) can demonstrate a significantly different noise profile. We recommend checking
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at various locations on solid samples to determine the most uniform region to avoid noise

due to steering deviations.

3.5.7 TRA Noise Reduction: Recommendations

The experimental optimizations described in this Chapter led to significant overall im-

provements in the noise of TRA measurements as shown by comparing the “Initial” and

“Optimized” curves in Figure 3.16. Here we briefly outline recommendations for minimizing

noise in the TRA system.

• Verify optimization of Evolution LBO temperature and Spitfire pulse selection. (Sec-

tion 3.5.1)

• Using the CCD and spectrometer in 2D imaging mode, ensure that signal and ref-

erence beams are well separated, equal in size, and well defined by the pinhole.

(Section 3.5.4)

• Optimize pump and probe beam noise with no sample in place to minimize noise

from sample.

• Optimize SDG timing to prevent ghosting. (Section 3.5.5)

• Check multiple sample locations to determine smoothest region with best noise

profile. (Section 3.5.6)

• Use filters on signal and reference arms to record as flat of a spectrum as possible on

both signal and reference arms and filter for optimal pixel counts in 2D imaging.
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Figure 3.13: Noise due to Evolution LBO temperature fluctuations. (a) Monitored, scaled
output of Spitfire regenerative amplifier (black ×, left axis) and Evolution LBO crystal
temperature (red line, right axis) vs. time. (b) Spitfire output vs. Evolution LBO crystal
temperature, showing positive correlation. Points have been horizontally spaced at each
temperature for ease of viewing.
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Figure 3.14: Schematic of Evolution-X Nd:YLF rod apparatus
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Figure 3.15: Schematic of delays and exposure lengths used with the SDG to eliminate
ghosting during TRA signal readout.
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Figure 3.16: Noise reduction in TRA. Standard deviation of TRA signal vs. wavelength for
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of the sample (blue dash, green dot), and optimized (black, solid).
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Chapter 4
Ultrafast Electron Trapping in

Quantum Dot Solids

This Chapter is reproduced in part with permission from ACS Nano, 2015, 9 (2), pp

1440-1447. Copyright 2015 American Chemical Society.[227]

4.1 Introduction

Semiconductor quantum dots (QDs) have been the focus of intense study for their size-

tunable properties with applications in light-emitting devices, photovoltaic devices and

printable electronics [137, 120, 86, 213, 121, 118]. The size, shape, composition, and

surface chemistry of QDs, as well as their temperature and local environment, are all of

great importance, modifying photoluminescence (PL) yields, shifting optical transitions,

and impacting electrical conductivity.[189, 161, 87, 105, 163, 10, 52, 30, 35, 27, 119, 142].

Time-resolved optical spectroscopies can directly monitor relaxation pathways that respond

sensitively to these parameters, and there exists a rich literature measuring the population-

averaged response of QDs dispersed in solutions and polymer matrices.[124, 209, 109,
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29, 74, 133] To date, ultrafast optical studies of close-packed colloidal QD solids have

been more limited in number,[228, 136, 62, 35, 15, 223] and although the majority of

these studies have typically been performed at room temperature, measurements at low

temperature offer the potential for increased sensitivity to environmental changes as well as

a sharper view of relaxation processes.

In this Chapter, we study the impact of surface treatment on the low temperature (10 K)

optical properties of CdSe QD solids. The ligand exchange and annealing process used

here[52] has laid the foundation for high mobility CdSe field effect transitors we will

discuss in Chapter 7. Here we employ time-resolved absorption (TRA) and photolumi-

nescence (TRPL) spectroscopies to gain insight into the ligand exchange and annealing

process through excited state dynamics. Because both TRA and TRPL implementations

developed here are broadband with sub-picosecond time resolution, we are able to show that

exchanging aliphatic native ligands (NL) for thiocyanate (SCN) and subsequently annealing

the samples increases electron trapping rates by two orders of magnitude. We demonstrate

a need to modify the conventional interpretation of CdSe QD time-resolved absorption

spectra in this experimental configuration and show that the electron, not the hole, traps

first out of the core excitonic state.

4.2 Results and Discussion

Time-integrated optical absorption spectroscopy is routinely used for the characterization of

QD systems, providing information on sample size and homogeneity, as well as interparticle

coupling.[250, 55, 140] As previously reported for similar samples, SCN ligand substitution

and thermal annealing shifts and broadens the quantized band-edge optical absorption peak

(1S3/2h1Se in the effective mass approximation[178]) in these QD solids (Figure 4.1).[52]

Whereas time-integrated absorption reflects the optical properties of core states,[141]
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time-integrated band-edge PL is heavily impacted by conditions that influence carrier

trapping to the surface.[107, 189] We study four samples: CdSe QDs with native, aliphatic

ligands (NL); native ligands exchanged for SCN (SCN); exchanged and subsequently

annealed at 100◦C (SCN 100C); and exchanged and subsequently annealed at 200◦C (SCN

200C). As previously shown by several of us using scanning electron, atomic force, and

optical microscopies on identically prepared samples, the sample preparation and spin

coating process used here and described below produces uniform, randomly close-packed,

optically smooth, and crack-free thin films over large areas.[27] Fourier transform infrared

spectroscopy (FTIR) shows that SCN exchanges 90% of the NL ligands used in synthesis,

and that annealing to 200◦C significantly decomposes SCN.[27]
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Figure 4.1: Optical absorption at (a) 10 K and (b) room temperature for CdSe QD solids.
CdSe passivated with NL (black, solid line), SCN (red, dashed line), SCN annealed at 100◦C
(blue dot), SCN annealed at 200◦C (green dash dot). Arrows (a) mark optical transitions.

The exchange and annealing processes dramatically decrease both the total integrated

PL (band-edge plus sub-bandgap, surface emission) and the relative strength of band-edge

PL compared to surface emission (Figure 4.2). While band-edge PL requires both an
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electron and a hole in a QD core state,[138] sub-bandgap PL involves QD surface states for

which carrier hops back to higher energy core states require thermal fluctuations unlikely at

10 K.[10, 162, 229, 18, 161] Band-edge photoluminescence is therefore unlikely after any

carriers have trapped to surface states, and the decreased band-edge PL relative to surface

emission after exchange and annealing is a signature of an increased surface trapping rate

in these samples.
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Figure 4.2: Photoluminescence spectra excited at 3.1 eV at 10 K for CdSe QD solids and
fused silica (SiO2) substrate. CdSe passivated with aliphatic native ligands (black, solid
line), SCN (red dashed line), SCN annealed at 100◦C (blue dot), and SCN annealed at
200◦C (green dash dot).

Representative room temperature time-integrated optical absorption spectra for

nanocrystal solid samples used in measurements are shown in Figure 4.1b. Apparatus

movement during cooldown prevents measurement of identical regions at room temperature

and 10 K. As is the case at low temperature (Figure 4.1a), an initial blueshift is present upon

exchange of aliphatic native ligands (NL) for SCN, followed by subsequent redshifts after

annealing to 100◦C and 200◦C. All samples exhibit similar blueshifts in the energy of the

ground state exciton absorption after cooling to 10 K from room temperature (Figure 4.1).
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Integrated photoluminescence at and below the band edge, scaled relative to NL at

10 K, is shown for all samples in Figure 4.3a after spectral and Jacobian corrections.[160]

Band-edge emission is calculated by integrating PL from 2.06 eV to 2.30 eV; surface

emission is determined by integrating over all measured photon energies below 2.06 eV.

We plot the surface to band-edge quantum yield (QY) ratio for all samples in Figure 4.3b,

showing that the surface PL becomes relatively stronger after exchange.
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Figure 4.3: (a) Integrated photoluminescence (PL) at 10 K of QD films at band edge and
surface relative to the NL sample. All samples are excited with the same total power and
power density, and are virtually opaque at the excitation density of 400 nm. (b) Relative
quantum yield (QY) ratio of surface emission to band edge emission.

As discussed in Section 3.1, time-resolved photoluminescence (TRPL) measurements

can provide more direct insight into the non-equilibrium kinetics of QDs and help to clarify

the interplay of core and surface states.[102, 10, 100, 229, 66, 243, 165, 101] Previous

TRPL studies have demonstrated long radiative lifetimes from surface trapped states,

attributing these trap states to electron traps at unpassivated Cd or hole traps at unpassivated

Se.[10, 229, 18] Annealing to 100◦C is not expected to change the QD surface properties
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significantly, whereas annealing to 200◦C decomposes SCN and we may then expect a

concomitant change in charge dynamics.[27]
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Figure 4.4: (a-d) Time-resolved photoluminescence spectral maps at 10 K for CdSe QD thin
films with (a) NL, (b) SCN, (c) SCN annealed at 100◦C, and (d) SCN annealed at 200◦C.
(e-h) Spectrally integrated TRPL (black) compared and contrasted with TRA features {B1x,
B2} (red) and B1 (blue). Note that (a, e) show different timescales than (b-d, f-h). TRPL
maps are scaled for contrast.

TRPL measurements, shown in Figure 4.4, reveal dramatic decreases in band-edge PL

lifetime with ligand exchange and annealing, showing that changes in time-integrated PL

reflect dynamical changes upon QD surface treatment. The PL signal from the pristine NL

sample decays over hundreds of picoseconds in agreement with previous short-time TRPL

measurements,[165] but the exchange of NL for SCN drastically shortens the PL lifetime

to tens of picoseconds. Annealing the exchanged sample at 100◦C leaves TRPL decays

largely unchanged, but further annealing to 200◦C hastens the TRPL decay so the observed

transient approaches the instrument response limit. The decreases in TRPL lifetime in

exchanged and annealed samples echo decreases in time-integrated band-edge PL (Figure
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4.2), and indicate increased capture rates of the bright exciton by pathways other than

band-edge PL. The latter may include non-radiative relaxation, although the increase in

relative quantum yield for surface state emission (Figure 4.3) indicates that some portion

emerges as surface PL.

Our PL data, taken by itself, could be rationalized in terms of our surface treatments. In

particular, decay pathways alternative to band-edge PL could arise from a higher trap density

upon exchange, which is further increased upon annealing at 200◦C. The replacement

of NL by SCN (without annealing) increases the number of electron and hole traps on

unpassivated surface atoms due to reduced overall surface coverage,[52, 28] and is expected

to further introduce hole traps associated with the SCN ligands,[28, 18] so the appearance

of additional traps after exchange is easily understood.[98] Moreover, thermal annealing

to 200◦C decomposes SCN and leaves S atoms bonded to Cd,[76, 27] a process likewise

expected to increase the number of hole traps in the SCN 200C sample.[119] Although these

increases in hole trap density could account for the progressive decrease in PL lifetimes,

considerations of TRA described below indicate an increase in electron trapping.

Time-resolved absorption (TRA) measures pump-induced changes in transmission,

∆T/T0, subsequent to pump excitation (see Section 3.1). Quantum dot TRA measurements

have a long history in measuring carrier relaxation and the impact of surface treatments,

and signals emerge from numerous effects including bleached transitions from state-filling,

shifts in absorption spectra leading to photoinduced absorptions, exciton-phonon coupling

that modulates TRA signals, and optical gain.[189, 109, 130, 208, 205, 204, 127] Prior

TRA experiments have shown that electrons relax quickly to the band edge through Auger

heating of the holes[124] and ligand interactions [81] and that holes relax primarily through

ligand interactions with minor contributions from phonons.[33] Figure 4.5a superimposes a

time-integrated absorption spectrum (black), a scaled exemplary TRA time slice (red), and a

corresponding TRA 2D map. Features A1, B1, and B2 are labeled following the convention
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introduced in Ref. 128. Figure 4.5b shows schematically the corresponding single particle

electron and hole states associated with these transitions.[178] The energetic location and

time duration of the photoinduced absorption A1 probe the biexciton binding energy and

hot-exciton relaxation,[208, 209] and the presence of the bleach signals labeled B1 and B2

indicate decreased transition strength at the 1S3/2h1Se and 2S3/2h1Se optical transitions,

respectively.[128] Because the physical interpretation of time-resolved absorption signals

at energies above the B2 feature is complicated by the high density of optical transitions,

we do not focus on interpreting those features here.[178]
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Figure 4.5: (a) Scaled time-integrated absorption spectrum (black) and time-resolved
absorption spectrum (red, 0-0.5ps) for CdSe NL QD thin film sample showing photoinduced
absorption feature A1 and bleach features B1 and B2. (b) Correspondence between time-
resolved absorption features and QD optical transitions as described in text.

These optical transitions can in principle be bleached by the presence of charge carriers

in either or both of the constituent hole or electron states of the QD. We will label the sub-

components of the B1 bleach as B1x, B1e, and B1h, for which absorption at the 1S3/2h1Se

transition is blocked by occupancy of the 1S3/2h1Se exciton, 1Se electron, and 1S3/2h hole

states of the QD, respectively. Within the band-edge B1 bleach the precise location of B1x,
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B1e, and B1h vary to some extent,[21, 53] but this variation is much less than the separation

between the B1 and B2 bands.
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The TRA 2D maps in Figures 4.6a-d show that the aggregate B1 bleach in all samples

persists beyond the 2 ns time window of this experiment and significantly longer than the

sub-nanosecond decay of TRPL observed in all samples. This difference can be quickly

seen by comparing TRA B1 (blue) and TRPL (black) curves in Figures 4.4e-h. Thus,
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dynamics of B1 are relatively insensitive to surface treatment when compared to TRPL.

Because the TRPL decay measures the depopulation of core excitons, the presence of B1

well after band-edge TRPL disappears must be due to only B1e or B1h, or conversion to a

dark[175] exciton. Because of the relative similarity of B1 dynamics among the samples

and the progressively faster decay of TRPL upon exchange and annealing, we may conclude

that the surface treatment process used here predominantly modifies the decay kinetics of

only one charge carrier, or accelerates interconversion to the dark exciton.

Further inspection of Figures 4.6a-d indicates that these surface treatments hasten elec-

tron surface trapping. First, the rapid decay of the A1 absorption feature (circled in Figure

4.5a) shows that excitons relax to the 1S3/2h1Se state within the first picosecond,[209] and

since kT ∼ 1 meV is much smaller than the 100 meV separation of the 1S3/2h and 2S3/2h

states, Boltzmann occupation of the 2S3/2h states is minimal. Subsequent dynamics of the

B2 bleach therefore cannot reflect 2S3/2h hole state occupation and must arise from the 1Se

electron. Second, the dramatic changes in decay rate for B2 upon surface treatment are

closely matched by similar changes in the TRPL (red and black curves in Figure 4.4e-h,

respectively). We may therefore identify electron surface trapping as the process that gives

rise to rapid PL quenching and decreases the time-integrated photoluminescence yield in

the SCN, SCN 100C, and SCN 200C samples. Note that because transitions to both the

1S3/2h1Se and 2S3/2h1Se exciton states require available 1Se states,[178] an electron in

the 1Se state should contribute bleaches to both B1 and B2.[130] At room temperature it

has been commonly observed that the decays of B1 and B2 mirror each other, implicating

occupation of the 1Se state as a common denominator.[124, 209, 207] In contrast, in our

low-temperature measurements the lifetime of the aggregate B1 bleach is much longer than

that of B2 for all samples (Figures 4.6a-d and Figures 4.4e-h), which cannot be due to a 1Se

electron or a dark exciton. We instead attribute the longer life of B1 relative to B2 to the

presence of a long-lived hole in the 1S3/2h state and interpret the decay of the B2 bleach as

73



reflecting the rapid surface trapping of an electron that leaves this hole remaining in the QD

core.

The hole contribution to B1 is commonly argued to be small in principle due to greater

degeneracy of the hole states and thermal distribution of holes to higher-lying states.[130]

To assess the plausibility that the B1h bleach due to hole state occupation can contribute

significantly to the B1 transition at low temperatures, we consider the impact of thermal state

occupation on available optical transitions in relevant electron-hole charge configurations.

Previous calculations by Califano, et. al, showed that excitons, biexcitons, and trions

have different radiative lifetimes.[21] In Section 4.4.4 we use these predictions to calculate

expected B1 TRA amplitudes from each charge configuration using a Boltzmann distribution

of initial state occupations for electrons, holes, and excitons. In contrast to prior assertions

that B1 measures only the 1Se occupation in CdSe QDs (in our framework either through

B1x or B1e),[124, 209, 207] our calculations indicate that the presence of either an electron

or a hole in the QD core produces a strong B1 TRA signal at all temperatures from 10 K

to 300 K with only a weak temperature dependence. Although predictions show the

contribution of an exciton to B1 is greater than that of a hole or an electron, the predicted

B1h signal from the hole is actually stronger than the B1e signal due to the electron at all

temperatures calculated. These calculations confirm that a core-state hole can efficiently

bleach the B1 transition at 10 K, validating our assignment of the long-lived B1 signal to

B1h.

Analysis of the fine structure within B1 further reinforces these conclusions. Figures

4.6a-d shows that the aggregate B1 feature redshifts with time in all samples, and the

TRA spectra, particularly Figures 4.6e-g, show that this redshift actually corresponds to a

redistribution of amplitude between two peaks within B1. We denote the lower (higher)

energy peak B1h (B1x), nomenclature validated by their temporal dynamics. Analysis

using singular value decomposition, described in Section 4.4.2, identifies two distinct
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temporal behaviors that account for the TRA maps for all but sub-picosecond time delays.

A long-lived component is associated with the lower energy peak B1h, and a short-lived

contribution is associated with the upper energy peak B1x as well as B2. The spectra and

time dependence of the long- and short-lived components are shown in Figures 4.6e-h

and 4.6i-l, respectively. A third, sub-picosecond component described in Section 4.4.2

is associated with thermalization of hot carriers. These findings reveal that the temporal

dynamics of B2 mirror not only the dynamics of TRPL but also B1x(Figures 4.4e-h). Since

B2 measures electron occupation, the accord between B2 and B1x indicates that the decay

of B1x reflects the destruction of the 1S3/2h1Se exciton through electron trapping to the

surface. Additionally, the agreement between B1x and TRPL indicates that B1x measures

the population of bright excitons. In Figures 4.6i-l we summarize the temporal evolution

of B1h, B1x, and B2, whose associated peaks are marked by triangles in Figures 4.6e-h.

Since we have already established that the B1 component that out-lasts both TRPL and B2

is due to 1S3/2h holes in the QD core, the remaining lower energy component of B1 is B1h.

We note that in this analysis B1x and B1h are separated by more than 30 meV in all four

samples. Although relaxation of an exciton from the lowest energy bright exciton state into

the optically forbidden dark state[48, 175] would redshift the B1 feature,[135] as discussed

above the trapped electron evidenced by the B2 decay precludes this as an explanation for

B1h.

We use the established method of singular value decomposition (SVD)[155] to fit TRA

maps. Details are provided in Section 4.4.2. The application of SVD to TRA spectra in

particular has been discussed in a review by Ruckebusch, et al.[203] In brief, SVD finds

a collection of spectra Qk(λ ) and time decays Ck(t) such that the observed TRA map is

reproduced by ∑k CkQk. If there are only n distinct time behaviors in a data set, SVD will

return significant values of Qk for only the first n spectra. Thus, SVD is particularly good at

identifying the number of independently evolving features in a TRA map.
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In our case, SVD analysis shows three temporally distinct features. Moreover, the

entire TRA map except the earliest, sub-picosecond delays can be described using only

two components (Figure 4.8, Section 4.4.2). This is physically sensible since one expects

carrier thermalization to appear as a distinct component on the sub-picosecond time scale.

Thus, the first two principal components account for the dynamics that are the focus of this

manuscript.

SVD analysis does not uniquely determine the components, allowing for orthogonal

rotations that mix them,[155] so that linear combinations need to be chosen on physical

grounds. The above isolation of the subpicosecond component pushes all of the relevant

analysis into the first two components. For all possible linear combinations of these two, an

upper energy pair of features occurs together, denoted B1x and B2 in Figure 4, indicating

that these have identical time dependence. Moreover, for the linear combination in which

B1x and B2 dominate one component, the remaining SVD component is dominated by a

single, lower energy feature denoted B1h in Figures 4.6e-h. These linear combinations thus

isolate the physics of the different subsystems with the least intermixing.

Given the expectation discussed earlier that exchange and annealing principally increase

the density of hole traps, our finding that these treatments primarily increase electron

trapping is surprising. One mitigating consideration is that, to the extent that Cd-S surface

bonds may be viewed as assembling a CdS shell, hole trapping may be impeded by

differences in bandgap and by the formation of a quasi-type-II band alignment, which

further localizes the hole in samples sufficiently annealed to decompose SCN.[65, 115] We

also note that cyclic voltammetry measurements of samples annealed at 250◦C have shown

that such annealing introduces mid-gap states close to both the conduction and valence

band edges, and that the former may introduce electron traps in the SCN 200C sample.[28]

Additionally, increased coupling between QDs may introduce trapping pathways that

do not arise in isolated QDs. For example, the increased interparticle coupling and greater
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electrical conductivity previously demonstrated in these SCN exchanged samples[52] likely

increases exciton and charge carrier diffusion to lower energy QDs.[62, 4, 190] Recent room

temperature studies of QD solids demonstrated that excitons can become concentrated at

low energy “hotspots,” enabling multi-exciton phenomena when excitation densities surpass

a rather low threshold of 10−3 excitons per quantum dot.[63] Under these conditions, which

are met in this study, Auger processes can produce fast, radiationless recombination as

well as hot carrier generation that enhances the likelihood of carrier trapping. Electron

trapping would benefit more from the latter because kinetic relaxation is more facile for

holes. Greater coupling, combined with spatial disorder in the degree of that coupling, can

also explain the fast blueshift in TRPL observed in the SCN 200C sample (Figure 4.4d). By

the arguments given above, PL transients from more highly coupled regions would decay

more quickly. Since those regions would tend to have lower energy band-edge emission,

once this contribution decays the remaining TRPL signal would shift to higher energies as

observed.

4.3 Conclusion

Low temperature time-resolved optical measurements of these QD solids show progres-

sively faster electron trapping to the QD surface upon ligand exchange and annealing.

Combining time resolved absorption and photoluminescence, we find that holes within the

QD, rather than electrons, are responsible for the bleach of the band-edge transition. Our

finding that electron trapping is dominant at low temperature comes as a surprise given

what is known about the surface treatment in these QDs. Although we argue that enhanced

interparticle electronic coupling may increase electron trapping through multiexciton phe-

nomena, additional study is needed to understand the interplay between electron and hole

traps in this system. We further recommend additional studies to resolve the conflicting
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interpretations of B1 here and in the literature.

4.4 Methods

TRPL measurements were acquired using the the off-axis gating method described in

Section 3.3 and Figure 3.2.

Cadmium selenide QDs passivated with aliphatic ligands are prepared by the method

described by Qu and Peng and processed as previously described by Fafarman, et al.[194,

52] The native ligands are solution exchanged with SCN, and samples are then spin-cast

onto 0.5 mm thick UV Fused Silica substrates (MTI Corporation) and, wherever indicated,

annealed under nitrogen on a hot plate for 5 min to increase electronic coupling among

QDs. Extensive characterization of films resulting from this process is reported in Ref. 27.

Sample substrates are cleaved and mounted in an optical cryostat (Oxford Microstat-HE)

under a majority argon atmosphere that is immediately evacuated. Sample substrates are

prepared as described in Section 4.4.3.

TRPL is performed with the off-axis gating configuration (described in Section 3.3 and

shown in Figure 3.2) that permits broadband study of short delay times without determining

a priori the wavelength range of interest. TRA measurements are acquired as described in

Section 3.4. Briefly, in TRPL and TRA the samples are excited using the 400 nm doubled

output of a 1 kHz, 120 fs regenerative amplifier with an approximately 350 µm diameter spot

size with 15 µW time-averaged power. For TRPL, the 800 nm fundamental beam is used to

create an optical Kerr gate (OKG).[220, 9] For TRA, the fundamental beam is sampled to

generate a white light supercontinuum. The chirp of the white light supercontinuum probe

is calibrated with the OKG (Section 3.4.1). Instrument response times for the TRPL and

TRA experiments are approximately 500 fs and 120 fs as configured. Spectral resolution

as configured is 10 nm for absorption measurements and 13 nm for photoluminescence
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measurements. Less than 0.1 photons are absorbed per QD per pulse.[97, 141] Kerr gate

background fluorescence reduction using the 450 nm to 460 nm spectral range was applied

as described in Section 3.3.6.

Singular value decomposition analysis of TRA spectra is described in Section 4.4.2

below. This analysis yields the temporal decays of B1h, B1x, and B2 shown in Figures 4.4

and 4. The aggregate B1 bleach signal, denoted simply ‘B1’, is computed by integrating

the B1 bleach over its bandwidth (1.9 to 2.3 eV).

4.4.1 Reproducibility of TRA Scans
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Figure 4.7: B1 bleach of CdSe with SCN Sample 1 at 10 K near beginning (reverse, black
square) and end (forward, red square) of an experimental run. B1 bleach recorded previously
on SCN Sample 2 is shown with black ×’s. All scans are taken at the same power level as
those used in the main text. Decay traces are scaled to match at long times.

To make sure our TRA data are reproducible, and to alert us to any degradation so that

we may lower pump power as necessary, the following scans are collected: (1) a reverse

sweep from 2 ns to -100 ps; (2) a sweep forward over short delays from -5 ps to 10 ps; (3) a
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forward sweep from -100 ps to 2 ns. Short time sweeps are deliberately nested between the

lengthy, long time scans so that the latter can provide an upper limit on sample changes

during the former. Figure 4.7 shows the reproducibility of these diagnostic long time scans

for SCN. Additionally, TRA measurements are also taken on a set of distinct but identically

prepared samples to ensure reproducibility of the dynamics we report here. Figure 4.7 also

shows a TRA measurement on a different SCN sample (“Sample 2”) prepared months apart

but under identical conditions. One can see that reproducibility among these scans is good

to within the noise of the measurement.

4.4.2 Singular Value Decomposition

We use the established method of principle factor analysis to fit TRA maps using singular

value decomposition.[155] In general, we seek to decompose a broadband sequence of

spectra into physically motivated independent spectral traces and spectral profiles as

D(λ , t) = ∑
k

Ck(t)Qk(λ ) (4.1)

where D(λ , t) is the signal at delay time t and wavelength λ , Ck(t) is the temporal profile

of the kth physical component at t, and Qk(λ ) is the temporally invariant spectrum of the

kth component. In matrix notation,

D =CQT (4.2)

As described in a review by Ruckebusch, et al.,[203] this decomposition can be de-

termined either through model-free or physically-motivated methods. One model-free

method for determining the total number of independent components using singular value

decomposition (SVD):
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D =USV T (4.3)

where U and V are orthonormal matrices with dimension m×n and n×n respectively for

m delay points and n wavelengths. The n×n matrix S is diagonal and contains the singular

values which describe the relative weight of the column vectors vk that compose V .

We apply this global analysis procedure to our binned TRA data in LabVIEW. It is

important to note that application of this method assumes that all components are separable

and lack spectral migration throughout the measurement

The resultant time traces in the columns of U are not yet physical. We find that the

residuals of the TRA maps are very small after subtraction of only three components,

suggesting three physical mechanisms underpinning the TRA traces we observe.

To extract physically meaningful information from the SVD analysis, we apply several

constraints to these components and perform rotations of the orthogonal vectors in V to

determine the physical components C1,2,3 and Q1,2,3. A similar method was described in

Ref [234].

All time traces must be positive definite to represent populations. Simultaneous sign flips

on time traces and spectral vectors are permitted without changing the resultant modeled

TRA signal. In three dimensions,

Rx(θ) =



1 0 0

0 cos(θ) −sin(θ)

0 sin(θ) cos(θ)


(4.4)
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Ry(θ) =



cos(θ) 0 sin(θ)

0 1 0

−sin(θ) 0 cos(θ)


(4.5)

Rz(θ) =



cos(θ) −sin(θ) 0

sin(θ) cos(θ) 0

0 0 1


(4.6)

We can perform arbitrary rotations among the first three components of U and S by

application of these three rotation matrices:

D =USR︸︷︷︸
U ′

RTV T︸ ︷︷ ︸
V ′T

(4.7)

R =


R′(θ1,θ2θ3) 0

0 In−3

 (4.8)

where In−3 is the (n−3)× (n−3) identity matrix and

R′(θ1,θ2,θ3) = Rz(θ1)Rx(θ2)Ry(θ3). (4.9)

is the combined rotation matrix for three separate rotations.

We first adjust θ2 and θ3 so that the residuals for long times are minimized. The
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contributions Dk from each component of V ′ are calculated as

Dk =U ′Jk,kV ′T (4.10)

where Jk,k is the single entry n× n matrix with jk,k = 1 and all other elements 0. When

acting on the left or right sides of a matrix Jk,k selects rows and columns, respectively,

giving us

Ck =U ′Jk,k (4.11)

Qk = Jk,kV ′T (4.12)

This selects the contributions to D from the selected j components of the rotated matrix

V ′. We then adjust θ1 such that D1 decreases to 0 at long times, equivalent to requiring that

Q1 represents the average of scans at long times.

This results in a component Q3 that accounts for dynamics at very short times in TOPO,

SCN, and SCN 100C. The short time dynamics in SCN 200C result in vectors Q1 and Q2

that account for nearly all dynamics without Q3. In Figure 4.8a we show the residuals after

subtraction of the first two SVD components which are calculated as

Error = T RA− ∑
k=1,2

U ′Jk,kV ′T (4.13)

= T RA− ∑
k=1,2

Ck(t)Qk(λ ) (4.14)

after subtraction of temporally scaled components Q1 and Q2. In Figures 4.8b,c we show

vector Q3 for all samples and the time decay profile C3. As previously stated, the temporal

profile of SCN 200C appears as noise in this analysis.
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Figure 4.8: (a) Residual signal after subtraction of only the first two SVD components,
defined as [Data− (C1Q1 +C2Q2)]. (b) Spectrum Q3 and (c) time decay C3 of the third
SVD component. Samples are as labeled in each column.

4.4.3 Substrate preparation

Substrates were pre-scored using the full output of the Spectra-Physics Spitfire. The beam

was focused using a 50 mm BK7 lens onto the 0.5 mm fused silica substrates. Cutting beam

is pulsed using the SDG to enable and disable after the substrates have been translated to

the desired position.
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Figure 4.9: Calculations of electron and hole contributions to time-resolved absorption
signals. (a) Scaled absorption transition oscillator strength vs. temperature, T. Ground
state |GS〉 → single exciton |X〉 (black, solid line), electron |e−〉 → |X−〉 (red, dashed line),
|h+〉 → |X+〉 (blue, dotted line), |X〉 → |XX〉 (green dash-dot). (b) Calculated bleach of the
B1 1S3/2h1Se transition due to different carrier configurations.

4.4.4 Calculations of Electron and Hole Contributions to TRA

At room temperature, the B1 (1S3/2h1Se) transition is conventionally associated with

occupation of the 1Se state only. Here, we use calculated transition strengths from Califano,

et. al, 21, to show that the relative importance of hole and electron occupation in the

1S3/2h1Se state varies with temperature. We use Figures 1 and 4 of Ref. 21 to extract the

transition oscillator strengths, initial state relative energies, and thermal occupations of all

initial states.

Transition oscillator strengths fi j for transitions from lower state i to upper state j are

calculated as

fi j =
nin j

τi j
(4.15)

where ni and n j are the degeneracies listed in Figure 1 of Califano et. al. This calculation
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assumes that degeneracies multiply with no forbidden pathways. For example, e1h0→ e2
1h1

1

has a degeneracy of n = (ni = 2)× (n j = 2) = 4.

We calculate the total transition strength F for each charge configuration as follows:

F = ∑
i, j

fi j
e−βEi

Z
(4.16)

Z = ∑
i

e−βEi (4.17)

β ≡ 1
kBT

(4.18)

where Ei is defined relative to lowest energy initial state of each charge configuration

extracted from transition energies provided in Figure 4.6 of Califano et al, Z is the partition

function, kB is the Boltzmann constant, and T is temperature. In Figure 4.9a we plot these

strengths F relative to the absorption strength of the original ground state |GS〉 → exciton

|X〉 transition strength. This shows that the |GS〉 → |X〉 and electron |e−〉 → negative trion

|X−〉 transitions are temperature independent, while the hole |h+〉 → positive trion |X+〉

and |X〉 → biexciton |XX〉 transitions are weakly temperature dependent, with the positive

trion transition becoming weaker with higher temperature and the biexciton state becoming

stronger. In Figure 4.9b we show the corresponding predicted bleach at the 1S3/2h1Se

transition due to the presence of an electron, hole, or exciton in the core of the QD, showing

that the presence of either charge carrier can substantially bleach the 1S3/2h1Se transition.
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Chapter 5
Plasmonic Enhancement of

Radiative Lifetimes in CdS

Nanowires

5.1 Introduction

In the previous Chapter, we discussed how interactions between the quantum dot core and

surface can modify the electron trapping rate in CdSe quantum dots under varied surface

treatments. In this chapter, we investigate another way that tunable interactions between

excitons and an external system can modify decay kinetics. Here we will study the radiative

relaxation of cadmium sulfide nanowires both in the absence and presence of concentric

coatings of silica and silver. While the silica coating both passivates the CdS surface and

electrically insulates the CdS core from conductive silver coating, the proximal interaction

between the CdS core and Ag coating drastically changes the available relaxation pathways

in the nanowire by coupling hot exciton emission with surface plasmon polaritons in the Ag

at the metal-dielectric (silica) interface. In this Chapter we present evidence for hot-exciton
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emission enabled by the presence of this resonant plasmonic whispering-gallery cavity. The

sample development and time-integrated experimental work described in this chapter was

largely performed by Chang-Hee Cho, Carlos Aspetti, and Sung-Wook Nam in the research

group of Professor Ritesh Agarwal here at the University of Pennsylvania. Through our

contribution of picosecond time-resolved photoluminescence measurements, we validated

the predicted enhanced radiative rate of these plasmonic nanowires. The studies in this

Chapter were published and described in greater depth in Nature Materials, 2011, 10, pp

669-675.[26].

5.2 Observations

In this experiment, cadmium sulfide nanowires were grown via a vapor-liquid-solid (VLS)

method as described in Ref. [231]. All measured nanowires had diameters greater than

40 nm, significantly larger than the 3 nm Bohr exciton radius in CdS,[49] so the electronic

state is purely determined by the bulk properties of CdS without any excitonic confinement

effects. Photoluminescence from the photonic nanowires as grown via VLS emerges as

a single, broad peak around 2.53 eV, but the addition of a SiO2 passivation layer (Figure

5.1a) permits observation of the individual A and B excitons in CdS as seen in Figure 5.2

(bottom, “photonic”).

Upon addition of a layer of silver to the exterior of the nanowires (Figure 5.1b), addi-

tional sharp peaks appear in the photoluminescence spectrum as shown in blue in Figure

5.2 (top, “plasmonic”). These peaks are separated by the energy h̄ωLO associated with the

longitudinal-optical (LO) phonon modes in CdS, and their presence hints at an ultrafast ra-

diative rate because LO phonon relaxation typically occurs on picosecond timescales.[246]

Measurements of PL at different laser excitation energies showed that these LO phonon

PL peaks shift with the energy of the excitation laser, bolstering the claim that this was hot
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Figure 5.1: Schematic of (a) photonic nanowire and (b) plasmonic nanowire showing
conformal SiO2 and Ag coatings.

emission or resonant Raman scattering. A diagram of this hot emission is shown in Figure

5.3.

The separation of the peaks informs the source of these peaks. For Raman scattering, the

phonon progression should occur with nearly identical separation between peaks because

the phonons will have very small values of momentum~k. In contrast, a hot exciton phonon

progression in the PL spectrum must satisfy momentum conservation with each emitted

phonon determined by the intersection of the exciton dispersion and the phonon dispersion

of CdS; to create a hot exciton, the system photon generates an LO phonon simultaneously

with the exciton for momentum conservation.[181, 188] Although measurements of the

1LO phonon peak position were not available, the presence or absence of this peak would

also indicate whether emission is from resonant Raman scattering (present) or hot-exciton

emission (absent). Resonant Raman scattering was dismissed because the polarization of

the phonon lines matched the polarization of the relaxed exciton, as expected for hot exciton

emission.
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Figure 5.2: Comparison of photoluminescence of photonic nanowire (bottom, blue) and
plasmonic nanowire (top, red). Originally published in Ref. 26.

5.3 Plasmonic Enhancement

Time-resolved photoluminescence measurements provided an opportunity to verify that the

silver coating enhanced the radiative rate of these nanowires. Using the optical Kerr gate

apparatus described in Chapter 3, we measured the time-resolved photoluminescence from

ensembles of photonic and plasmonic nanowires.

A significant shortening of the lifetime of the excited state, from 1,600 ps for photonic

nanowires to 7 ps for the plasmonic nanowires, was directly shown by these time-resolved

photoluminescence measurements (Figure 5.4). The configuration of this experiment

measured an ensemble of 300-500 nanowires with an average CdS core diameter of 140±

50 nm at room temperature. This shortening of the lifetime of the excited state for the

plasmonic system suggest that the change in the dynamics of the excited state is due to the

silver coating on the nanowires.
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Figure 5.3: Schematic for exciton decay in plasmonic and photonic CdS nanowires.

5.4 Purcell Effect

The physical mechanism underlying this enhancement in radiative rate can be better un-

derstood by considering the impact of the Purcell effect on the silver-coated nanowires. In

general, a resonant cavity can enhance the radiative rate of an emitter through the Purcell

effect. This effect was first described by Edward M. Purcell in a single paragraph in the

Physical Review,[193] and it reflects the resonant enhancement of an emitter due to the

coupling of a cavity to the electromagnetic vacuum fluctuations in the vacuum.[68] The

expected enhancement due to this effect is as follows:

ΓPurcell

Γ0
=

3Q
4π2

λ 3

Ve f f
(5.1)

with Q the quality factor of the cavity, Ve f f the effective mode volume of the cavity, λ

the wavelength of the emission in the medium, Γ0 the spontaneous emission rate of a

system, and ΓPurcell the radiative rate when an emitter is in resonance with a mode of a

surrounding cavity.[193] This enhancement thereby increases as the effective volume of the
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Figure 5.4: (a)Time-resolved photoluminescence spectral map from an ensemble of 300-500
plasmonic nanowires (average CdS core diameter, 140 - 50 nm) at 300 K. Time-resolved
integrated emission intensity for plasmonic (b) and photonic (c) nanowires. Solid lines
indicate dominant exponential decay lifetimes of 7 ps and 1,600 ps, respectively. Originally
published in Ref. 26.

cavity decreases and as the quality factor of the cavity increases.

Purcell originally described this effect in the context of nuclear magnetic moment

transitions at radio frequencies for which he calculated a transition rate enhancement

of 5×1014 in the presence of small metallic particles.[193] Among other systems,[68],

it has also been observed in photonic cavity systems, where it enhanced the radiative

rate from quantum dots when on-resonance with the cavity and decrease the rate when

off-resonance.[176]

Photoluminescence measurements of nanowires with varied CdS diameters demonstrate

tuning of this plasmonic enhancement of PL (Figure 5.5a). By tuning the laser excitation

to EB +4ωLO, three resonance peaks are found at nanowire diameters of 60 nm, 100 nm,

and 135 nm. Finite difference time domain (FDTD) calculations, also performed by the

Agarwal group, showed that the plasmonic coating creates whispering gallery mode resonant
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cavities as shown in Figure 5.5c-e for m = 2,3,4, respectively. These diameter-dependent

measurements and calculations show that the nanowire diameter tunes the resonance and

that this radiative rate enhancement is due to the Purcell effet.

5.5 Methods

Time-resolved photoluminescence measurements were acquired using the optical Kerr gate

effect as described in Section 3.3. The 800 nm output of a 1 kHz regenerative amplifier

(Spectra-Physics Spitfire) was doubled to 400 nm in a β -barium borate crystal and used

to excite the sample with a spot size of 75 µm, as estimated from the full-width at half-

maximum, with average power densities below 0.4 W cm−2. The Kerr medium in this

experiment was a 0.76 mm thick Suprasil II plate from Meller Optics. The optical Kerr gate

was configured in the on-axis geometry shown in Figure 3.3 with a time-resolution of 240 fs.

We built an o-ring-sealed, room-temperature sample holder to preserve the samples in an

argon environment and prevent oxidation of the silver coating on the plasmonic nanowires

during measurements.
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Figure 5.5: Size-dependent properties of the whispering-gallery plasmon nanocavity. (a),
Relative enhancement of the 4LO hot-exciton transition vs. CdS nanowire diameter. (b)
Photoluminescence spectra for four representative plasmonic nanowires. All the spectra are
normalized to their free A-exciton intensity. (c-e) Calculated magnetic field intensities for
the resonant cases at the 4LO energy of 2.556 eV, showing the whispering-gallery plasmon
cavity modes for CdS nanowire diameters 60 nm, 100 nm and 135 nm with azimuthal mode
number m of 2, 3 and 4, respectively. Originally published in Ref. 26.

94



Chapter 6
Electronic Transport

Sections 6.4 and 6.5 are reproduced in part with permission from Nano Letters, 2014, 14

(10), pp 5948-5952. Copyright 2015 American Chemical Society.[226]

6.1 Introduction

In Chapter 5 we investigated how a conductive silver coating modified the decay kinetics

of excitons in plasmonically enhanced CdS nanowires. In this Chapter and in Chapter 7

we will again study the motion of electrons, but we will primarily focus on disordered

transport instead of metallic transport as was necessary in the previous Chapter. We are

motivated in this study by further advancements of the chemical processes applied to the

nanocrystal films that we studied optically in Chapter 4 and the subsequent construction of

high-mobility, air-stable quantum dot field effect transistors. We will show in Chapter 7

that these transistors provide an opportunity to investigate how the inter-dot coupling

varies as the Fermi energy is tunably controlled. As necessary for that analysis, here we

briefly discuss prior results regarding electrical transport in disordered systems and the

nature of the transition from an insulating state to a metallic state. Excellent reviews
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of this topic are provided by Mott, Shklovskii, and Efros, Lee and Ramakrishnan,[166,

214, 144] and the models discussed below have been shown applicable to many different

physical systems including amorphous carbon and graphene oxide flakes,[72, 199] organic

semiconductors,[17] and both amorphous and crystalline inorganic semiconductors.[166]

We start this discussion with a simple definition of metals and insulators as adapted

from Ref. 166 : a sample in which no activation energy is required to transport electrons is

said to be metallic, whereas a sample in which the Fermi energy lies below the conduction

band is termed insulating. We note an important implication of this definition which is

sometimes misunderstood: at zero temperature, the defining characteristic of a a metal is a

finite conductivity, not necessarily an increasing conductivity. This empirical definition of

“metals” and “insulators” depends only on the temperature dependence of the resistance

R rather than the chemical composition of the material which may or may not strictly be

metallic. In a metal, the Fermi energy εF is greater than the mobility edge and conduction

occurs without the need for activation.

6.2 Mott and Anderson Localization

Sir Nevill Mott considered the effect of varying the spatial separation between host sites

and found that decreasing this separation can cause a transition to a metallic state.[167]

This configuration prevents constructive interference on a large scale from building up

among many lattice sites and results in an activation barrier between carriers at the εF and

conductive states above εC.

P. W. Anderson similarly considered the impact of disorder on a regularly spaced lattice

of carrier sites. Since its introduction, this model of disorder-induced localization has been

shown applicable to many different physical systems as described in Chapter 1, including

acoustic waves, light transmission, and photonic bandgap systems. We can see the impact
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of this localization phenomenon in the case of electronic transport in the tight-binding

approximation. In the presence of a series of regular site potentials V the wavefunctions Ψ

are given by

Ψ(~r) = ∑
n

exp(i~k ·an)Ψn(|~r− ~an|) (6.1)

where~k is the wavevector, an is the position of the nth site, and r is the position.

For a system with identical potentials at each site, conductive, delocalized states lie

in a band of energy width B = 2zI about V that is defined in terms of the overlap integral

between two neighboring sites which quantifies the interaction of neighboring sites I and

the coordination number z describing the number of neighboring atoms:

I =
∫

Ψ(|~r−~an|)HΨ(|~r−~an+1|)d3x (6.2)

Anderson considered random variations to this potential where the potential energy of

each site is randomly uniformly distributed about V from V − V0
2 to V + V0

2 .[5] He found

that a critical value of V0 exists above which free diffusion of carriers is impossible. In that

case, the wavefunctions are localized with an exponential decay profile away from some

central point:[167]

Ψ = exp(−r/ξ )∑
n

cn exp(iφn)Ψn(~r−~an) (6.3)

For sufficiently high carrier energy, conduction again becomes possible. This energetic

threshold is termed the “mobility edge” εC. For carriers with energy ε below εC wavefunc-

tions are localized, whereas more energetic carriers may be delocalized. Therefore, if εF

can be raised above εC, a metal-insulator transition may be achieved as carriers can access

extended, conductive states.
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6.3 Insulating Transport Regimes

As we will discuss next, at lower temperatures, the interplay of the wavefunction decay in

electron tunneling to neighboring sites, the density of available states, and the probability

of thermal activation to the conduction band result in several different regimes of transport.

Although there is some overlap, we can in general classify a transport regime based on

the temperature dependence of conductivity. All hopping conduction models can be written

as:

σ = σ0 exp
((
−T0

T

)p)
(6.4)

with conductivities σ ,σ0, sample temperature T , and characteristic temperature T0. We

can therefore use the exponent p to describe the temperature dependence of the electrical

transport.

6.3.1 Activation to a Mobility Edge

At sufficiently high temperatures, thermal fluctuations in the randomly acquired energy of

charge carriers are sufficient to reach the mobility edge, and the conductivity σ scales as

[166]

σ = σ0 exp
(
− ∆ε

kBT

)
(6.5)

with

∆ε ≡ ε0− εF . (6.6)

The carriers then diffuse until losses from inelastic scattering drop their energy below the

mobility edge. In this case, p = 1.
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6.3.2 Nearest Neighbor Hopping

In this situation, an electron absorbs sufficient energy from phonons to surmount the

potential barrier to the nearest neighbor site. This conduction model is also characterized

by p = 1 and is described as “activated:”

σ = σ3 exp
(
− ε3

kBT

)
(6.7)

and ε3 is related to the density of states as ε3 ∼ 1/N(εF)ad in d dimensions.[166, 159]

6.3.3 Variable Range Hopping

Figure 6.1: Schematic for energetic cost of tunneling as described in text.

Miller and Abrahams [159] considered the question of hopping among sites below the

mobility edge and found that the rate Γ of a particular (nearest neighbor) hop (proportional

to the probability of that hop) varied as [166]

Γ ∝ vph exp
(
−2r

ξ
− U

kBT

)
(6.8)

where vph relates to the strength of interactions with phonons, r is the distance to the site,

and U is the difference between final and initial energies (Figure 6.1). If hops are always to

the nearest neighbor, this results in

σ ∝ exp
(
− U

kBT

)
. (6.9)
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Mott considered the question of hopping conductivity given a constant density of states

(N(ε). [166] Considering a hop to a distance R, a greater distance permits greater selection

of possible states in resonance with the initial state:

N(V,E) ∝ VnrnN(E) (6.10)

U ∼ 1
N(V,E)

∼ 1
VnrnN(E)

(6.11)

where N(V,E) is the number of states per (volume times energy), Vn is the volume of an

n-ball in n-dimensions (V1 = 2, V2 = π , V3 =
4
3π). For a hop to a given site at distance r, the

minimum energy difference between initial and final sites will decrease with that distance.

The conductivity is found through judicious use of eq. (6.8).

By noting that the rate is exponentially dependent on the energy difference U , the

temperature dependence can be determined by finding the optimal r.

Γ ∝ vph exp
(
−2r

ξ
− U

kBT

)
(6.12)

dΓ

dr
∝

(
− 2

ξ
+

n
Vnrn+1N(E)kBT

)
Γ (6.13)

Setting dΓ

dr = 0, one finds

r =
(

nξ

2VnN(E)kB

1
T

)1/(n+1)

(6.14)

r = (β/T )1/(n+1) (6.15)
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and therefore that

Γ ∝ vph exp
((

1
T 1/(n+1)

)
(const.)

)
(6.16)

and we see that Γ and thereby R are both exponentially dependent on T−1/(n+1) in n

dimensions, giving p = 1/(d +1).

R(T ) = R0 exp(T0/T )
1

n+1 (6.17)

6.3.4 Coulomb Gap

So far in this Chapter, these models for transport have neglected the impacts of electron-

electron interactions in transport. Efros and Shklovskii showed that multi-particle Coulomb

interactions can decrease the density of states at the Fermi level εF , in effect producing

a gap between filled and unfilled states.[44] With this consideration, they showed that a

p = 1/2 temperature dependence could arise independent of the dimensionality of the

system. This is sometimes also referred to as “Efros-Shklovskii variable range hopping.”

6.4 Magnetoresistance

Magnetoresistance, defined numerically as ∆ρ/ρ0 ≡ R(B)−R(B=0)
R(B=0) , generally provides addi-

tional insight into transport mechanisms at low temperature. The application of a magnetic

field can illuminate the transport properties in ways otherwise difficult to experimentally

unravel.

The list of mechanisms that can produce positive and negative MR, even in nomi-

nally non-magnetic systems such as these, is extensive, and possibilities for positive and

negative MR mechanisms have been enumerated in the works of Vavro,[233] Vora,[235],
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di Vittorio,[39], and Fung.[61] Negative MR can arise from weak localization[13, 113]

and Zeeman modulation of the mobility gap[60]. Positive MR can arise from wave-

function shrinkage[214], electron spin blockade [39, 82], and classical disorder induced

magnetoresistance[185]. Additionally, quantum corrections in the hopping regime can

produce both positive and negative MR.[215, 174]

In systems with relatively little disorder, quantum interference effects can enhance

the resistance of the sample at zero magnetic field. When magnetic field is applied, the

electrons acquires a different phase by traversing a path in one direction versus the same

path in the opposite direction as described by Bergmann. [13]

Figure 6.2: Schematic for weak localization path interference.

A magnetic field can also cause asymmetric shrinkage of the wavefunction, thereby

decreasing the overlap with nearby hopping sites. This decreased overlap causes lower

conductivity and thus positive magnetoresistance.[214],

Figure 6.3: Zeeman splitting of spin states.

The presence of a magnetic field will induce Zeeman splitting of electronic states based

on the spin. This splitting is schematically depicted in Figure 6.3, where states with one

electron spin are raised closer to the mobility gap. Because the conductivity is exponentially
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rather than linearly dependent, the presence of a magnetic field will induce an overall

decrease in the sample resistance and therefore a negative magnetoresistance.

Figure 6.4: Schematic for exchange-coupling magnetoresistance.

Similarly, if there is a large exchange coupling between electrons on adjacent sites, a

positive (saturating) magnetoresistance can occur as all spins line up with the applied field

(Figure 6.4).[39, 82]

As shown by Parish and Littlewood, classic disorder at the macroscale in a material can

lead to linear, positive magnetoresistance.[185, 186] Parish and Littlewood used a classical

model of a disordered resistor network to justify the positive magnetoresistance observed in

silver chalcogenide samples.[244, 143, 96]

6.5 Nanocrystal Transport and Electronic Devices

A recent review of electrical transport in QD films was provided by Guyot-Sionnest.[80].

As we discuss below, all of the insulating transport regimes listed in Section 6.3 have

been previously observed in close-packed nanocrystal samples from p = 1/4 up to p = 1.

Transport in quantum dot films has also been modeled theoretically, emphasizing the

importance of charge doping, spatial separation, and spatial disorder on the observed

conductivity in these films.[253, 25, 216, 247, 8] Electrical transport in quantum dot films

has been investigated using electrical, electrochemical, and optical techniques.
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6.5.1 Transport Regimes

Early studies observed activated transport (p = 1) in many examples of semiconductor QD

films.[69] Looking at annealed PbSe QD films in a grounded back gate configuration shown

in Figure 6.5a, Romero, et al., found activated transport above 200 K and CG behavior at

temperatures below 200 K.[202] Yu, et al., observed activated transport in CdSe QDs thin

films doped with potassium (above 100 K) and in electrolytically charged thin films (from

80 K to 200 K) similar to Figure 6.5c where the mobility was modulated as the 1Se and 1Pe

states were fillled electrochemically.[248] The electrolyte solution is used to modify the

carrier concentration and the samples must be raised to above the electrolyte melting point

order to modify this concentration.

Coulomb-gapped transport (p = 1/2, Section 6.3.4) has also been observed in quantum

dot films. In a follow-up to Ref 248, the Guyot-Sionnest group observed a transition from

activated transport at temperatures above 120 K to Coulomb-gapped variable range hopping

at lower temperatures,[249] a transition expected to occur when sufficient thermal energy is

available to make nearest neighbor hops most likely. Kang, et al., also observed this transi-

tion in PbSe QD FETs, finding that the corresponding localization length scaled linearly

and activation energies scaled inversely with the constituent nanocrystal diameters.[112]

Variable range hopping (Section 6.3.3) in three dimensions (p = 1/4) has also been

observed in QD films. Talapin and Murray studied hydrazine-treated PbSe films in a FET

configuration (7.1b) that could switch from n-type to p-type by vacuum or heat treatments,

finding that low-temperature conductance scaled with p = 1/4.[221] In electrolytically

gated CdSe QD films, Guyot-Sionnest’s group observed both p = 1/4 at charging levels

corresponding to full conduction band states (n∼ 0 and n∼ 2) at low temperature, with p =

1/2 at higher temperature and in all other charging levels.[145] Studying ZnO nanocrystal

solids, Wang and Greenham also observed p = 1/4, but they attributed this transport to
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surface or defect states rather than among core electron conduction band states in the

nanocrystal core.[236]

Finally, a novel exponent of p = 2/3 has also been observed in ZnO[91] and gold

nanoparticles.[252] For ZnO, Houtepen, et al., attributed this exponent to thermal broad-

ening of energy levels available for hopping transport and a modified effective transfer

rate (Equation (6.8)) due to these energy fluctuations, leading to Gaussian broadening of

the energy levels. By decreasing the length of linker molecules connecting Au nanopar-

ticles, an insulator-to-metal transition was observed in the film previously demonstrating

p≈ 2/3.[252]

We note that in experimental attempts to measure the temperature dependence of

conductivity, it is key to control and understand any bias-dependent effects.[249] The

electric field between electrodes can drastically modify the temperature dependence by

creating a potential energy gradient across the sample. This shifts the likelihood of hopping

against the field, and will create the appearance of greater conductivity than would appear

with lower source-drain bias. Increasing the bias can in fact even give the appearance of a

false voltage-induced metal insulator transition.[38, 192] However, controlled modification

of this source-drain bias across the samples can also permit measurements of additional

regimes of transport as shown by Yu, et al., using electrolytically gated CdSe samples drop

cast between interdigitated platinum electrodes.[249]

6.5.2 Applications

In the context of these different hopping regimes previously observed, it is timely to

note the recent, fast advances in electron mobility, well summarized by Hetsch, et al.[86]

Initial studies of electrical transport in quantum dot films demonstrated a remarkably low

conductivity and mobility (1×10−4 cm2 V−1 s−1).[69] Several years ago the development
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of ligand exchange methods for short molecules caused significant mobility increases using

hydroxide and thiocyanate.[111, 52] Further studies of the metal-chalcogenide complexes by

the Talapin group and annealing of indium contacts in the Kagan group brought mobilities

to record high levels of 27 cm2 V−1 s−1 and above. [27, 30] Additional efforts have also

made progress with InAs,[146] PbS,[134] and PbSe;[182, 148] in this thesis we focus on the

thiocyanate exchange of CdSe as developed in the Kagan group here at Penn.[52, 27, 182]

A better understanding of the low temperature transport mechanisms may further inform the

nature of electronic interactions in devices. As we will discuss in Chapter 7, the samples

described in this dissertation are electronically gated in a transistor configuration (Figure

6.5b). In contrast with the electrolytic technique frequently used, the gate bias is free to

change at low temperatures without reaching a physical melting point in the system.

In terms of applications, QD solids have been used to realize solar cells, photodetectors,

light emitting devices, and transistors and circuits.[213, 137, 120, 134, 118] In all these

examples, charge transport is important, and recent advances have led to high carrier

mobilities in QD solids through a combination of strong coupling (via short ligands[142,

27, 223] and/or thermal annealing [142, 30, 27]) and doping to shift the Fermi level (by

introducing impurities[27] or exploiting non-stoichiometry[182]). The high mobility in

these samples has been discussed in the framework of an Anderson mobility edge,[5]

ε0, which lies above the Fermi level, εF , and separates low energy, localized states from

higher energy, delocalized, bandlike states[27] (see Section 6.2). Both experiment and

theory have suggested that such delocalized states may then be accessed through thermal

[27] or optical[27, 211] excitation, the latter proceeding through an Auger process of QD

ionization.[211]
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Figure 6.5: Quantum dot film transport measurement schematic. (a,b) Field effect transistor
configurations. (c) Electrolytic gating configuration.
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Chapter 7
Gate-Induced Carrier Delocalization

in Quantum Dot Field Effect

Transistors

This Chapter is reproduced in part with permission from Nano Letters, 2014, 14 (10), pp

5948-5952. Copyright 2014 American Chemical Society.[226]

7.1 Introduction

In the context of disordered electrical transport and previous measurements on nanocrystal

solids as described in Chapter 6, we now describe efforts to study the onset and gate

dependence of charge delocalization in recently developed high mobility QD field effect

transistors (FETs) due to interactions among neighboring quantum dots. Both experiment

and theory have suggested that such delocalized states may then be accessed through

thermal [27] or optical[27, 211] excitation, the latter proceeding through an Auger process

of QD ionization.[211]
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The quantum dot transistors described in this chapter were fabricated using similar

procedures to the QD films studied in Chapter 4 with several additional steps; details of

fabrication and characterization were previously described in Refs. 27 and 28. Briefly,

highly monodisperse, 4 nm diameter CdSe QDs capped with long-chain aliphatic ligands

are synthesized, and these ligands are exchanged for compact SCN (thiocyanate) ligands, al-

lowing dispersion in polar solvents. Thin films are prepared by spin-casting SCN-exchanged

CdSe QDs dispersed in dimethylformamide (DMF) onto Al2O3 (20 nm) / SiO2 (250 nm) /

n+-doped Si substrates, which serve as the dielectric stack (Al2O3/SiO2) and back gate and

support (Si) for the device. In/Au electrodes are then thermally deposited on the QD films

to define a 40 µm channel length and a 600 µm channel width. Thermal annealing at 250 ◦C

for 10 minutes promotes indium diffusion and doping and decomposes the SCN ligands,

thereby further reducing QD separation.[27] A 40 nm thick layer of Al2O3 is evaporated

via atomic layer deposition (ALD) to render the devices air stable.[147, 28] A schematic

of these samples is shown in Figure 7.1. Devices prepared this way have typical room

temperature field effect electron mobilities of ∼27 cm2/Vs, and for the present study the

characteristic room temperature mobility is 8-12 cm2/Vs as demonstrated in Section 7.2

below.

After electrical connections are made, the sample is then transferred into the bore of a

9 Tesla Quantum Design Physical Property Measurement System for which magnetic field

B is aligned with the sample normal. Temperature dependent resistance and magnetore-

sistance measurements are collected in a ∼ 5 Torr helium gas atmosphere. All electrical

measurements are collected using a Keithley model 237 Source-Measure Unit to provide

drain-source bias, VDS, and a Keithley model 2410 Source-Measure Unit to provide gate

bias, VG, relative to the grounded source. Samples are thermally contacted using Apiezon N

grease which also affixes samples to the Quantum Design sample puck. Electrical contacts

to devices are made with gold wire (99.995%, Alfa Aesar, 0.05 mm diameter) soldered to
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Figure 7.1: Quantum dot field effect transistor schematic.

the sample puck and contacted to the device using DuPont 4929N conductor paste.

The high mobility in these samples has been discussed in the framework of an Anderson

mobility edge,[5] ε0, which lies above the Fermi level, εF , and separates low energy,

localized states from higher energy, delocalized, bandlike states[27] (see Section 6.2).

By working in the low temperature limit (kT much less than the mobility gap ∆ε), all

states participating in conduction lie within the mobility gap and are thus non-extended.

We are therefore able to use changes in variable range hopping (VRH)[166] to detect

enhanced electron delocalization as the Fermi energy is increased, in accord with the

presence of an Anderson mobility gap.[5] As we will describe below, under any reasonable

assumptions for the dielectric constant of these quantum dot transistors, the electron

localization length increases significantly beyond the particle diameter in response to a

gate voltage. Magnetoresistance (MR) measurements reveal an MR component whose sign,

magnitude, and temperature dependence agree with that implied by the Anderson model

after the Zeeman spin energy is included within a VRH framework.
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7.2 Room Temperature Characterization

Initial characterization of all samples is performed at room temperature prior to cooldown

to verify electrical contacts and proper transistor behavior of samples. Room temperature I

vs VG curves used to calculate the sample mobility, µ , are shown in Figure 7.2. Mobility is

calculated in the linear region using

IDS =Ciµ
W
L
(VG−VT )VDS (7.1)

where Ci is the capacitance per unit area, calculated to be 13.3 nF/cm2 using κ = 3.9

for SiO2 and κ = 9 for Al2O3[200], W = 600 µm is the channel width, L = 40 µm is

the channel length, VG is the gate bias, VT is the threshold bias, and VDS= 1 V is the

drain-source bias used to collect the data in Figure 7.2.[90]
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Figure 7.2: IDS vs VG with IDS plotted (a) logarithmically and (b) linearly for two measure-
ments taken at different times on our sample during the course of our study (black and red).
Dashed lines are fits used to calculate mobilities of Measurement 1 (black, 12 cm2/Vs) and
Measurement 2 (red, 8 cm2/Vs).

For all devices, we also measure I vs VDS at varied VG to observe saturation currents. A

representative plot is shown in Figure 7.3. We note that during initial testing after a sample
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has rested at room temperature for several days at VG=0 V, the initial I vs VDS curve at

VG=0 V was uncharacteristically resistive. After measuring I vs VDS curves at VG ranging

from 10 V to 50 V, the conductance at VG=0 V was significantly greater. We tentatively

associate this with initial charging of the conductive channel, but this was not a primary

direction of investigation.
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Figure 7.3: IDS vs VDS for QD FET for various VG at room temperature.

7.3 Low-Temperature Measurements

At low temperatures, the devices demonstrate a temperature- and magnetic field-dependent

resistance settling time when modifying VG and, to a lesser extent, VDS. An example of

this effect is shown in Figure 7.4. In black and red we show the representative curves

of the settling time of IDS when changing the gate bias of two devices at 10 K and 64 K,

respectively. Changing VG at 10 K and 0 T (black) results in a slow settling time that clearly

has not yet reached equilibrium after 250 s. These effects are mitigated by changing VG

and VDS at or above 60 K (red) and pausing to settle the sample resistance prior to low
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Figure 7.4: Temperature dependence of QD FET resistance settling after changes in VG at
10 K (black) and 64 K (red), scaled by the maximum current recorded in each run.

temperature MR measurements, as shown by the red curve in Figure 7.4. We will further

discuss the importance of setting VG at high temperatures in Section 7.4.

Although we did not investigate this effect further, we also observed a magnetic field

dependent settling time to the steady-state resistance of the sample when VG was changed

at low temperatures. Prior to these measurements, the gate bias was changed at 10 K to 50 V

followed by adaptive changes to VG between 30 V and 45 V in an attempt to quickly settle

at a sample resistance with long term stability. We show in Figure 7.5 unexpected dynamics

as the magnetic field is swept through zero field and note several interesting patterns in

the resistance drift with time of the sample. At a field of 9 T, R increases with time, while

at smaller B values, as shown by the downward drift at −3 T, the resistance decreases.

This downward drift at constant field seems to produce artifacts in the magnetoresistance

sweeps shown here; as the field sweeps through small magnitudes, the overall resistance
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Figure 7.5: Asymmetric magnetoresistance measurements when VG is changed at 10 K.
Magnetic field B is swept at 1.2 T min−1, 0.5 T min−1 and 0.25 T min−1 in the black, blue,
and purple curves, respectively. Arrows denote the direction of the field sweep, and red
curves represent pauses in the field sweep. Sweeps at the same rate are shown in different
line styles to permit identification.

of the sample decreases. Because the field is sweeping, the decrease in resistance with

time appears as a magnetoresistance feature. We hypothesize that there may be interesting

physics in the field-dependent settling of the conductive channel resistance, but at this time

we have focused primarily on the steady-state dynamics after settling, which we access by

allowing the QD FET quickly settle at a particular VG at temperatures above 60 K. This

results in the symmetric, stable magnetoresistance curves shown in Section 7.4.

Temperature-dependent resistance measurements for various gate voltages VG are

shown in Figure 7.6a. We note that for zero gate bias the sample resistance exceeds our
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Figure 7.6: (a) Low temperature resistance, R, of a QD FET for different gate biases, VG, as
a function of temperature, T . (b) Resistance for different VG plotted versus 1/T 2/3. Data
collected with VDS = 0.1 V.

instrumentation limit below 60 K, and is thus not shown. All curves demonstrate insulating

behavior obeying the VRH law (Equation (6.17)),

R(T ) = R0 exp(T0/T )p (7.2)

with temperature T , characteristic temperature T0, resistance R, and characteristic resistance

R0. The hopping exponent p and the physical interpretation of T0 depend on the transport

mechanism. Our data show a compellingly linear relationship between log(R) and T−2/3

for all gate biases (Figure 7.6b). For comparison, clearly non-linear curves are formed by

assuming p = 1/2 instead of 2/3 in a similar plot (Figure 7.7a).

For samples with a resistance R of the form in Equation (7.2), the reduced activation
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Figure 7.7: (a) Resistance, R, vs. T−1/2 for different VG. (b) Reduced activation energy
W =− d lnR

d lnT vs. T for a QD FET at VG = 65 V. Lines indicate fits to the data yielding p equal
to 0.63, 0.66, 0.68, 0.69 and 0.68 for VG = 20.0, 29.0, 37.1, 50.0 and 65.0 V, respectively.

energy W can be used to extract p and T0 objectively, where W is defined as follows:

W ≡−d lnR
d lnT

(7.3)

= p
(

T0

T

)p

(7.4)

logW = log(p(T0)
p)− p logT (7.5)

A plot of logW vs logT is shown in Figure 7.7b with extracted values for T0 and p. We

can then extract numerical fits for p and T0. Such analysis shown in Figure 7.7b, and yields

values of p equal to 0.63, 0.66, 0.68, 0.69 and 0.68 for VG = 20, 29, 37.1, 50 and 65 V,

respectively.

It has been suggested that p = 2/3 could be observed as an admixture of p = 1/2 and

p = 1 in an inhomogeneous sample.[80] We have some opportunity to test the relevance of

this hypothesis to our samples because gate voltage adjustments have a dramatic influence

on our measured resistances all the way down to the lowest measurable temperatures. Over

a range of VG from 20 to 65 V, the low temperature resistance drops by more than 3 orders
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of magnitude, yet p remains constant. This behavior seems difficult to reconcile with a

picture in which the VRH exponent is due to a competition between, for example, Coulomb

gap and Arrhenius behavior. One would then expect such dramatic responses to gate voltage

to represent a redistribution between Coulomb gap and Arrhenius contributions, and thus to

produce a systematic variation in p, which we do not observe.

As shown in Figure 7.8, the measured R(T ) and W (T ) depend strongly on the applied

drain-source bias of the sample, so we must be careful to ensure that the fitted values of p are

not distorted by electric field activation.[192, 6] To this end, we measure the drain-source

(VDS) bias dependence of the reduced activation energy for all gate voltages. Figure 7.8

shows the most severe VDS changes. The signature of metallicity, lim
T→0

d lnW
d lnT

> 0, is seen

for VDS > 1 V (Figure 7.8b). Reducing VDS shows this behavior is entirely due to field

activation, not a metal insulator transition in our sample, and that limiting behavior in the

slope of W, which determines p, is obtained for VDS = 0.1 V. The data shown in Figure

7.6 are taken under these conditions and cut off when the current drops below 1×10−11

Amperes, which occurs before IGS > 0.1 IDS. Leakage measurements between source/drain

and gate electrode were acquired at VDS=0.0001 V and subtracted from the warming curve

to increase fidelity at low temperatures where the leakage current becomes relevant.

Hopping conduction can be connected to the presence of a mobility gap because VRH

depends on both the localization length, a, and the dielectric constant, κ , and these quantities

should both increase as ∆ε decreases. Algebraically, one expects[1, 114] a ∝ (∆ε)−β and

κ ∝ (∆ε)−δ , where β and δ are critical exponents of order unity.[5, 85] Since gate bias

adjusts εF and thus ∆ε , the predictions of the Anderson model can be tested. In particular,

the changes in slope that we observe for different VG in Figure 7.6b arise from changes in

T0, which in turn depends on aκ . We denote the latter the “localization product,” and for
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Figure 7.8: Drain-source bias dependence of (a) resistance and (b) reduced activation energy
W =− d lnR

d lnT vs temperature for a QD FET at VG = 65V .

the p = 2/3 model of Coulomb gap plus thermal broadening, T0 is given by

T0 =
3
√

3e2

8πaκε0
√

CV kB
(CG+thermal broadening) (7.6)

with e the electron charge, ε0 the permittivity of free space, kB the Boltzmann constant, and

CV = 3kB the heat capacity of the conduction electron [91]. The black squares in Figure

7.9a show the localization product extracted from this equation and its dependence on VG.

A positive VG increases the electron concentration, thereby raising εF and decreasing ∆ε .

The localization product increases as VG (∆ε) increases (decreases). In addition, Figure

7.9b shows the dependence of a on VG implied by assuming constant values of κ within

a range expected for this system (see Ref. 237 and ellipsometry measurements in Figure

7.11).

We emphasize that our data, as shown in Figure 7.7, strongly support the assignment of

p = 2/3. Nevertheless, for comparative purposes we also compute the localization product
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VG, for p = 2/3 (black filled squares) and p = 1/2 (blue open circles), as described in the
text. (b) Gate bias dependence of localization lengths for κ = 3, 6 and 9 as indicated. Values
in (b) computed for p = 2/3.

for the Coulomb gap model[214] according to

T0 =
2.8e2

4πaκε0kB
(CG) (7.7)

where T0 is determined self-consistently from (poor) fits of our data to p = 1/2. The result

is shown in Figure 7.9a and shows that our qualitative conclusions are not model dependent.

A visual extrapolation of a toward the particle diameter at zero bias appears reasonable

for κ somewhere between 3 and 6. As noted above, changes in both a and κ may be

expected as the gate bias is applied so precise determination of a is not possible from this

data. That being said, if the localization length is held fixed to the particle diameter, the

range of κ implied is quite large and physically hard to justify without a concomitant change

in a. Figure 7.10 shows the implied changes to the dielectric constant κ if the localization

length were to remain unchanged with applied gate bias. Figure 7.11 shows the dielectric

constant κ as measured in ellipsometry is around κ ≈ 6. Thus, our data suggest that gate
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bias expands the localization length beyond the particle diameter.
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Figure 7.10: Dielectric constant κ that results if the localization length a is held fixed at the
QD diameter.
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Figure 7.11: Measured dielectric constant from ellipsometry. Black: as-deposited, red:
annealed without indium at 250 ◦C, blue: annealed with indium at 250 ◦C.

7.4 Magnetotransport Measurements

As described in Section 6.4, magnetoresistance (MR) measurements provide a complement

to temperature dependent measurements. Representative MR measurements on the QD
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FET, shown in Figure 7.12, display both positive and negative MR contributions whose

magnitudes depend on both temperature (Figure 7.12a) and gate bias (Figure 7.12b). A

more comprehensive cross-section of the data appears in Figure 7.13. We note that a

low-field (|B| ∼ 100 mT) positive MR component is barely visible in the data presented

here but strengthens with high drain-source bias. This latter feature and its VDS dependence

has been extensively discussed elsewhere and assigned to a “spin blockade” due to random

nuclear field mixing of spin singlets and triplets[82]. Here we focus on the more dominant

features seen across entire field range.
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Figure 7.12: (a,b) Temperature and gate bias dependence of magnetoresistance of a QD
FET at VG = 50 V and T = 7.5 K, respectively. Plots are vertically offset for clarity. Data
collected at VDS = 1 V to improve signal to noise. No VDS dependence of these large-field
features was observed up to VDS = 10 V.

MR at VG= 20V maintained the presence of a positive high-field feature for all tempera-

tures measured and was resultantly not used in the scaling analysis shown in the body text.

For temperatures below 7.5K, VG= 20V MR is not shown because the signal to noise ratio

is insufficient.

Bi-directional sweeps of B are binned and averaged to produce all individual MR curves,

and no hysteresis is seen in the forward and reverse field sweeps. Care is taken to ensure
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Figure 7.13: Magnetoresistance (MR) of a QD FET vs. applied gate bias VG and temperature
T. Plots are vertically and horizontally offset for clarity.

that MR of the Cernox temperature sensor is not convolved with sample MR at temperatures

where |dR/dT | is very large. In Appendix A, we elaborate on the method used to remove

these effects.

To help filter the possible sources of magnetoresistance effects as described in Sec-

tion 6.4, we now show that the MR data can be deconstructed as the superposition of two

relatively simple line shapes with inverse power law temperature dependences T−x. We first

note that we observe a universal lineshape describing negative MR for higher temperatures
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(T ≥ 20 K). Accordingly, for a given VG we average the data from 20 K, 40 K, and 60 K

to obtain this univeral line shape (Figure 7.14b, red curve), and find that its amplitude at

those three temperatures obeys a scaling law T−x1 . The values of x1 are plotted in Figure

7.14c (red ×). This temperature dependence is then extrapolated to lower temperatures

and subtracted from the MR data (Figures 7.14a,b), yielding a remaining positive MR

contribution (Figure 7.14b, blue curve) with a predominantly parabolic form. Remarkably,

the temperature dependence of the positive component is T−x2 with x2 very close to 2.0

(Figure 7.14c, blue +). Thus, our MR data set is well described by (1) a negative MR

contribution with a characteristic line shape shown in Figure 7.14b (red curve) that has a

temperature dependence T−x1 and (2) a positive, parabolic MR contribution proportional

to T−2. We note that the alternative fitting method that starts by fitting the positive MR

component produced largely similar values for the power law dependences on temperature.

The temperature dependence of (2) can be compared to theoretical predictions for

the positive MR mechanisms described above. The associated exponent x2 =−2 is well

received by all mechanisms with known temperature predictions. Quantum corrections in

VRH[215, 174] and wavefunction shrinkage in the presence of a transverse field[214] both

scale as [215, 174] T−3p = T−2, and spin blockade scales as [82] T−2. We note that the

latter is conventionally associated with nuclear spin disorder, and saturates at very low fields,

whereas (2) does not. Classical disorder induced MR does not have a clear temperature

prediction for our system, but its characteristic signature is a transition to a linear behavior

at high fields which we do not observe here.[186]

The temperature dependence of (1) is more telling. The hopping nature of conduction

in these samples makes weak localization physically inappropriate, and the spin blockade

mechanism is that associated with the weak, low-field positive MR signal discussed above.

Quantum corrections to hopping interference are mostly negative but, as discussed above,

predict T−2, which is far from what we observe here. Zeeman energy modulation of the
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Figure 7.14: (a) Magnetoresistance of a QD FET at VG = 50 V, T = 3 K. (b) Decomposition
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mobility gap predicts[60]

∆ρ

ρ0
=−1

2
(

p(β +δ )d
)2 (

1
2gµBB)2

∆ε2

(
T0

T

)2p

(7.8)

where g ∼ 1.2 is the electron g-factor for CdSe[78], µB is the Bohr magneton, d is the

dimensionality of the system, and β , δ and ∆ε are defined above. Note that here we modify

the expression found in Ref. 60 to include the divergence of the dielectric constant, κ . The

associated temperature dependence for p = 2/3 is T−1.33, which is shown as a dotted line

in Figure 7.14c and for which the values of x1 show relatively good agreement.

Thus, Zeeman modulation of the mobility gap fits the negative MR signal best, and

in many ways it is a magnetic counterpart to the application of a gate bias. In contrast

to a gate bias, however, the exact variation in the gap is known from the g-factor. Thus,

Eqn. 7.8 gives a value for the mobility gap, which we can obtain for each value of VG.

Figure 7.14d shows the inferred mobility gap taking β ∼ 1 and δ ∼ 1,[5, 85] setting d = 3,

and using p = 2/3 and the magnitude of the MR at 1 T. Values of T0 are those collected

synchronously with MR data and vary slightly from those listed earlier. With increasing gate

bias the calculated mobility gap clearly decreases, and the trend of the gate bias dependence

indicates that for sufficiently high values of VG the devices may transition to a metallic

state characterized by delocalized states.

7.5 Conclusion

In conclusion, by combining the analysis of the temperature-dependent resistance and MR,

a cohesive picture of electrical transport in these QD FETs emerges. The low temperature

transport studied in this report is consistent with a Coulomb gapped density of states

with thermal broadening in an Anderson localized insulator. The negative MR feature is
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consistent with that expected from Zeeman splitting in the presence of Anderson localization.

The data provide strong evidence that gate bias delocalizes electrons in this system beyond

the particle diameter, a behavior consistent with a Fermi level approaching the mobility

edge in a system with a mobility gap. Magnetoresistance shows both positive and negative

components, with the latter bearing a temperature dependence and magnitude also consistent

with a mobility gap that acquires a magnetic field dependence through the spin Zeeman

energy. These data provide compelling motivation for further studies that pursue high

gate biases in an effort to observe an insulator-metal transition in these systems. We

also see justification to further study the VDS dependence as well as the temperature- and

field-dependent settling of resistance when changing VG at low temperatures.
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Chapter 8
Conclusions

In this dissertation, we described several studies of optical and electronic interactions in

nanometer scale semiconductor systems. We first described in Chapter 3 the construc-

tion and optimization of an integrated time-resolved photoluminescence and absorption

apparatus to probe charge carrier relaxation dynamics on the femtosecond to nanosecond

timescales.

In Chapter 4 we used this apparatus to study the interaction among CdSe quantum dots

and between the quantum dot core states and surface states, demonstrating that the sample

treatment described there led to increased electron trapping to quantum dot surface states.

We also showed that the conventional interpretation of a signal in time-resolved absorption

spectra of CdSe quantum dots must be interpreted differently than previously understood.

In Chapter 5 we also used this time-resolved photoluminsence microscope to prove that

a interactions between electron oscillations in a resonant, plasmonic cavity and excitons in a

CdS nanowire core can increase the radiative rate, leading to the observation of hot-exciton

luminescence due to the Purcell effect.

We came full circle and concluded in Chapter 7 with purely electronic studies of

electrical transport in high-mobility CdSe quantum dot field effect transistors in which
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inter-dot interactions are fundamentally important. In this chapter, we demonstrated that

the application of a gate bias to the transistor leads to an increasingly delocalized electrons

to significantly greater than the quantum dot diameter. In magnetotransport measurements,

we observed a negative magnetoresistance component consistent with Anderson Zeeman

magnetoresistance, and from the variations in the magnitude of this component with applied

gate bias, we observed that the mobility gap separating localized and extended states

becomes progressively smaller with increases in applied gate bias.
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Appendix A
Cernox Corrections to

Magnetoresistance

A.1 Cernox

The Quantum Design Physical Property Measurement System has a built-in calibration table

to correct for magnetoresistance effects in the reported resistance, and thereby temperature,

of the Cernox temperature sensor measuring the sample temperature. Features that we

observed in magnetoresistance curves of the QD FET (Figure A.1) appears segmented in a

manner that does not vary smoothly, raising the possibility of a miscalibration of the Cernox

temperature sensor.

In the case of the QD FETs measured in Chapter 7, the strong temperature dependence

of resistance means any deviations of the reported temperature from the actual temperature

will appear in the MR curves. In Figure A.2 we compare the temperature dependence of the

Cernox resistance versus a representative curve of the temperature dependence of the QD

FET at VG=50 V. This Figure shows the high sensitivity of the QD FET to temperature;

both curves are scaled by R(T = 5K). The relatively fast changes in the resistance of the
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Figure A.1: Uncorrected magnetoresistance (MR) of a QD FET vs. temperature T at
VG=29.1 V and VDS=1 V.

QD FET as compared to the Cernox sensor suggest that any miscalibrations in the MR

dependence of the PPMS temperature sensor will propagate into the measured MR curves

for the sample.

The calibration table stored in the PPMS reports the percent error in the reported

temperature as for a set of 20 temperatures and magnetic field magnitudes. A color plot of

this table is shown in Figure A.3a. In order to determine the interpolation method the PPMS

uses to apply this calibration during experiments, we measured the resistance of the Cernox

vs. B and then converted this reported resistance to an error in temperature using the R(T)

curve. If we interpolate the PPMS temperature table using a 2D bicubic spline method

(interpolated values shown in A.3b and A.4a), we find that good agreement with measured

correction. Errors are shown in Figure A.4b. We have therefore verified our interpretation

of the calibration table and can correct out the unphysical features produced by the table.

To do this, we manually generated a new calibration table in which the high-frequency
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Figure A.2: Temperature dependence of resistance R for QD FET (red dash) and Cernox
temperature sensor (black solid), scaled as R/R(T = 5K)

oscillations near zero field have been removed. These oscillations could be produced by

impulse heating due to fast magnetic field changes. This calibration is created by fitting an

nth order polynomial to the calibration curve from −9 T to 9 T. The resultant interpolated

temperature error map is shown in Figure A.3c and clearly removes many of the unphysical

features.

Our correction procedure to remove this miscalibration is as follows:

1. Calculate difference ∆C(T,B) = CF(T,B)−C′(T,B) between factory temperature

error calibration table CF and corrected calibration table C′ at all magnetic field B

and temperature T values.

2. Interpolate ∆C(T,B) at temperature and field values used in scan using bicubic spline,

providing the percent error in the reported temperature.

3. Compare the measured R versus the expected R for the erroneous temperature:
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Figure A.3: PPMS temperature error calibration. (a) Table values. (b) Interpolated values
of factory calibration. (c) Smoothed values with high frequency oscillations removed.
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Figure A.4: PPMS Cernox temperature corrections. (a) Interpolated values of table using 2D
bicubic spline. (b) Error between interpolated values and measured equivalent temperature
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(a) Calculate the actual temperature of sample, Ta(B) =
(

1− ∆C(T,B)
100

)
Tm at each

field position using measured temperature Tm.

(b) Sample resistance at temperature T may deviate from expectation from Re(T )

curve. We scale the measured R(B) by this factor α to remove this deviation.

α = Re(T )
Re(Ta(|B|))

(c) Actual MR is determined as:

MRa(%) = 100


(

1+
MR(%)

100

)
︸ ︷︷ ︸

R(B)/R(B=0)

α−1

 (A.1)

The correction is applied by interpolating the difference between the smoothed calibra-

tion table and the factory calibration table. We show this comparison for S2D1 at VG=29 V

in Figure A.5 where (a) shows the MR curves with factory calibration, (b) shows with

corrected calibration, and (c) shows the temperature error that has been removed from the

factory calibration.
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