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Abstract

Real-time temporal logic reasoning about trajectories of physical systems necessitates models of time which
are continuous. However, discrete time temporal logic reasoning is computationally more efficient than
continuous time. Moreover, in a number of engineering applications only discrete time models are available
for analysis. In this paper, we introduce a framework for testing MITL specifications on continuous time
signals using only discrete time analysis. The motivating idea behind our approach is that if the dynamics of
the signal fulfills certain conditions and the discrete time signal robustly satisfies the MITL specification, then
the corresponding continuous time signal should also satisfy the same MITL specification.
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Robust Sampling for MITL Specifications

Georgios E. Fainekos and George J. Pappas

School of Engineering and Applied Science, University of Pennsylvania
{fainekos,pappasg}@seas.upenn.edu

Abstract. Real-time temporal logic reasoning about trajectories of phys-
ical systems necessitates models of time which are continuous. However,
discrete time temporal logic reasoning is computationally more efficient
than continuous time. Moreover, in a number of engineering applications
only discrete time models are available for analysis. In this paper, we in-
troduce a framework for testing MITL specifications on continuous time
signals using only discrete time analysis. The motivating idea behind our
approach is that if the dynamics of the signal fulfills certain conditions
and the discrete time signal robustly satisfies the MITL specification,
then the corresponding continuous time signal should also satisfy the
same MITL specification.

1 Introduction

Assume that we would like to test the transient response of an electronic circuit
to a predetermined input signal. Since analytical solutions exist only for a few
simple cases, the design, verification and validation of such systems still relies
heavily on testing the actual circuit or, more commonly, on simulations [1]. In
either case, we end up with a discrete time (or sampled) representation of the
continuous time signal that we have to analyze. On the other hand, the properties
of the system that we would like to verify are — in most of the cases — with respect
to the continuous time behavior of the system.

In particular, properties like overshoot, rise time, delay time, settling time
and other constraints on the output signal [2] can be very naturally captured
using Metric Temporal Logic (MTL) with continuous time semantics [3]. A re-
stricted version of MTL, namely the Metric Interval Temporal Logic (MITL)
[4], has been shown to be decidable over continuous time models even with-
out the finite variability assumption [5]. Recent advances on the monitoring [6]
and on the synthesis of timed automata from MITL formulas [7] make possible
the verification of real-time properties over continuous time models, however as
mentioned earlier, such a representation is hard to be obtained for systems with
complex dynamics [8].

Therefore, we must resort to approaches that test MTL specifications on
timed words, i.e., sequences of states paired with their respective time stamps.
Such testing methodologies are mainly based on formula rewriting methods [9] or
monitors generated from automata [10,11]. But then, one major issue is imme-
diately apparent. The continuous time signals and their corresponding sampled
versions do not necessarily satisfy the same MTL formula ¢.



In this paper, we derive conditions on the dynamics of the signal and on the
sampling function such that MITL reasoning over timed words can be applied to
continuous time signals. The main machinery that we employ for this purpose is
the computation of the robustness estimate [12] of a sampled signal with respect
to an MITL specification ¢. In this framework, the atomic propositions in a
formula label regions in the value space of the signal. Intuitively, the robustness
estimate is the minimum distance of a point of the sampled signal to such a
region, which if it was to be entered by the sampled signal, the truth value of
¢ would change. Hence, all we need to do is to guarantee that the dynamics of
the signal are such that between any two sampled points the actual continuous
time signal does not violate the aforementioned distance. The constraints on the
sampling function play another role. They guarantee that there exist enough
sampling points such that the validity of MITL formulas is maintained between
the two different semantics [13].

Our theoretical results are demonstrated through some examples that indi-
cate the range of systems that the method can be applied to. Even though our
analysis holds for signals of infinite duration, we focus our attention to signals of
finite duration. This is so, because the analysis of the asymptotic properties of
physical systems is a mature research area [8], while the analysis of the transient
properties has not received much attention.

2 Temporal Logics and Continuous Time Signals

In this section, we define signals over metric spaces and provide a brief overview
of the temporal logics that are interpreted over linear time structures. Let R
be the set of real numbers and N the set of natural numbers. We denote the
extended real number line by R = R U {#o0}. In addition, we use pseudo-
arithmetic expressions to represent certain subsets of the aforementioned sets.
For example, R>( denotes the subset of the reals whose elements are greater
or equal to zero. We let B = {1, T}, where T and L are the symbols for the
boolean constants true and false respectively. Given two sets A, B, let B4 define
the set of all functions from A to B. That is, for any f € B4 we have f : A — B.
Finally, given a set A, P(A) denotes its powerset.

2.1 Continuous Time Signals in Metric Spaces

In this paper, we use continuous time signals in order to capture the behavior
of real-time or physical systems. For example, the temperature in a room is a
signal whose domain is R>¢ and its range is R (which hopefully stays in the
[20,25] Celsius degree range). Considering real-valued signals instead of just
Boolean values allows us to reason about how far are two points in that space.
For example, a temperature of 25°C is closer to the temperature of 30°C than
to 40°C.

Formally, a continuous time signal s is a map s : R — X such that R is the
time domain and X is a metric space. When we consider bounded time signals,



as for example in testing algorithms, then R = [0,7] C R with r > 0, otherwise
we let R = R>g. In the following, & denotes the set of all possible signals, i.e.,
& = X We fix R to refer to a time domain as described above. A metric space
is a pair (X, d) such that the topology of the set X is induced by a metric d. In
this paper, we only use the notions of metric and neighborhood which we define
below.

Definition 1 (Metric) A metric on a set X is a positive function d : X x X —
R>q, such that the three following properties hold

1. V.’El,l'g e X. d(l’hl'g) =021 =29
2. VCEl,JC2 cX. d(xl,l‘g) = d(l‘g,xl)
3. Vay1,x9,23 € X. d(xl,l‘g) < d($1,$2) + d($2,.’£3)

Using a metric d, we can define the distance of a point € X from a set
S C X. Intuitively, this distance is the shortest distance from z to all the points
in S. In a similar way, the depth of a point x in a set S is defined to be the
shortest distance of x from the boundary of S.

Definition 2 (Distance, Depth [14] §8) Let x € X be a point, S C X be a
set and d be a metric on X. Then, we define the

— Distance from x to S to be disty(z,S) := inf{d(z,y) |y € S}
— Depth of x in S to be depthy(zx, S) := disty(x, X\5)

We should point out that we use the extended definition of supremum and
infimum. In other words, the supremum of the empty set is defined to be bottom
element of the domain, while the infimum of the empty set is defined to be the top
element of the domain. For example, when we reason over R, then sup () := —oo
and inf () := +oo. Also of importance is the notion of an open ball of radius &
centered at a point x € X.

Definition 3 (¢-Ball) Given a metric d, a radius € > 0 and a point x € X,
the open e-ball centered at x is defined as By(x,e) = {y € X | d(x,y) < e}.

It is easy to verify that if the distance (disty) of a point x from a set S is
e > 0, then Bg(xz,e) NS = (. And similarly, if depth,(z,S) = ¢ > 0, then
By(z,e) C S.

2.2 Metric Interval Temporal Logic over Signals

The Metric Temporal Logic (MTL) was introduced in [3] in order to reason
about the quantitative timing properties of boolean signals. A decidable, but
restricted version of MTL, namely the Metric Interval Temporal Logic (MITL),
was presented in [4]. In this section, we review the basics of the propositional
MITL over signals.



Definition 4 (Syntax of MITL in Negation Normal Form) Let C be the
set of truth degree constants, AP be the set of atomic propositions and I be a
non-empty non-singular interval of R. The set ¢ of all well-formed formulas
(wff) is inductively defined using the following rules:

— Terms: All constants ¢ € C and propositions p, —p for p € AP are terms.
— Formulas: if 1 and ¢o are terms or formulas, then ¢1V ¢2, d1 A @2, 1 Uz ds
and $p1Rz¢2 are formulas.

The atomic propositions in our case label subsets of the set X. In other words,
we define an observation map O : AP — P(X) such that for each p € AP the
corresponding set is O(p) C X. In the above definition, Uz is the timed wuntil
operator and Rz the timed release operator. The subscript Z imposes timing
constraints on the temporal operators. The interval 7 can be open, half-open
or closed, bounded or unbounded, but it must be non-empty (Z # @) and non-
singular (Z # {t}) in order to be in spirit with the definitions in [4]. Moreover,
we define the following operations on the timing constraints Z of the temporal
operators:

t+Z:={t+t' |t €I} and t+rZ:=0Ft+Z)NR

for any ¢ in R. Sometimes for clarity in the presentation, we replace Z with
pseudometric expressions, e.g. Ujg 1] is written as U<y. In the case where 7 =
[0,4+00), we remove the subscript Z from the temporal operators, i.e., we just
write U, and R.

Metric Interval Temporal Logic (MITL) formulas are interpreted over signals
s. In this paper, we define the boolean semantics of MITL formulas using a valua-
tion function (-, -)) : g xP(X)AF — (xR — B) and we write (¢, O)(s,t) = T
instead of the usual notation (O~1os,t) = ¢. In this case, we say that the signal
s under observation map O satisfies the formula ¢ at time ¢. Here, o denotes
function composition : (f o g)(t) = f(g(t)) and O~!: X — P(AP) is defined as
O~ Yx) :={pe AP | x € O(p)} for x € X. For brevity, we drop O from the
notation since without loss of generality we can consider it constant through-
out this paper. From an application perspective, we are interested in checking
whether ((¢))(s,0) = T. In this case, we refer to s as a model of ¢ and we just
write (¢))(s) = T for brevity.

Before proceeding to the actual definition of the semantics, we introduce some
auxiliary notation. If (V, <) is a totally ordered set, then we define the binary
operators LI : VXV —=Vand M:V xV — V using the supremum and infimum
functions as x Uy := sup{z,y} and My := inf{z,y}. Also, for any V C V we
extend the above definitions as follows | |V :=supV and [ |V := inf V. Again,
we use the extended definition of the supremum and infimum, i.e., sup ) := L and
inf ) := T. Recall that if (V, <) is a totally ordered set, then it is distributive, i.e.,
forall a,b,c € SitisaMn(bUc) = (aMb)U(aMe) and al(bMe) = (aUb)N(alc).
Note that the structure (B, <) is a totally ordered set with L < T and that
(B,M,U, ) is a boolean algebra with the complementation defined as =T = L
and -1 =T.



Definition 5 (CT Semantics of MITL) Lets € &, O € P(X)AY andt,t',t" €

R, then the continuous time semantics of any formula ¢ € Oy is defined by
(TH(s,t) =T (L) (s,t) =

s(t),0(p))  (—ph(s,t) == Ke(s(t), X\O(p))

(p)(s.t) == Ke(

(d1 V do)(5,8) = (d1)) (5, 1) U ((2)) (5,1)

(d1 A b)) (s.8) == (d1)) (5,8) M (P2)) (5,1)

(orUzdo)(s,t):= || (€e2d(s.t) [ (o1)(s.t")
t'e(t+rT) <t <t

(e1Rzo)(s,t) =[] (koD (st)U || (e)(s.t”)
t'e€(t+rT) t<t’ <t

In the above definition, K¢ is the characteristic function of the € relation,
ie, Kc(a,A) = T if a € A and L otherwise. Informally, the formula ¢ Uz
expresses the property that over the signal s there exists some time in the interval
7 that makes ¢ true and, furthermore, for all previous times s satisfies ¢;.
Intuitively, the release operator ¢1 Rz @2 states that ¢o should always hold during
the time interval 7, a requirement which is released when ¢; becomes true. We
can also define the temporal operators eventually Cz¢p = TUz¢ and always
Uz¢ = LRz

3 Temporal Logics and Discrete Time Signals

Even though MITL is decidable over continuous time Boolean signals [5], there
do not exist efficient decision procedures as it is the case for the discrete untimed
systems [15]. Matters become even worse when we consider hybrid systems with
real time requirements and states that evolve in metric spaces. For such systems,
a discrete time representation of their continuous time behavior can provide a
valuable tool for analysis.

3.1 Sampled Signals

A sampled (or discrete time) signal can represent computer simulated trajecto-
ries of physical models or the sampling process that takes place when we digitally
monitor physical systems. In the following, we assume that a continuous time
signal s is a mathematical object that represents the behavior of a physical sys-
tem and we define a sampling function 7 € RY which returns the point in time
at which the i-th sample was taken. The set of all sampling functions is denoted
by T, ie., T = RN. We fix N C N to be the set indexes for the sampled points.
In other words, the discrete time signal § = s o 7 corresponds to the observ-
able (discretized) behavior of the physical system (see Fig. 1). Two necessary
assumptions on any sampling function are : (i) 7 must be a monotonic function,
ie., 7(i) < 7(j) for i < j and (ii) if R is unbounded then N = N. Notice that the
pair (O~1 o 3,7) is actually a timed state sequence, which is a widely accepted
model for reasoning about real time systems [16].
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Fig. 1. A continuous time signal s (¢) = sint+sin 2t (solid line) and the corresponding
sampled signal §1 (circles) generated using a constant sampling step of 0.2.

3.2 Metric Interval Temporal Logic over Sampled Signals

We proceed on to define MITL semantics over discrete time signals. Here, we
slightly deviate from the usual definition of the semantics over timed state se-
quences. We consider as a model of ¢ the actual continuous time signal s under
the sampling function 7. This will enable us to reason about all the continuous
time signals which have the same sampled representation in a transparent way.
Again, the MITL semantics is defined using a valuation function which now also
depends on the sampling function 7 € . We write ((¢))-(s,4) = T when the
signal s under sampling function 7 satisfies the formula ¢ at sample i (as before,
the observation map O is implied). Similarly to the continuous time case, when
i = 0 and the formula evaluates to T, then we refer to s as a model of ¢ under
the sampling function 7 and we write {(¢)),(s) = T. In the definition below, we
also use the following notation : for @ C R, the preimage of Q under 7 is defined
as: 77 1Q) == {i € N | 7(i) € Q}. Notice that N = 771(R).

Definition 6 (DT Semantics of MITL) Let s € &, 7 € , O € P(X)4F
and i,j,k € N, then the discrete time semantics of any formula ¢ € Py is
defined by

{1V @2))r(s,7) := (P1))-(s,9) U (s,1)

(D1 A d2))r(s,7) = (D1))(5,4) 1T (D2))+(s,1)

(rthrga)-(s,)) = || ((eD+(s)1 [ ] (d)+(5,k))
jer—1(r(i)+r7) i<k<j

(o1 Rzg2))r(s,1) == (oD +(s, )0 | ] €b)+(s,k))
JjeTY(1(1)+RrT) i<k<j



4 Robustness Estimate

The main goal of this paper is to derive conditions that guarantee that a signal is
a model of an MITL formula with continuous time semantics using only discrete
time reasoning. The main tool that we employ in order to achieve this goal is
the robustness estimate [12]. In [12], the robustness estimate was used in order
to determine neighborhoods of finite timed state sequences that satisfy the same
MTL specification. In this paper, the robustness estimate will help us determine
a critical distance-threshold that guarantees that a signal satisfies an MITL
formula with continuous time semantics.

The robustness estimate can be computed by introducing multi-valued se-
mantics for MITL formulas. In this paper, we differentiate from previous works
— see for example [17] — by providing the definition of multi-valued semantics for
MITL based on robustness considerations. Let & = (R, <) be the real line with
the usual ordering relation. We propose multi-valued semantics for the Metric
Interval Temporal Logic where the valuation function on the predicates takes
values over the totally ordered set SR according to the metric d operating on the
state space X of the signal s. For this purpose, we let the valuation function be
the depth (or the distance) of the current point of the signal s o 7(i) in a set
O(p) labeled by the atomic proposition p. Intuitively, this distance represents
how robustly is the point s o 7(i) within a set O(p). If this metric is zero, then
even the smallest perturbation of the point can drive it inside or outside the set
O(p), dramatically affecting membership.

For the purposes of the following discussion, we use the notation [¢] to denote
the robustness estimate with which the signal s satisfies the specification ¢ under
the sampling function 7 (formally, [¢], : & x N — R and, again, the observation
map O is implied).

Definition 7 (Robustness Estimate) Lets € G, 7€ T, c€ R, O € P(X)4P
and 1,5,k € N, then the robustness estimate of any formula ¢ € Prup with
respect to s under the sampling function T is recursively defined as follows

[T]-(s,4) := +o0 [L]+(s,7) :== —c0
[Pl (s,4) := depthy(5(i), O(p)) [-pl-(s,) := dista(5(i), O(p))
[c]-

8,0) :=¢

(
[[¢1 \ ¢2]]T(37 Z) = [[¢1]]7_(8,Z) - II¢2]]T(872)
[¢1 A ¢2]-(s,7) := [Pa] - (s,4) M [2]+(s,4)
H¢1 MI¢2HT(S’i) = |_| ([[¢2H'r(saj) M |_| M)l]]'r(sa k))
JjeT (7 (1)+T) i<k<j
[¢1Rz 2] -(s,7) := ([e2l-(s.) 0[] [o1]-(s.k))
jer—Hr(H)+I) i<k<j

It is easy to verify that the semantics of the negation operator give us all
the usual nice properties such as the De Morgan laws: a Ub = —(—a M —b) and



afb = —(—al—b), involution: —(—a) = a and antisymmetry: a < biff —a > —b
for a,b € R.

5 Continuous Time Satisfiability by Discrete Reasoning

To this point one question remains unanswered. What is the relationship between
(o) (s) and (@)~ (s) for a given MITL formula ¢, signal s and sampling function
77 This is an important question since a sampling function 7 may not just change
the satisfiability of a formula ¢ with respect to a signal s, but also the validity of
the formula [13]. In this section, we develop conditions for the signals in the set &
and the sampling function 7 which can guarantee the equality (@) (s) = (&) (s).
In the following, we introduce a sequence of assumptions.

First, we need to derive conservative bounds on the divergence of the value
of signal s between two consecutive samples ¢ and 7+ 1. We do that by requiring
that the state distance between any two points in time is bounded by a positive
nondecreasing function £ which depends only on the time difference between
these two points.

Assumption 1 The signals in the set © satisfy the following condition:
Vi, t' e R.d(s(t),s(t)) < E(t—1|), (1)
where € is a positive nondecreasing function.
Such bounds can be easily derived when a signal is Lipschitz continuous.

Definition 8 (Lipschitz Continuity) Let (X,d) and (X',d’) be two metric
spaces. A function f : X' — X is called Lipschitz continuous if there exists a
constant Ly > 0 such that:

Vi, @y € X d(f(21), f(25)) < Lyd' (27, 73). ()
The smallest constant Ly is called Lipschitz constant of the function f.

What we are actually interested in is Lipschitz continuity of a signal s with
respect to time:
vt,t' € R.d(s(t),s(t") < Lglt — t']. (3)

Any signal with bounded time derivative satisfies the above condition. Whenever
only a number of values of the signal are available to us, instead of an analytical
description, we can use methods from optimization theory in order to estimate a
Lipschitz constant for the signal [18]. Moreover, if the signal s is the solution of
an ordinary differential equation $(¢) = f(s(t)), where f is Lipschitz continuous
with constant Ly, then it is possible to estimate a constant L for eq. (3).

Example 1 Consider an autonomous linear system $(t) = As(t), where A is
Hurwitz. Then, ||$(¢)|| = [|As®)|| < ||Alllls(t)|l, where ||| is the Euclidean norm.
Consider the customary Lyapunov function for stable linear systems V(x) =



T Px, where P is a symmetric and positive definite matriz [8]. It is easy to
see that the Lyapunov level sets {x € X | V() < ¢} are ellipsoids. Recall that
any signal which crosses the surface of such a set always remains in the set.
Therefore, the distance of s(t) from the origin is always bounded by the radius
of the minimum ball that contains the ellipsoid {x € X | 27 Pz < s(0)T Ps(0)}.
The matrix P determines the shape of the ellipsoids and it can be computed by
solving the Lyapunov equation : PA + ATP + 1 = 0. The lengths of the axis
of the ellipsoid are given by the square roots of the eigenvalues of the matrix
P. = V(s(0))P~t [14]. Let Amax(P.) be the mazimum eigenvalue of P., then
s < VAmax(Pe) for all t € R. Hence, ||$(t)] < ||Allv/Amax(Pe) and the
Lipschitz constant is Ls = ||A||\/Amax(Pe). In this case, the Lipschitz constant
depends on the initial condition s(0). |

Notice that the bound on the distance between two values of the signal
depends on the sampling function 7. In particular, one parameter of the sampling
function that we might wish to control is the mazimum sampling step:

Ar = sup {7(i) —7(i — 1)}. (4)
i€Nx>o

The sampling function 7, i.e., the maximum sampling step A7, must be
such that the relationship between valid formulas in continuous and sampled
semantics is maintained [13]. For example, it is easy to see that the formula
Op,gp is true for any signal s if there is no sample in the interval [1,2]. In
order to avoid such situations, we must impose certain constraints to Ar. But
first, a slight modification of the timing constraints of the temporal operators is
required.

Similarly to [19], we strengthen MITL formulas by changing the timing re-
quirements of a given formula ¢. In detail, we introduce a function H : &5 — Pp
that recursively operates on a formula ¢ and strengthens the timing constraints
as follows:

H(p) =p H(-p) = —p
H(d1 V ¢2) = H(p1) V H(pz) H(d1 A ¢2) = H(p1) A H(pz)
H(p1 Uz pa) = H(d1) Uoz,anH(d2)  H(p1Rze2) = H(d1)REr,ar)H(P2)

where C(Z,9) = {r € R | cl(By(r,6)) C Z} is the d-contraction and F(Z,0) =
{r € R | cl(Ba(r,0)) NZ # (0} is the d-expansion of the interval Z. Here, cl
denotes the closure of a set. The intuition behind the function H is that a
robust specification with respect to the atomic propositions must also be robust
with respect to the timing constraints. The necessity of the robustification of
the timing requirements will become apparent in the proof of Theorem 1. For
example, in order to determine the Boolean truth value of ¢2 in ¢1Rz¢2 for the
whole interval Z in continuous time, we must also consider the first samples after
and before the interval 7(i) +r Z.

Remark 1 The authors in [19] have proven that for any ¢ € Pp, s€ S, T €F
and O € P(X)AP | (H(¢))(s,i) = T implies (@), (s,i) = T.



Assumption 2 The sampling functions in the set T satisfy the constraint:

AT < min supZ — inf7Z}. 5
Ie(j}“¢)uj¢){ p } (5)

When R is bounded, the sampling functions in the set T must also satisfy the
constraint : sup R — 7(max N) < Ar.

In the assumption above, J4 denotes the set of all the timing constraints 7
that appear in the temporal operators of an MITL formula ¢. Notice that if there
exists a singleton interval in the set Jy, then the above assumption cannot be
satisfied. This observation justifies the choice of MITL as a specification language
instead of MTL. It is easy to see that with respect to the initial formula ¢,
Assumption 2 can be satisfied by the following constraint:

AT < 1/3}1&1311{sup1'7 inf Z}. (6)

Whenever R is a bounded time interval, we have to impose additional con-
straints on the signal and the MITL formulas. First, we require that all the
intervals in J, are bounded as it was initially suggested in [6]. This enables us to
compute a minimum time D(¢) that guarantees in combination with Assumption
2 that there are no subformulas whose truth value was determined by the lack
of sampling points. The computation of the minimum time D(¢) is performed
recursively:

D(p) =0 D(-p) =0
D(¢1V ¢2) :=D(¢1) UD(¢2) D(¢1 A ¢2) := D(¢1) UD(¢2)
D(¢1 UI¢2) = supI+ D(¢1) [ D((bg) D(¢1RI¢2> = supI—|— D(¢)1) (] D(d)g)

In particular, we would like to avoid the case where R is a bounded domain and
t+Z ¢ R. For the shake of example, consider the formula O3 4p and let the
domain of the signal s be R = [0,2]. Then, the formula O3 4p evaluates to T
simply because 0+ 9 [3,4] = (). In order to avert such situations, we must impose
one additional constraint (when R is bounded). Namely, for a given formula ¢
and signal s we let D(¢) < sup R < +o00. In other words, both the domain of
the signal and all the timing constraints in the formula are bounded from above
and below. Now, assume that a temporal subformula ¢ = ¢y Wz, 12 of ¢ is at a
nesting depth k, where W € {4, R}, and let {Z;}, <, be the timing constraints of
the temporal operators at lower nesting depths. Informally, the nesting depth of
a formula ¢ is defined to be the maximum number of nested temporal operators
and it is computed in a similar way to D where sup Z is replaced by 1. Then, for
all t € [0,3; 4 supZ;] we have t +Z; C R since ), supZ; < D(¢) < sup R.
Therefore, t + 7, =t +r Zk.

Assumption 3 If the time domain R of the set of signals & is bounded, i.e.,

sup R < +oo, then for the MITL formula ¢ under consideration it must be
supZ < 400 for all T € T4 and, also, sup R > D(H(¢)).
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Lemma 1 Consider a formula ¢ € @p and a sampling function 7 € € and let
the Assumptions 2 and 3 hold. Let v = ypyWr, s, where W € {U, R}, be a
subformula of ¢ at nesting depth k and let {Z;};<r be the timing constraints
of the temporal operators at lower nesting depths. If I = 7= 1(T) # 0, where
T =10,>;supZ], then for all i € I we have 7 (i) +rTk) # 0.

Proof. First note that, as mentioned above, by Assumption 3 the set 7(7)+rZy is
equal to 7(i) +Zj and, hence, 7(i)+rZ, # (). Now, assume that [ = 771(T) # 0.
If both R and Zj, are unbounded, then we immediately get 771(7(i) + Zx) # 0
for any i € I since otherwise N = 7~!(R) would be finite. Assume now that Zj,
is bounded and that for some i € I we get that 771(7(i) + Z;) = 0. In other
words, we assume that there does not exist i’ > ¢ such that 7(i') € 7(¢) + Z.
Then, the following may hold since 7(¢) + Z is an interval of R:

1. for all i’ € N>; we have 7(i') < inf(7(i) + Z)), where <€ {<, <} depending
on the constraints of 7. Note that this can only be the case when R is
bounded. Hence, we get that sup R — 7(max N) > sup R — inf(7(3) + Z}) >
sup(7(¢) +Zy) —inf (7(2) + Zx) > supZy — inf Zj, > A7, which a contradiction
by Assumption 2.

2. there exists i € N>; such that 7(i') < inf(7(7) + Zy) and sup(7 (i) + Zx) <

7(i" + 1), where <€ {<, <} depending on the constraints of Zj. That is,
T(i" 4+ 1) — 7(i") > sup(7(i) + Zx) — inf(7(¢) + Zi) = supZy — inf Z;; > Ar,
which is a contradiction by Assumption 2.

Since 77 (7 () +r Zy) # 0, we also get that 77 1([0, >, supZ;]) # 0. O

The above assumptions enable us to prove the following theorem which is
the main result of this paper.

Theorem 1 Consider ¢ € Pg, O € P(X)AF, s € &, 7 € T and let Assumptions
1 to 8 hold. Then, [H(¢)]-(s,i) > E(AT) implies

Vte (i) — Ar,7(i) + AT]NR. (PN (s,t) =T (7)
for any i € N which satisfies the conditions of Lemma 1.

Proof. The proof of the theorem is by induction on the structure of formula ¢.

Case ¢ =p € AP: [H(p)]-(s,i) > E(AT), i.e., depth,(5(2), O(p)) > E(AT).
Therefore, d(5(i),z) > E(Ar) for any z € X\O(p). Moreover by Assumption
1, we get that d(8(7),s(t)) < E(Ar) for all t € [r(i) — Ar,7(i) + AT]N R
and d(5(4),s(t)) < E(AT) < d(8(i),x). Also, since d is a metric : d(§(i),x) <
d(5(3),s(t)) + d(s(t),x). Hence, d(s(t),z) > 0. Since this holds for any z €
X\O(p), we conclude that depthd( (t),0(p)) > 0 or s(t) € O(p) and, thus,
(p)(s,t) =T for all t € [1(i) — A7, 7(4) + AT] N R.

Case ¢ = —p € AP: [H(—p)]-(s,i) > E(AT), i.e., disty(5(7), O(p)) > E(AT).
The proof is similar to the previous case.

Cases ¢ = ¢1 V ¢2 and ¢ = ¢1 A ¢ straightforward.
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Case ¢ = ¢1 Uz pa: We know that [H(d1) Uc(z, aryH(d2)]+(s,1) > E(AT). By
Lemma 1 and the definition of until : there exists a j € 771(7(i) +r C(Z, AT))
such that [H(¢2)]-(s,7) > E(AT) and for all k such that i < k < j we have
[H(p1)]-(s, k) > E(AT). By the induction hypothesis, we get that (¢a2))(s,t) = T
for all t € [7(j) — Ar,7(j) + A7) N R and {¢1))(s,t) = T for all t € [r(k) —
A1, 7(k) + A7) N R and for all k € [i, ). We set ¢ = 7(j). Note that for all t €
[7(i)— AT, 7(i) + AT]N R we have t’ € t+ T since 7(j) € 7(i) +rC(Z, AT). Also,
since 7(j) < 7(j — 1)+ A7 we get that for all ¢ € [t,t') we have {(¢1))(s,t") = T.
Hence, we conclude that {(¢1 Uzpa))(s,t) = T for all t € [7(i) — A7, 7(i)+ AT]NR.

Case ¢ = ¢1Rz¢2: We know that [H(¢1)Rez,arnH(p2)]-(s,i) > E(AT).
By Lemma 1 and the definition of release : for all j € 771(7(i) +r E(Z, AT))
we have [H(¢2)]-(s,45) > E(AT) or there exists k such that ¢ < k < j and
[H(¢p1)]-(s,k) > E(AT). By the induction hypothesis, we get that for all j €
7=Y7(i) +r E(Z,AT)) we have (¢2))(s,t) = T for all t € [7(j) — A1, 7(j) +
AN R and {(¢1))(s,t) = T for all t € [r(k) — Ar,7(k) + A7] N R. Let j,, =
min 7 Y(7(i) +r E(Z, A7)) and jp = max7(7(i) +r E(Z, A7)). For all ¢’ €
[T(jm) — AT, 7(jp) + AT] we have (p2))(s,t') = T. But, for all ¢ € [r(i) —
A1, 7(i) + AT N R we have t +r Z C 7(i) +r E(Z,A7). Hence, for all ¢ €
[7(i) — A1, 7(i) + AT N R, for all ¢’ € t +5 Z, we have {($2))(s,t') = T or there
exists some t” € [t,t') such that {(¢1))(s,¢”) = T. Hence, {¢p1Rzd2))(s,t) = T
for all t € [r(i) — A7, 7(i) + AT N R. O

We should remark that the conclusion (7) of Theorem 1 does not imply
that the continuous time Boolean signal O~! o s satisfies the finite variability
property as it is defined in [5]. It only states that there exists some time interval
in R of length at least 2A7 such that the Boolean truth value of some atomic
propositions remains constant.

Corollary 1 Consider ¢ € g, O € P(X)AF, s € &, 7 € T and let Assump-
tions 1-3 hold. Then, [H($)]-(s) > E(AT) implies (¢)(s) = T.

If the condition [H(¢)]-(s) > E(AT) fails, then in general we cannot infer
anything about the relationship of the two semantics. Two strategies in order to
guarantee the above condition would be (i) to reduce the size of the sampling
step A7 or (ii) to devise an on-line monitoring procedure that can adjust real-
time the sampling step according to the robustness estimate of a signal with
respect to an MITL formula ¢.

6 Examples

In this section, we demonstrate the proposed methodology with some examples.
The discrete time signals under consideration could be the result of sampling a
physical signal or a simulated one. The latter is meaningful in cases where we
would like to use fewer sampled points for temporal logic testing, while simulating
the actual trajectory with finer integration step. The robustness estimate is
computed using the algorithm that was presented in [12].
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Fig. 2. The sampled signal 32 generated by sampling the continuous time signal s2(t) =
sin(t) + sin(2t) + w(t), where |w(t)| < 0.1, with constant sampling period 0.5. In this
case, it is [sa(t1) — s2(t2)| < Ls; [t1 — t2| + |w(t1)] + |w(t2)|. Thus, Ea(t) = Lyt +0.2.

Example 2 Assume that we are given a discrete representation of a signal §,
(Fig. 1) which has constant sampling step of magnitude 0.2, i.e., Arp =0.2. We
are also provided with the constraint & (t) = 3t (notice that |$1(t)] < |cost| +
2|cos2t| < 1+ 2 =3 for all t € R, therefore s1 is Lipschitz continuous with
Lg, = 3). We would like to test whether the underlying continuous time signal sq
satisfies the specification ¢1 = Ojg 9x/2(P11 — Opr,2aP12), with O(p11) = R>15
and O(p12) = R<_1. Notice that the sampling function Ty satisfies the constraints
of the Assumptions 2 and 3. Using the computational procedure proposed in [12],
we compute a robustness estimate of [H(¢p1)]- (s1) = 0.7428, while &1 (An) =
0.6. Therefore, by Corollary 1 we conclude that {d1)(s1) = T. O

The next example manifests a very intuitive attribute of the framework,
namely, that the more robust a signal is with respect to the MITL specification
the larger the sampling period can be.

Example 3 Consider the discrete time signal So in Fig. 2. The MITL specifi-
cation is ¢a = Ojg axP21 A O[gramP22 with O(pa1) = [—4,4] and O(p22) = R<o.
In this case, we compute a robustness estimate of [H(p2)]r, (s2) = 1.7372, while
E(ATa) = 1.7 where Ary = 0.5. Therefore, we conclude that {p2)(s2) =T. O

In the following example, we utilize our framework in order to test trajecto-
ries of nonlinear systems. More specifically, we consider linear feedback systems
with saturation. Such systems have nonlinearities that model sensor/actuator
constraints (for example see [8, §10]).

Example 4 (Example 10.5 in [8]) Consider the following linear dynamical
system with nonlinear feedback

z(t) = Azx(t) — bsat(cx(t)), s3(t) = cx(t) (8)
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where the saturation function sat is defined as

-1 fory< -1
sat(y) =y for |y <1
1 fory>1

and A, b, ¢ are the matrices

A:[m, b:m, c=[21].

First note that the origin x = [0 0]T is an equilibrium point of the system and
that the system is absolutely stable with a finite domain (also note that A is
not Hurwitz). An estimate of the region of attraction of the origin is the set
2 ={xeR?|V(x) <0.34}, where V(z) = 2T Pz and

p_ [0-4946 0.4834
= 0.4834 1.0774

(see Example 10.5 in [8] for details). For any initial condition x(0) € {2, we
know that z(t) € {x € R? | V(z) < V(x(0))} for all t € R. Thus, ||z(t)]| <
VAmax(V(2(0)) P~1) = \/Amax(P.) for all t € R. Moreover,

[E@)] < [[Alz@1 + (1ol < 1AV Amax(Pe) + [[bll = Lz

and, thus, we have |s3(t) — s3(t')| < |lc||||lz(t) — z(@)|| < |lel|L|t — ¢| for any
t,t' € R, i.e., E3(t) = ||c||Lyt. Assume, now, that we would like to verify that the
signal enters an acceptable stability region within 6 to 8sec, that is, the MITL
formula is g3 = O 810)0,10131 with O(p31) = [-0.25,0.25]. The initial condition
is (0) = [-1 0.6]" € £2. The system (8) is integrated with a mazximum step-size
of 0.001 using the MATLAB ode45 solver. The observable discrete time signal S
has mazimum step-size Ats = 0.045. The robustness estimate is [H(¢3)] (s3) =
0.2372, while E5(A7s) = 0.2182. Therefore, we conclude that {¢3))(s3) = T. Note
that in this example, we assume that the simulation is accurate and, hence, we
ignore the possible simulation error. The incorporation of the simulation error
into Es will be part of future research. ]

7 Conclusions and Discussion

We have developed a framework that enables continuous time reasoning using
discrete time methods. The target application is on continuous time signals gen-
erated by physical systems with real-time constraints. Our solution utilizes the
notion of robustness of MTL specifications [12] and provides conditions on the
signal dynamics and the sampling function.

We should point out that the idea of continuous time verification by discrete
reasoning is not new. In [20], the authors show that if a formula has the finite
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Fig. 3. The output signal s3 of Example 4.

variability property, then its validity in discrete time implies validity in contin-
uous time. This result enables the application of verification rules for discrete
time semantics to continuous time problems. The work that is the most related to
ours appears in [21]. There, the authors give conditions that enable the uniform
treatment of both discrete and continuous time semantics within the temporal
logic TRIO (they also note that their results should be easily transferable to
MTL). Despite the apparent differences (for example, we do not assume finite
variability and we use analog clocks in our discrete time logic) between [21] and
our work, the two papers are in fact complementary. We actually provide con-
crete and practical conditions on the signals such that what is defined as “closure
under inverse sampling” in [21] holds.

In the current framework, we require a global bound £(A7) on the deviation
of the signal between two samples. This might be too conservative for applica-
tions with variable sampling step. One important modification to this theory
will be to use local bounds £(7(i) — 7(¢ — 1)) in coordination with an on-line
monitoring algorithm. Related to the previous modification is the extension of
the present methodology to hybrid systems [22]. Currently, hybrid systems can
be handled by taking as bound £ the most conservative bound &, of all control
locations ¢ of the hybrid automaton. Finally, as it is well known, the Lipschitz
constant might be a very conservative estimate on the deviation of the signal
between two points in time. In future work, we plan to use approximate metrics
[23] in order to obtain better bounds.
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