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Clustering Dialects Automatically:
A Mutual Information Approach

Naomi Nagy, Xiaoli Zhang, George Nagy,
and Edgar W. Schneider

1 Introduction

Dialects can be categorized in many ways. Using external features, dialects
may be grouped by geographic location (e.g. Irish English), ethnic identity
{e.g. AAVE), or social networks (e.g. Liberian Settler English) of their
speakers. Or, using internal features, dialects may be groupe by shared
features of pronunciation, vocabulary, or grammar. We explore quantitative
approaches to see how similarly dialects cluster by these different methods.

We describe a method of clustering dialects according to patterns of
shared phonological features. While previous linguistic research has gener-
ally considered such phonological features as independent of each other, we
examine their statistical co-variation. That is, we look at the degree to which
variation in one feature predicts variation in each other feature, or Murtual
Information (MI). As an example, we look at the degree to which we can
predict whether a dialect will exhibit the cot/caught merger based on knowl-
edge of whether they vocalize /1/ in the word bharn. Within phonological the-
ory, these variables are independent of each other, but they do exhibit statis-
tical dependence.

To test our method, we explore a data set consisting of 168 binary fea-
tures describing the pronunciation of vowels and consonants of English
speakers from 35 countries and regions. This is a subset of the ta collected
for the Handbook of Varieties of English (Schneider et al. 2005). These dia-
lects are grouped accor 1g to patterns of shared features. The results of this
method of categorizing dialect varieties by binary nronunciation features are
compared to traditional groupings based on extern: features. In many ways,
the clusters produced by this method are similar. We also compare differ-
ences in clustering outcomes determined by phonological vs. morphosyntac-
tic features, as well as differences that depend on the method of clustering.'

lWc gratefully acknowledge the many contributions to this paper by Benedikt
Szmrecsanyi, from first suggesting that we compare analyses to patiently providing
many versions of said analyses, without which this paper wouldn’t have been possi-
ble. The first author also thanks Steve Kirby for stimulating discussions about the
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Our starting point for grouping varieties to form dialect clusters is a
35x35 element dissimilarity matrix M. We performed clustering with the
Complete Link, Single Link, and Average Link Algorithms (Schiitze 2005),
which can be found in many statistical data analysis packages (Jain and
Dubes 1988). The resulting clusters are mutually exclusive and completely
exhaustive: at any given threshold, every variety belongs to exactly one
cluster.

A dialect cluster is the context that determines the variant (a phone) of
each phoneme used by speakers of that dialect. We quantify context by Mu-
tual Information (MI), an information theoretic measure calculated from the
joint and marginal probability distributions of the allophones of every pair of
phonemes. MI is greatest when there is large and consistent variation among
the phonological values of the varieties of the cluster. The highest value of

(I among two phonemes arises when their variants are all equ y probable
(and therefore most unpr " :table in an information-theoretic sense) among
the varieties, and statistically perfectly dependent. Perfect dependence means
that knowing how a speaker pronounces one phoneme suffices to predict
w t variant of the other phoneme wi be used by that speaker. For context
to be useful, there must be both diversity and dependence across dialects. If
all the varieties within a dialect cluster are phonologically similar, then there
is no useful context: how speakers pronounce one phoneme reveals nothing
about how they pronounce another. Nor is there any useful context if the
different speakers’ phonological characteristics are statistically independent.
This notion can be extended beyond pairs to any number of features, and to
any number of varieties.

The result of our analysis is a hierarchy of English dialect clusters with a
measure of the MI for the 35 varieties as one cluster, contrasted with the MI
found within each cluster when the varieties are clustered into six groups.

The amount of context at any given vel of the cluster ierarchy is
give by the average MI between pairs of features, for the varieties in that
cluster. This measure is based on the marginal and joint probabilities of the
features within a cluster. It is equal to the relative entropy bet en the two
distributions: it indicates how much each distribution reveals about the other.
MI can represent non-linear statistical dependence, unlike the correlation
coefficient. Its formula is:
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¢, and two different sets of observations, Phonology in columns a and b vs.
Morphosyntax in column c. The dendrogram in the Appendix illustrates a
full cluster analysis and spells out abbreviations used in the text. Other re-
sults are available in Nagy, Zhang et al. (2005) and Szmrecsanyi and Kort-
mann (2005).

The six clusters shown in Table 4 are linguistically highly meaningful,
even thrilling; the mathematical procedure yields neatly delimitated, coher-
ent sociohistorical groups of language varieties. What is most interesting is
that in a number of instances the results emphasize historical relationships
rather an geographical proximity. The clearest case in point is cluster 2
(columns a,b), which unites the southern hemisphere varieties (Australia,
New  1iland, South Africa) w  East Anglia, a result which lends strong
support to the claim that the latter is the primary source of the former (Lass
1987; Trudgill 2004). Cluster 1 brings out the Englishes of South and South-
east Asia (or, for Indian South African English, their descendz ) as a
closely related group. Cluster 6 (column a) / 2 (columns b,c) models the
transmission of English to North America, uniting American English with
Irish English and the dialect of Newfoundland. Interestingly enough, two
ethnic contact dialects of North America (Chicano English, AAVE) are also
shown to be :  sely related in this group. Cluster 5 combines a Celtic con-
nection in the North and West of the UK (Orkney and Shetlands, Wales)
with Scottish English (in column a, and in a different cluster but close by in
columns b,c).

Some of the clusters show the effect of language contact quite coher-
ently. Cluster 1 (columns a,b,c) unites almost all varieties that have under-
gone heavy contact, including pidgins and creoles. It highlights contact-
induced similarities from regions as diverse as the Pacific (Hawaii, Vanuatu,
Papua New Guinea, Fiji), West Africa, East and South Africa, Australia and
the Caribbean. Varieties which historically were produced by even stronger
conta and restructuring are singled out in Cluster 3, however: Jamaican,
Australian and Surinam creoles.

In future work we will explore a measure of co-association to support
our st 2 that there are more differences between the clusterings created
from  ‘erent observations (b,c) than from different clustering techniques

(a,b).





















158 NAOMI NAGY ET AL.

Schiitze, Hinrich. 2005. Single-Link, Complete-Link & Average-Link Clustering.
http:/rwww-csli.stanford. edu/~schuetze/completelink.html. Accessed 2/26/2005.

Szmrecsanyi, Benedikt and Bernd Kortmann. 2005. The quest for angloversals and
vernacular universals in varieties of English world-wide. NWAV34, New York.

Topchy, Alexander, Anil K. Jain, and Wil m Punch. 2004. 4 Mixture Model for
Clustering Ensembles. Proc. SIAM International Conference on Data Mining,
I rida.

Trudgill, Peter. 1999. The Dialects of England. London: Blackwell.

Trudgill, Peter. 2004. New Dialect Formation. The Inevitability of Colonial Eng-
lishes. Edinburgh: Edinburgh University Press.

Veeramachaneni. Sriharsha and George Nagy. 2005. Style context with second order
statistics.  ©E Trans. Pattern Analysis and Machine Intelligence 27(1):14-22.

W s, John C., ed. 1982. Accents of English. Cambridge: Cambridge = iversity
Press.

Naomi Nagy

English Department
University of New Hampshire
Dv m, NH 03824 USA
ngn@unh.edu

Xia Zhang, George gy
Docl ah ECSE

Rens  er Polvtechnic Institute
Troy, 7121 USA

{zhangxl, nagy}@rpi.edu

Edgar Sct  ider

Department of English Linguistics
Regensburg University

Regensburg, Germany
edgar.schneider@sprachlit.uni-regensburg



	University of Pennsylvania Working Papers in Linguistics
	1-1-2006

	Clustering dialects automatically: A mutual information approach
	Naomi Nagy
	Xiaoli Zhang
	George Nagy
	Edgar W. Schneider
	Clustering dialects automatically: A mutual information approach

	tmp.1395953246.pdf.XeId1

