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Equivalent Capacity and Its Application to Bandwidth Allocation in High-
Speed Networks

Abstract

High-speed fast-packet-switched network architectures are capable of supporting a wide range of connections
with different bandwidth requirements and traffic characteristics. While this environment provides increased
flexibility in supporting various services, its dynamic nature poses difficult traffic control problems when
trying to achieve efficient use of network resources. One such a problem is the issue of bandwidth
management and allocation. Because of the statistical multiplexing of all connections at the physical layer and
the variations of connections bit rate, it is important to characterize, for a given Grade-Of-Service (GOS),
both the effective bandwidth requirement of a single connection and the aggregate bandwidth usage of
multiplexed connections. In this paper, we propose a computationally simple approximate expression for the
"equivalent capacity” or bandwidth requirement of both individual and multiplexed connections, based on
their statistical characteristics and the desired GOS. The purpose of such an expression is to provide a unified
metric to represent the effective bandwidth used by connections and the corresponding effective load of
network links. These link metrics can then be used for efficient bandwidth management, routing, and call
control procedures aimed at optimizing network usage. While the methodology proposed in the paper can
provide an exact approach to the computation of the equivalent capacity, the associated complexity makes it
infeasible for real-time network traffic control applications, hence, an approximation is required. The validity
of the approximation developed in the paper is verified by comparison to both exact computations and
simulation results.
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Equivalent Capacity and Its Application to Bandwidth
Allocation in High-Speed Networks

Roch Guérin, Senior Member, IEEE, Hamid Ahmadi, and Mahmoud Naghshineh

Abstract—High-speed fast-packet-switched network architec-
tures are capable of supporting a wide range of connections
with different bandwidth requirements and traffic characteris-
tics. While this environment provides increased flexibility in
supporting various services, its dynamic nature poses difficult
traffic control problems when trying to achieve efficient use of
network resources. One such problem is the issue of bandwidth
management and allocation. Because of the statistical multi-
plexing of all connections at the physical layer and the varia-
tions of connections bit rate, it is important to characterize, for
a given grade of service (GOS), both the effective bandwidth
requirement of a single connection and the aggregate band-
width usage of multiplexed connections. In this paper, we pro-
pose a computationally simple approximate expression for the
‘‘equivalent capacity’’ or bandwidth requirement of both indi-
vidual and multiplexed connections, based on their statistical
characteristics and the desired GOS. The purpose of such an
expression is to provide a unified metric to represent the eff-
ective bandwidth used by connections and the corresponding
effective load on network links. These link metrics can then be
used for efficient bandwidth management, routing, and call
control procedures aimed at optimizing network usage. While
the methodology proposed in this paper can provide an exact
approach to the computation of the equivalent capacity, the as-
sociated complexity makes it infeasible for real-time network
traffic control applications. Hence, an approximation is re-
quired. The validity of the approximation developed in this pa-
per is verified by comparison to both exact computations and
simulation results.

1. INTRODUCTION

high-speed packet-switched network architectures
such as ATM [1] and PARIS [6], several classes of
traffic streams with widely varying traffic characteristics
are statistically multiplexed and share common switching
and transmission resources. Because of the potentially
dramatic differences in the statistical behavior of connec-
tions, the problems of bandwidth management and traffic
control pose new challenges and create difficulties very
different from the ones present in traditional packet- or
circuit-switched networks. Because all connections are
statistically multiplexed at the physical layer and the bit
rate of connections varies, a challenging problem is to
characterize, as a function of the desired grade of service
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(GOS), the effective bandwidth requirement of both in-
dividual connections and the aggregate bandwidth usage
of connections multiplexed on a given link. This problem
is the main focus of this paper.

The basic objective of a bandwidth management and
traffic control strategy is to allow for high utilization of
network resources, while sustaining an acceptable grade
of service for all connections. Several network traffic con-
trol functions, such as flow and congestion control and
routing and call admission policies, depend on the char-
acterization of the effective bandwidth of individual con-
nections and the resulting load on network links. In par-
ticular, this information is needed by the network to decide
if and how to accept incoming connection requests. Routes
are typically selected and calls accepted so as to ‘‘optim-
ize’’ some measure of resources utilization while provid-
ing adequate GOS to the carried traffic. This requires
knowledge of both the current traffic conditions and the
impact of adding a new connection.

This information is provided by accounting (on each
link) for the amount of bandwidth currently allocated to
accommodate existing connections, and by identifying
how much additional bandwidth needs to be reserved on
links over which a new connection is to be routed. Be-
cause of the statistical multiplexing of connections and
shared buffering points in the network, both the account-
ing and reservation are based on some aggregate statisti-
cal measures matching the overall traffic demand rather
than on physically dedicated bandwidth or buffer space
per connection. In addition to the inherent complexity of
such a matching, another major challenge is to provide
these traffic control functions in real-time, upon the ar-
rival of a connection request. The corresponding proce-
dures must, therefore, be computationally simple enough
so their overall complexity is consistent with real-time re-
quirements.

The problem of bandwidth allocation in an ATM en-
vironment has been addressed in a number of very inter-
esting papers [8], [9], [11], [13], [15], [21]1, [22], [26].
While the approaches taken in these papers may differ,
they are all either restricted to a limited range of connec-
tion characteristics [11], [15], [22] or of limited flexibility
[8], [9], [13], [21], [26] since they essentially rely on sets
of curves, obtained by analysis or simulation, which are
to be used as guidelines to determine the equivalent ca-
pacity of connections. The major drawback of the latter
approach is, that in addition to requiring storage of the

0733-8716/91/0900-0968$01.00 © 1991 IEEE
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precomputed curves at the bandwidth management con-
trol points, the static nature of the information may not
accurately reflect the dynamic and changing nature of real-
time network traffic conditions and connections charac-
teristics.

In this paper, we propose a computationally simple ap-
proximation for the equivalent capacity or bandwidth re-
quirement of a single or multiplexed connections on the
basis of their statistical characteristics. When connections
are statistically multiplexed, their aggregate statistical be-
havior differs from their individual statistical representa-
tion. One needs, therefore, to define new metrics to rep-
resent the effective bandwidth requirement of an
individual connection as well as the total effective band-
width requirement of connections multiplexed on each
link. The purpose of the equivalent capacity expression is
to provide a unified metric to represent the effective band-
width of a connection as well as the effective aggregated
load on network links at any given time. These link met-
rics can then be used for efficient bandwidth management,
routing, and call control procedures.

The equivalent bandwidth is computed from the com-
bination of two different approaches, one based on a fluid-
flow model [3], [17], [20], [23] and the other on an ap-
proximation of the stationary bit rate distribution. These
two approaches have been selected as they complement
each other, capturing different aspects of the behavior of
multiplexed connections, while remaining computation-
ally simple. This aspect is of significance when real-time
decisions have to be made on “‘if " and ‘*how’’ to handle
new incoming connections. Because of its simplicity, the
approximation developed in this paper allows for the real-
time tracking of bandwidth allocations on network links.
It should be emphasized that the approach taken in the
paper, rather than trying to apply exact but intractable
models that do not necessarily capture all the impact of
complex network interactions, has been to develop a sim-
ple and yet reasonably accurate metric to compare load
levels on network links.

The goal is to capture the key connection parameters
that influence bandwidth allocation. Therefore, the equiv-
alent capacity computation focuses on the bandwidth re-
quirement of the bit rate generated by sources', and not
on the different interactions that take place within the net-
work. As mentioned, such interactions are often too com-
plex to even be accurately described. Furthermore, fo-
cusing directly on the bit rate requirement of a source is
reasonable in the context of a high-speed network at-
tempting to provide *‘transparent’’ service to sources. The
methodology proposed in this paper can provide an exact
computational procedure for the equivalent capacity, but
the complexity of an exact computation is not practical
for real-time network traffic control applications. Hence,
an accurate and computationally simple approximation is
developed. The accuracy of the final approximation is ex-

'The types of ‘‘sources’ handled by the method are, however, quite
general. They include both individual users as well as more complex
sources, such as the output of a multiplexer.

amined by comparing it to both exact computations and
simulation results, and is found to be acceptable across
the range of possible connection characteristics.

The organization of the paper is as follows. Section II
presents the model used to characterize a connection. In
Section III, we describe the equivalent capacity model and
its derivation. Section IV presents numerical results illus-
trating the use of the equivalent capacity model, while
Section V is devoted to discussions of some limiting be-
haviors and extensions of the equivalent capacity expres-
sion. Finally, Section VI summarizes the findings of the
paper and outlines possible extensions.

II. TRAFFIC MODEL FOR A SINGLE CONNECTION

A single connection has a variable bit rate bounded by
the maximum bit rate of its physical attachment. In order
to characterize the effective bit rate or equivalent capacity
of a connection, we need to select an appropriate model
to specify its characteristics in terms of known parameters
or metrics. In this paper, we adopt a two-state fluid-flow
model that captures the basic behavior of the data source
associated with a connection. The rationale for such a
model is that a source is either in an ‘‘idle state,’’ trans-
mitting at zero bit rate, or in a ‘‘burst state’” and trans-
mitting at its peak rate. Such a source model has the ad-
vantage of being both simple and flexible as it can be used
to either represent connections ranging from bursty to
continuous bit streams (e.g., [9]) or approximate more
complex sources (e.g., [19], [21]).

Based on this two-state fluid-flow model, we define idle
and burst periods to be the times during which the source
is idle or active, respectively. The peak rate of a connec-
tion R, and distributions of idle and burst periods
completely” identify the traffic statistics of a connection.
Assuming the parameters of a connection are stationary,
its peak rate R, and utilization p, i.e., fraction of time
the source is active, completely identify other quantities
of interest such as mean m and variance o” of the bit rate.
For exponentially distributed burst and idle periods, the
source is furthermore completely characterized by only
three parameters, namely R, o, and b, where b is the
mean of the burst period. The mean burst period b gives
some indications on how data is being generated by the
source. Two sources, with identical mean and peak bit
rates but different burst periods, have different impacts on
the network [10], [13], [21], [26]. It is our belief that the
connection metric vector (Rpcaks P, b) represents the most
significant aspects of a source behavior.

The model described above can be extended to ‘‘han-
dle’’ sources with nonexponential burst and idle periods,
through the use of simple approximation techniques.
These techniques rely essentially on standard moment
matching approximations and are discussed in Section
V-A, where a number of illustrative examples are also
presented.

*Assuming i.i.d. burst and idle periods.
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III. EQUIVALENT CAPACITY AND LINK METRIC

The equivalent capacity of a set of connections multi-
plexed on a link is defined as the amount of bandwidth
required to achieve a desired GOS, e. g., buffer overflow
probability, given the offered aggregate bit rate generated
by the connections. It is a function of individual connec-
tion characteristics and available network resources such
as buffers. Note that the GOS criterion could also be ex-
pressed in terms of delay rather than loss. However, if
several different GOS (be it delay or loss) ate to be sup-
ported by the network, it is necessary that either links be
dimensioned to meet the most stringent GOS constraint or
that additional mechanisms be provided to distinguish be-
tween connections. For example, different delay or jitter
constraints can possibly be supported through dedicated
priority and/or buffering schemes (see [7] for an exam-
ple). In this paper, loss or buffer overflow probability was
selected as the common measure of link loads. As men-
tioned above, other constraints, e.g., jitter, can typically
be handled through other link-level mechanisms.

The equivalent capacity, therefore, determines the
bandwidth allocation levels on network links. It provides
a unified metric for link loads, which can then be used by
network control functions such as routing and congestion
control. Because of the ‘‘real-time’’ requirements of these
functions, it is critical that the complexity of the equiva-
lent capacity computation be kept as low as possible while
still accounting for connections characteristics, existing
network traffic, and desired GOS. Exact solutions are
either intractable or, when available, incompatible with
real-time requirements. As the goal is to provide a simple
while still reasonably accurate metric to measure and
compare link loads, approximations must therefore be de-
veloped.

The approach taken combines two different approxi-
mations. The first one relies on a fluid-flow model that
builds on the source representation introduced in the pre-
vious section. The second approximation focuses on the
distribution of the stationary bit rate on a link. As men-
tioned earlier, the two approximations were selected both
for their computational simplicity and because they cap-
ture different aspects of connection behavior. The first ap-
proximation accurately estimates the equivalent capacity
when the impact of individual connection characteristics
is critical. The second approximation is representative of
bandwidth requirements when the effect of statistical mul-
tiplexing is of significance. As both aspects are typically
exclusive, the two approximations complement each other
and can be combined to predict relatively accurately the
equivalent capacity of connections.

A. Fluid-Flow Approximation

The first approximation for the equivalent capacity is
based on a fluid-flow model [3], [17], [20], [23]. In such
a model, the bit rate generated by a number of multi-
plexed connections is represented as a continuous flow of
bits with intensity varying according to the state of an
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underlying continuous-time Markov chain. This Markov
chain is obtained from the superposition of the sources
associated with each connection. For example, in the case
of multiplexing N identical two-state Markov sources
(each capable of a peak bit rate of R,.,), the intensity of
the aggregate bit rate is jR.x When j sources are active.
The aggregate bit rate is offered to a buffer which is emp-
tied at a constant rate of ¢c. We are interested in determin-
ing the smallest value C of ¢ that, for a given buffer size
x, ensures a buffer overflow probability (GOS) smaller
than ¢. The value C is the equivalent capacity of the mul-
tiplexed connections.

The determination of the equivalent capacity C requires
that we first obtain an expression giving the distribution
of the buffer contents as a function of the connections
characteristics and the service rate. This expression must
then be inverted to determine the value of the service rate,
which ensures an overflow probability smaller than e for
the available buffer size x. This value is the equivalent
capacity that should be allocated to the connections. The
distribution of the buffer content can be derived using
available methods, i.e., [3] for identical sources and [17],
[20], [23] for more general input Markov chains.® Al-
though these methods provide the necessary information
to determine the equivalent capacity, the associated com-
putational complexity is often not compatible with the
real-time requirements mentioned earlier. This is be-
cause, even when the buffer content distribution can be
explicitly derived, the resulting expression cannot be eas-
ily inverted to yield the equivalent capacity as a function
of other known parameters. Iterative numerical proce-
dures must then be used to determine the value of the
equivalent capacity (see Section III-A-1 and A-2 for ad-
ditional details, and [21] for an example). In order to
overcome this problem, approximations must be used and
are now developed in the rest of this section.

1) Single Source: We first address the case of a single
two-state Markov source, where we wish to determine the
capacity or bandwidth to allocate to the associated con-
nection in isolation. Using the notation introduced earlier,
a two-state Markov source is characterized by its peak
rate R,,..x, utilization p, and mean burst period b. The dis-
tribution of the buffer contents, when such a source is
feeding a buffer served by a constant rate server, can be
derived using standard techniques for either infinite or fi-
nite buffer systems.* From this distribution, it is then pos-
sible to determine the service rate, or equivalent capacity
¢, needed to achieve a given GOS. The GOS, as discussed
earlier, is the buffer overflow probability or, more specif-
ically, the buffer overflow probability when the source is
active and transmitting. The use of such a conditional
overflow probability is required to ensure that sources with

Note that the techniques available from [17], [20], [23] are not re-
stricted to two-state sources and therefore would allow the use of more
general source models, i.e., hyperexponential, phase-type, etc. (see [19],
[21] for examples).

*In the case of infinite buffers, the probability that the queue length ex-
ceeds the buffer size x is an upper bound for the overflow probability.
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very low utilizations are not overly penalized (the capac-
ity allocated to sources with utilizations below ¢ would
otherwise be zero), but has little impact for reasonable
source utilizations, i.e., above 10%. Assuming a finite
buffer of size x, the equation satisfied by the equivalent
capacity for an overflow probability of e (the desired GOS)
is then easily found to be of the form:

x(c = pRyear)
=B <_b<1 = 0) R — c)c>
where
(¢ = pRpeak) + ep(Rpeak -0
B = . (1)

(I = p)e

Note that an infinite buffer system satisfies the same equa-
tion, only with a different value for 3.

The equivalent capacity for a single source can then be
obtained by solving for ¢ in (1). It should be noted that,
even for the simple single-source case, no explicit expres-
sion is available for the equivalent capacity, and (1) must
be solved numerically. A natural simplification is, how-
ever, available, as the term 3 can be shown to be typically
close to 1 (in fact, always smaller). Approximating 3 by
1 in (1) provides an explicit upper bound for ¢ which,
furthermore, is close to the exact value (extensive numer-
ical experiments never produced a relative error above
10%). The equivalent capacity associated with a single
connection in isolation is then taken to be:

The distribution F(x) is completely determined from the
values of the associated eigenvalues, eigenvectors, and
corresponding coeflicients. There are typically’ no ex-
plicit expressions for these quantities, which must then be
determined numerically.® The equivalent capacity corre-
sponding to a set of multiplexed sources can then be ob-
tained again using iterative numerical techniques, where
at each iteration a new solution to (3) must be computed.
Such a procedure, although exact, is unfortunately not
compatible with a dynamic and real-time environment.
Approximations must be developed. As mentioned ear-
lier, the final expression is tested against exact computa-
tions and simulation results, with which it is found to be
in reasonably good agreement.

A first natural step is to consider an asymptotic approx-
imation. The system is assumed to have an *‘infinite”
buffer with a probability of buffer overflow approximately
equal to the probability that the buffer content exceeds the
actual buffer size. For large buffers, this quantity can be
further approximated by only considering the contribution
of the term corresponding to the largest negative, or dom-
inant eigenvalue in (3) (other terms become negligible as
the buffer size increases.) Under such assumptions, the
buffer overflow probability G(x) is known [3], [17] to be
of the form:

G(x) = Be™* Q)

ab(l = p)Roeae — x + VIab(l — p)Rpeax

— x]° + 4xabp(l — p)Rpea

¢ =

(€3]

2ab(1 — p)

where a = In (1 /¢). Note, that in the case of a continuous
bit stream connection, we have p = 1 and b = co, and
taking limits in (2) yields the expected result ¢ = Ry,

2) Multiple Sources: In the case of multiple super-
posed sources, the distribution of the content of a buffer,
fed by the aggregate bit rate and served by a constant rate’
server, can also be determined. The approach is more
complex than for single sources, and essentially numeri-
cal in spite of the existence of powerful simplification
techniques, i.e., the ‘‘decomposition methods’’ of [17],
[20], [23]. In general, when the input bit rate is charac-
terized by an N-state Markov chain, the distribution of the
buffer contents is of the form:

N
Fx) = ;1 a,®;e%* 3)

where the z; and ®, are, respectively, generalized eigen-
values and eigenvectors associated with the solution of
the differential equation satisfied by the stationary prob-
abilities of the system, and the a;’s are coefficients deter-
mined from boundary conditions® (see [3], [17], [20], [23]
for details).

*[20] and [23] actually provide techniques that are applicable to systems
where both the service and the input rates are modulated by Markov chains.

SFor example, the coefficients associated with eigenvalues with positive
real part are equal to zero for stable infinite buffer systems.

where z, is the largest negative eigenvalue and £ is a con-
stant term independent of x.

As mentioned in [17], z, can usually be obtained from
relatively simple expressions, while the determination of
the constant 8 is typically more difficuit. We shall illus-
trate this with the example of N identical two-state Mar-
kov sources, for which explicit expressions are actually
available [3]. This example will furthermore provide us
with some indications to further simplify (4) so as to ob-
tain a simple, explicit approximate expression for the
equivalent capacity of multiple connections. In the case
of N identical two-state Markov sources, we have:

NpRpeak N [[N=1{C/Rpesx] — 1 z
= II .
c® < c ) i=1 Z + 2

. (_ N(C - NpRpeak) > 5
"\ THT = VR - OC ) ©

where the z; are all negative eigenvalues and the largest
one, zp, is explicitly given in the exponential term, C is

"One notable exception is the case of identical two-state Markov sources
[3].

8The previously mentioned decomposition techniques partition the prob-
lem into a number of lower dimensions ones, therefore reducing its overall
complexity.
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the capacity allocated to the N connections, and [C / Ryeai]
is the largest integer smaller than C/ Ryea-

As can be seen from (5), the expression for 3 is quite
complex and, in fact, involves not only the largest eigen-
value but all the other negative eigenvalues as well. In
addition, since the value of the allocated capacity appears
as a variable determining the number of coefficients in the
product term present in 3, general, simple approximations
for 3 seem difficult to derive (see [17] for similar remarks
and suggestions on the use of simulations to determine 3).
In contrast, the expression for z,, is a relatively simple
function of the unknown allocated capacity. A natural ap-
proach is then to approximate 3, at least over a range of
connection characteristics,® by a constant providing a rea-
sonable estimate.

A possible choice, consistent with the single-source ap-
proximation, is to again approximate 8 by 1. Although
the actual value of 8 is unfortunately not always close to
1, there exists a range of connection characteristics for
which this assumption is reasonable. For example, in the
case of (5), B is the product of two factors. The first one
is the Nth power of a term smaller than 1, and the second
is itself the product of about N terms all greater than 1.
One can then expect, that at least for some range, these
two terms will compensate for each other and yield a
product of magnitude reasonably close to 1. It can, in fact,
be verified numerically that this is approximately the case
when either the number of connections is small or the ac-
tual total equivalent capacity is reasonably close to the
overall mean rate. In other cases, approximating 8 by 1
can, however, result in a gross overestimate'® of the
equivalent capacity. We nevertheless decide to approxi-
mate 3 by 1 for the fluid-flow model, and develop a sec-
ond approximation, based on the distribution of the sta-
tionary bit rate, for cases where the assumption 8 = 1
clearly does not hold.

Once B has been set equal to 1, a simple explicit
expression can then be obtained for the equivalent capac-
ity as a function of individual source characteristics. Let-
ting 8 = 1 in (5) and requiring a buffer overflow proba-
bility of € gives: )

o
= plpX —
e=¢e' = 75 = ——

©
where again & = In 1 /e.

In the case of two-state Markov sources (not necessar-
ily identical), there exists a simple relation between the
dominant eigenvalue z, and the allocated capacity (see
(6.3) of [17]). It is given by:

C:
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where 1/\; and 1/, are the mean idle and burst periods
of source i, respectively, and Rge)ak is the corresponding
peak rate. Combining (6) and (7) to obtain the value of
the equivalent capacity é(p) given by the flow approxi-
mation for N multiplexed sources, we get:
N
Cr = 2 ¢

i=1

®

where the ¢; are determined from (2) and we have used
the relations:

1 o
T Y T b - )
and
1
Nt =
“T b - p)

The major advantages of (8) are its computational sim-
plicity and its explicit dependency on source parameters.
However, although the linearity of (8) certainly simplifies
the accounting of how bandwidth is allocated to connec-
tions, it also clearly identifies the limitations of the
expression. The linearity explicitly indicates that the sim-
plifying assumption 8 = 1 amounts to ignoring the effect
of statistical multiplexing. In particular, unless the equiv-
alent capacities of individual connections are themselves
close to their mean bit rates, their sum is typically an
overestimate of their equivalent capacity. Another ap-
proximation is, therefore, needed to accurately determine
the required bandwidth allocation for cases in which sta-
tistical multiplexing is significant. This is the purpose of
the next section.

B. Stationary Approximation

The base for an approximation, when the effect of sta-
tistical multiplexing is the dominant factor, can be ob-
tained by studying the impact of the assumption 8 = 1.
Turning again to the case of the N identical two-state Mar-
kov sources described in (5), we recall earlier observa-
tions on the behavior of 3. We noted that 3 is significantly
different from 1 when a number of connections with
equivalent capacity much larger than their mean bit rates
are multiplexed. This is essentially the case for connec-
tions with long burst periods and relatively low utiliza-
tions. This aspect is illustrated in Figs. 1 and 2, which
plot the value of 8 for different mean burst periods and
different numbers of multiplexed sources. Fig. 1 consid-

N
i;} [N + w + Riduzo) = VN + i + Ridwzo) — 4NRDy20]

*See the next paragraph and Section III-B for additional information.

“In the case of (5), it can be seen that as C becomes substantially larger
than the total mean bit rate Np Rpcox» both the first and second terms in 8
decrease. They, therefore, clearly cannot compensate for each other.

7
2 Q)

ers the case of sources with a 10% utilization while, in
Fig. 2, sources are 50% utilized.
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The two figures clearly illustrate the impact of the dif-
ferent parameters, and in particular point to the impor-
tance of the mean burst period, and the number of sources
on the value of 8. In addition, in the case of longll burst
periods, the relation between buffer overflows and packet
losses may be inaccurate.'? Similarly, the asymptotic
(large buffer) approximation itself is likely to be inaccu-
rate as well in the case of large burst periods. The signif-
icance of such inaccuracies must be tempered by the fact
that even an exact model does not provide a correct mea-
sure of the loss probability seen by connections, as it can-
not fully capture the impact of interactions within the net-
work. However, this points to a limitation of the
fluid-flow model and the assumption 8 = 1, in the case
of many connections'> with long burst periods. Fortu-
nately, when a number of connections with relatively long
burst periods are multiplexed, a reasonably accurate es-

"i.e., the amount of data generated in an average burst is not small com-
pared to the buffer size.
:§See [18] for some related discussions in an ATM environment.
In the case of a single connection, (2) rapidly converges to the peak
rate.

timate of the required bandwidth can be obtained from the
stationary bit rate distribution.

More specifically, the value C‘(s) of the equivalent ca-
pacity can be selected to ensure that the aggregate sta-
tionary bit rate exceeds (:‘(s) only with a probability smaller
than e, the desired buffer overflow probability. This
clearly ensures a buffer overflow probability below e, but
is often a substantial overestimate of the actual bandwidth
required as it ignores the ‘‘smoothing™” effect of the buffer,
i.e., the buffer allows the input rate to exceed the output
rate for ‘‘short’” periods. In the case of connections with
long burst periods, it can, however, be argued that be-
cause the aggregate bit rate remains at the same value for
relatively long periods, overload situations (when pres-
ent) are likely to last sufficiently long to result in buffer
overflow. It is then reasonable to allocate enough band-
width to make the probability of an overload condition
equal to the desired buffer overflow probability. For a set
of multiplexed connections, the value of the equivalent
capacity which satisfies such a requirement on the aggre-
gate stationary bit rate is, therefore, the smallest value
C’(s) which satisfies:

Pr(B > Cys) < ¢ ®

where B is the aggregate bit rate and e the desired buffer
overflow probability. This amounts to imposing that the
frequency of ‘‘overload periods’’ be less than e.

The distribution of B can be determined from the sta-
tionary distribution of the underlying Markov chain
formed by the superposition of sources. For example, in
the case of identical two-state Markov sources, the prob-
ability p, that k out of N sources are active is given by a
binomial distribution.

N
p= <k> o1 = )"

The value of C(s) is then obtained by computing the small-
est integer k' such that:

N
> < e
k=k'+1 P

The stationary approximation then gives C‘(S) = k'Rpcax-

In the above example, the determination of k', and
therefore C‘(s), is possible, but in general (e.g., nonhomo-
geneous sources) the computation of C‘(S) can be difficult.
However, in most cases'* where the effect of statistical
multiplexing is of significance, the distribution of the sta-
tionary bit rate can be rather accurately approximated by
a Gaussian distribution [11], [15], [22].

The assumption of a Gaussian distribution allows us to
use standard approximations to estimate the tail of the bit
rate distribution. In particular, we want to determine the
value C'(s, so that the cumulative tail probability beyond
C.s) does not exceed e. The value of Cs, can then be ob-

“As we shall briefly discuss below, exceptions can be handled by some
simple checks.
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tained from approximations for the inverse of the Gauss-
ian distribution. A good approximation is given by:
with o’ = V=21n (¢) — In 27)
(10)
where m is the mean aggregate bit rate (m = IV_, m,),
and ¢ is the standard deviation of the aggregate bit rate
(6* = Y., ¢?). Note that (10) is also computationally
simple and only depends on the GOS and the means and
variances of the bit rates generated by individual connec-

tions. These are directly available from the source char-
acteristics defined earlier.

é(s) =m + (X'O,

C. Equivalent Capacity

It now remains to combine the flow [(2) and (8)] and
stationary [(10)] approximations into a single expression
giving the equivalent capacity of a set of connections. As
both approximations overestimate the actual value of the
equivalent capacity'> and are inaccurate for different
ranges of connections characteristics, the equivalent ca-
pacity € is taken to be the minimum of Cir and C,. That

18:
2 é,}

i=1

¢ = min {m + a’s, (11)
where N is the number of multiplexed connections and the
different quantities involved are defined in (2), (8), and
(10).

It should be mentioned, that although (11) is the mini-
mum of the values obtained from both the flow and sta-
tionary approximations, it still overestimates the actual
bandwidth requirements. As we shall see in the next sec-
tion, this overestimation is, however, typically reason-
able. Furthermore, a somewhat conservative allocation is
preferable to underestimating the bandwidth requirements
of connections, which could result in network congestion
or even failure.

As a minor additional comment on (11), it should be
recalled that some care must be exercised to avoid situa-
tions where the Gaussian assumption used in the station-
ary approximation does not hold. This typically happens
with small numbers of very bursty connections with high
peak rates, low utilizations, and long burst periods. In
such cases, the stationary approximation can yield a lower
capacity than actually required. These types of connec-
tions can, however, be easily detected (i.e., check how
many can be multiplexed on a network link) and should
be treated as constant bit rate connections with intensity
equal to their individual equivalent capacity as given by
the flow approximation [(2)].

D. Link Metrics

Based on the expression given in (11), it is then pos-
sible to define link metrics that characterize the current
capacity allocation on network links. This metric must

"Statistical multiplexing is ignored and 8 < 1 for the flow approxima-
tion, and the buffer is ignored in the stationary approximation.

provide a simple and compact form to store the bandwidth
allocation information, while allowing for real-time up-
dates and computations of allocation levels. A three-di-
mensional vector representation meeting these require-
ments is provided in (12).

12)

where L; is the link metric vector on link j, and as previ-
ously defined, m and o? are, respectively, the mean and
variance of the aggregate bit rate corresponding to all the
connections routed on link j, and C'(p) is the sum of their
individual equivalent capacities as defined in (2) and (8).

It is easily seen that few computations are required to
obtain the bandwidth allocation on link j from the infor-
mation stored in the link metric vector described in (12).
Specifically, (11) indicates that the required operations
consist of 1 square root, 1 multiplication, 1 addition, and
a comparison. Such computations can clearly be per-
formed in real-time by modern processors, even when
large numbers of computations need to be executed nearly
simultaneously.

The second major aspect of (12) is the ‘‘incremental”’
property of the link metric vector. In particular, updates
can be performed based solely on the combined informa-
tion contained in the link metric vector and the character-
istics of the connections being established or released.
There is no need for specific information on the individual
characteristics of the connections currently routed over the
link. In particular, a link metric update is executed as fol-
lows: 1) Upon receipt of a connect or disconnect request,
the origin node associated with the connection computes,
from the connection metric vector (R{,’e)ak, pi, b)), a request
vector of the form r, = +(m;, 0%, &) (a + indicates a
connect request and a — a disconnect). 2) The request
vector r; is sent to all nodes with links over which the
connection is or should be routed, and the corresponding
link metric vectors are updated by performing a simple
vector addition/subtraction. '

Note that if the amount of computation needs to be re-
duced further, it is possible to assign connections to pre-
defined traffic classes for which equivalent capacity val-
ues have already been computed. The definition of traffic
classes could be continuously refined based on the infor-
mation gathered by traffic-monitoring devices at access
points to the network.

IV. NuMERICAL RESULTS

In this section, we provide a number of numerical ex-
amples that illustrate the equivalent capacity concept,
check the accuracy and investigate limitations of the pro-
posed approximations, and probe other important aspects

'*Note that in the case of a connect request, it is also necessary to verify
if enough capacity is available on the link to accommodate the new con-
nection.



GUERIN er al.: EQUIVALENT CAPACITY AND ITS APPLICATION TO BANDWIDTH ALLOCATION

such as the effect of bandwidth allocation inside the net-
work. Numerical results are obtained from simulations or
exact analysis, when available. They consider the effect
of different parameters such as source characteristics,
number and types of sources, and interactions between
different traffic types within the network.

The first set of examples compares exact and approxi-
mate values of the equivalent capacity for cases that are
representative of the range of behaviors of the approxi-
mation. Exact equivalent capacity values for one or more
identical sources are computed by iteratively solving (1)
or (3) for the unknown capacity. Approximate values are
obtained from (11). Both the single and multiple sources
examples demonstrate the relative accuracy of the expres-
sion over a wide range of system parameters, and also
show that the two approaches, the fluid-flow and the sta-
tionary approximations, complement each other well.

Fig. 3 shows, as a function of source utilization, the
actual amount of capacity that needs to be allocated to a
single 4 Mb /s source to achieve a buffer overflow prob-
ability of 107 with a 3 Mbits buffer and a mean burst
period of 100 ms. Three curves are displayed in Fig. 3,
and give the mean bit rate, the exact equivalent capacity,
and the value obtained from the flow approximation (2).
The results illustrate the fact that either peak or mean bit
rate allocation can be a substantial over- or underalloca-
tion, respectively. They also show the good agreement,
for a single source, between exact and approximate val-
ues.

Fig. 4 illustrates the behavior, again as a function of
source utilization, of the equivalent capacity when a small
number, 5, of high-speed sources are multiplexed. It
shows, as expected, that for small numbers of sources,
the stationary approximation results in a substantial ov-
erestimate of the required capacity. On the other hand,
the flow approximation, although also an overestimate,
tracks the required capacity reasonably well especially at
high loads. Fig. 5 considers the multiplexing of a larger
number, 50, of sources (the aggregate peak rate is kept
constant). It demonstrates that, as the number of connec-
tions is increased, the stationary approximation performs
better. For the chosen connection characteristics, it pro-
vides a better approximation of the equivalent capacity at
low loads, while at high loads the flow approximation is
again more accurate. Of importance here is the fact that
the flow and stationary approximations complement each
other over different ranges of connection characteristics.

After investigating the impact of utilization for sources
with a given mean burst period, we now fix the source
utilization and let the mean burst period vary. This case
is considered in Fig. 6, where in order to better illustratc
the impact of long burst periods on the error made by the
flow approximation,l7 a large number, 500, of connec-
tions is assumed. All sources have a fixed utilization of
0.5. As expected, the flow approximation grossly over-

'"Recall that the flow approximation ignores the effect of statistical mul-
tiplexing.
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estimates the equivalent capacity as the mean burst period
is increased. However, for long burst periods the station-
ary approximation now provides a reasonable estimate,
while the flow approximation remains more accurate for
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Fig. 6. Equivalent capacity for 500 sources, each with 400 kb /s peak rate
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small burst periods. Here again, the flow and stationary
approximations complement each other and provide a rea-
sonable estimate of the equivalent capacity as connection
characteristics vary.

The next set of examples briefly investigates the case
of nonidentical sources. The results presented here are ob-
tained by means of simulations, although the techniques
of [17], [20], [23] could have been used to again solve
numerically for the unknown capacity. A number of dif-
ferent cases are examined, and displayed in Figs. 7-9.
The curves presented in these figures give the probability
that the buffer content exceeds a given level, where the
tail of the distribution has been obtained using a simple
extension of the simulation results. (The transition from
the simulation curves to the assumed exponential falloff
is indicated by the change from plain to dotted lines.) The
tail probabilities indicate whether the allocated capacity,
obtained from the approximation, is sufficient or not to
achieve the desired buffer overflow probability.

The impact of different mean burst periods is first con-
sidered in Fig. 7, where 10 sources, all with a peak rate
of 1 Mb /s and a utilization of 0.6 but different mean burst
periods ranging from 0.1 to 1 s, are multiplexed onto a
single link. The individual equivalent capacities were
computed using (2) for a 3 Mbits buffer and a desired
buffer overflow probability of 1073, The corresponding
individual bandwidth allocations range from 635 to 823
kb /s, for increasing mean burst periods. The total aggre-
gate equivalent capacity was obtained from (11), and
found to be the sum of the individual capacities. The fig-
ure shows that the aggregate equivalent capacity, al-
though slightly conservative,'® provides a reasonable es-
timate of how much capacity to allocate to meet the GOS
requirement (the desired buffer overflow probability is
achieved with a buffer size of about 2.5 Mb /s.)

The next example, shown in Fig. 8, considers a differ-
ent mix of sources. The multiplexed sources consist of

"8This is again expected, as allocating the sum of individual equivalent
capacities ignores the effect of statistical multiplexing.
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nine identical sources with a peak rate of 1 Mb/s and a
mean burst period of 0.1 s, and a single source with a
higher peak rate of 20 Mb /s and a 1 s mean burst period.
This example examines the impact of very different peak
rates in computing the required capacity allocation. The
20 Mb /s source has a 5% utilization, while two different
utilizations (10% and 60%) are assumed for the 1 Mb /s
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sources. Because of the large mean burst size (20 Mbits)
of the high-speed source, a 10 Mbits buffer size is se-
lected. The desired buffer overflow probability is again
1073, and the equivalent capacity of the high-speed source
is found to be equal to 19.13 Mb /s, while the 1 Mb/s
sources have equivalent capacities of 110 kb /s and 611
kb /s for utilizations of 0.1 and 0.6, respectively. The to-
tal equivalent capacity is once more the sum of individual
equivalent capacities, and is equal to 20.12 and 24.63
Mb /s for the two different utilizations of the 1 Mb/s
sources. As before, the figure indicates that the total
equivalent capacity is a reasonable, although still con-
servative, estimate for the required capacity allocation.
Fig. 9 investigates a rather extreme case that illustrates
an earlier comment on the limitations of the stationary
approximation when the Gaussian assumption does not
hold. We consider a situation where a number of rela-

tively low-speed sources are multiplexed with a high-.

speed and very bursty source. We assume that nine 1
Mb /s sources are multiplexed with a single 50 Mb/s
source. The 1 Mb /s sources have a utilization of 0.1 and
a mean burst period of 2 s, while the 50 Mb /s source has
a utilization of only 0.01 and a mean burst period of 1 s
(an average burst is 50 Mbits long, but occurs very
rarely!). The equivalent capacities of the 1 Mb /s sources
are all equal to 0.6 Mb /s, while the 50 Mb /s source has
an equivalent capacity close to its peak rate and equal to
49.13 Mb /s (a 10 Mbits buffer size is assumed.) The total
equivalent capacity computed from (11) is this time given
by the stationary approximation and equal to 24.66 Mb /s
(the sum of the individual equivalent capacities is 54.53
Mb /s.) However, because of the large difference in con-
nection characteristics, in particular peak rate, the Gauss-
ian assumption used in the stationary approximation does
not hold. The use of the stationary approximation can,
therefore, result in insufficient capacity allocation. This is
illustrated in Fig. 9, which shows, that for the assumed
buffer size of 10 Mbits, the probability that the buffer
overflow is about 107> instead of the desired 107°. As
mentioned earlier, this problem can be overcome by iso-
lating high-speed'® connections and directly allocating to
them their individual equivalent capacity.

The last example attempts to study some aspects of the
interactions between connections inside the network. In
particular, we investigate the potential impact of high-
speed bursty connections on the bandwidth requirements
of lower-speed ones in the following scenario. We take
five groups of two connections each. In each group, one
connection has characteristics Rp.,x = 25 Mb /s,p=0.7,
and b = 2 s, with an equivalent capacity of 24.58 Mb /s
(a 10 Mbits buffer and a GOS of 107 are again assumed).
The second connection is a lower-speed one with char-
acteristics Rpeak =1 Mb/s, p=0.8,and b = 15, and an
equivalent capacity of 0.832 Mb/s. Each group is allo-
cated a total equivalent capacity of 25.412 Mb /s, the sum

”Peak rate and mean burst size are such that only a few connections
could be multiplexed on network links.
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Fig. 10. Effect of interaction between high-speed and low-speed sources
within the network.

of the two individual equivalent capacities. It is further
assumed that this total equivalent capacity is actually the
total link speed. The five low-speed connections coming
over different links are then multiplexed onto a common
link, while the high-speed connections are routed differ-
ently. )

The purpose of this example is to study potential
changes in the bandwidth requirements of the low-speed
connections, as a result of their interactions with high-
speed ones. In particular, we want to investigate the si%—
nificance of the ‘‘gating”” effect of high-speed bursts, 0
which can modify the effective peak rate of a low-speed
connection and, therefore, its bandwidth requirements.
This gating effect is caused by high-speed bursts, which
when present force the queueing of data from the low-
speed connection. The accumulated backlog is then trans-
mitted at the end of the high-speed burst at a speed higher
than the original peak rate of 1 Mb/s. This higher “‘ef-
fective’” peak rate within the network can in turn require
a higher bandwidth allocation. In order to estimate how
much additional bandwidth may be needed, we first allo-
cate the original equivalent capacity value and observe the
resulting buffer content distribution. That is, we allocate
atotal of 4.16 Mb /s, the sum of the individual equivalent
capacities, to the five low-speed connections routed on
the same link, and obtain the corresponding buffer content
distribution.

The result is shown in Fig. 10, which indicates that,
despite the impact of the high-speed bursts, the original
equivalent capacity remains sufficient to achieve the de-

sired GOS. Two factors contribute to this result. The first

one is the fact that the total equivalent capacity is origi-
nally an overestimate of the required bandwidth alloca-
tion. This built-in margin can, therefore, compensate for
the increase in bandwidth requirement due to the gating
effect. The second factor is that the impact of the gating
effect itself is not too severe. Because of the interleaving
effect of multiplexing, not all the data received from a
low-speed connection is delayed during a high-speed

20They are, on the average, 50 Mb /s long.
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burst. These conclusions hold across a wide range of con-
ditions, as indicated by a number of other studies that fur-
ther probed possible interactions inside the network. Re-
sults were obtained for a variety of connection mixes and
characteristics, and consistently indicated that the equiv-
alent capacity is sufficient to satisfy the GOS requirement.
This provides further confidence in the general applica-
bility of the bandwidth allocation techniques described in
this paper.

V. EXTENSIONS AND ASYMPTOTIC BEHAVIORS

This section is dedicated to extending the equivalent
capacity approximation developed in Section III to non-
exponential sources, and to the study of some potentially
interesting asymptotic behaviors. The extension to nonex-
ponential sources is based on standard moment-matching
techniques. It provides a simple approximation that al-
lows us to apply the techniques developed for exponential
sources to also estimate the bandwidth requirements of
nonexponential sources. The study of asymptotic behav-
iors, e.g., as the load goes to 0, peak rate goes to infinity,
etc., provides insight on the impact of different source
characteristics and can help in classifying sources accord-
ing to their requirements.

A. Extensions to Nonexponential Sources

A natural extension of the single-source fluid-flow
model studied in Section III-A is to consider sources with
generally distributed idle or burst periods. The study of
such models is somewhat more complex, but some results
are available. Sources with burst and idle periods distrib-
uted according to an underlying Markov chain can be ana-
lyzed using the results of [17], [20], [23].2' The case of
a single source with generally distributed burst periods is
treated in [14], where the distributions of both the buffer
content and the busy period are provided. Sources with
general distributions for both idle and burst periods are
more difficult to analyze, and the behavior of such Sys-
tems can be shown to be described by a relation similar
to that of a GI/G/1 queue. Because of these inherent
difficulties in solving more general source models and our
requirements for real-time solutions, we again resort to an
approximation.

The approximation used to handle more general sources
relies on moment-matching techniques that relate com-
plex sources to simpler (e.g., exponential) ‘‘equivalent’’
ones. More specifically, we use a two-moment approxi-
mation that maps the first and second moments of the
burst/idle period into the first moment of an equivalent,
exponentially distributed burst/idle period. The use of
such moment-matching approximations is quite standard
(e.g., see [2], [12], [24], [25] for additional discussions
and examples) and, as we shall see, provides relatively

*'As mentioned earlier, the results provided in these papers are more
general as they also allow the source bit rate to vary according to the state
of the Markov chain.

accurate and computationally simple results. Based on this
approximation, the equivalent capacity of the source is
then computed from (2) using equivalent mean and idle
periods.

The relation between the equivalent mean burst and idle
periods, b’ and I', and the original source characteristics
must satisfy some basic constraints. First, the source uti-
lization must be kept constant (load conservation) and
second, the relation must be an identity for exponential
sources. For simplicity, we assume that the relations giv-
ing the equivalent mean burst and idle periods are of the
form b’ = 6,b and I' = §;1, where b and I are the original
mean burst and idle periods, and 8, and é; are both func-
tions of the first and second moments of the burst and idle
periods. As the load p is directly related to the mean burst
and idle periods, p = b/(b + I), requiring that p be kept
constant forces 6, = §; = §. It now remains to select 8 as
a function of the first and second moments of the burst
and idle periods, under the constraint that § = 1 for ex-
ponentially distributed burst and idle periods. A number

-of functions satisfy this constraint and, after a number of

numerical studies, the following function was selected:
7 T

b' =6b, and I' = 81, with 6 = T X Ye (13)
where % and I* are the second moments of the burst and
idle periods, respectively. Note that, since p is constant
and the mean idle period is not explicitly present in (2),
the effect of the idle period distribution is only through &.

Figs. 11 and 12 are used to illustrate the approximation
proposed in (13). Fig. 11 covers the case of sources with
exponential idle periods and deterministic, exponential,
and hyperexponential burst periods, while Fig. 12 consid-
ers the symmetric case of sources with exponential burst
periods and deterministic, exponential, and hyperexpo-
nential idle periods. All sources are taken to have the same
peak rate (Ry.;x = 4 Mb/s), the same utilization (p =
0.1), and the same mean burst and idle periods (b = 0.925
ms, I = 8.325 ms). The buffer size is taken to be 1 Mbits,
and the allocated capacity is determined to ensure a buffer
overflow probability of 107>, In the case of a hyperex-
ponentially distributed burst period, the mean duration of
a burst state is either 0.25 or 2.5 ms with probabilities 0.7
and 0.3, respectively. This corresponds to burst sizes of
1 and 10 kbits, respectively. Similarly, a hyperexponen-
tially distributed idle period has a mean duration of 1 ms
with probability 0.8 and of 37.625 ms with probability
0.2.

Each figure plots the probability that the buffer contents
exceed a given level for two different scenarios. In sce-
nario 1, the allocated capacity is taken to be directly given
by (2), irrespective of the actual distribution of the burst/
idle period. In scenario 1, all sources are allocated a ca-
pacity of 414.2 kb/s, which is obtained under the as-
sumption of exponential distributions. In scenario 2, the
allocated capacity is again given by (2), but the burst/idle

* period distribution is taken into account through the use
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Fig. 12. Effect of moment matching approximation for sources with
nonexponential idle periods. Scenario 1 does not use moment matching,
while Scenario 2 does.

of equivalent mean burst or idle periods as given by (13).
In scenario 2, sources with deterministic burst or idle pe-
riods are allocated a smaller capacity of 407 kb /s, while
sources with hyperexponential burst or idle periods have
larger capacity allocations of 433.2 and 464.5 kb /s, re-
spectively. The capacity allocation of exponential sources
is left unchanged at 414.2 kb /s.

As can be seen from the figures, the exponential model
over- and underallocates capacity, respectively, when the
burst or idle periods have deterministic or hyperexponen-
tial distributions. On the other hand, the simple approxi-
mation based on (13) yields relatively accurate estimates
of the capacity needed to meet the desired GOS. There
are, however, limitations to the accuracy of the proposed
approximation, in particular for sources for which both
the burst and idle periods are not exponential. A simple
example is the case of deterministic burst and idle pe-
riods. Such a source is periodic and, provided the buffer
can hold the data received in a burst, the required capacity
allocation is simply the mean bit rate. However, for de-
terministic burst and idle periods, 8, as given by (13), is
always equal to 0.25. This scaling, although lowering the
capacity allocation, can be insufficient and yield values

higher than the mean bit rate. In spite of these limitations,
numerical experiments have found the approximation to
be generally accurate, in particular for sources where
either the burst or idle periods remain exponential. This
should prove useful to handle many practical, nonexpo-
nential sources.

B. Asymptotic Behavior

The study of the asymptotic behavior of (2) helps iden-
tify the relative impact of different source characteristics;
and to understand some of the limitations of the approx-
imation. Interesting behaviors take place for limit values
of the utilization, burst duration, and peak rate.

The case p — 1 was mentioned earlier and is of little
interest, as it can be easily shown that a 100%, utilized
source requires the expected peak rate allocation. The case
p — 0 is of more interest as it exhibits two possible limits,
depending on the sign of the quantity (aRpcd) — x.

0, if aRpeh < X
lim ¢ = x
p—0 Rpeak (1 - m) R if O‘Rpeakb = X
(14)

Intuitively, (14) states that as p — 0, the required capacity
allocation also goes to O only if the buffer is ‘‘large
enough’’ compared to the mean burst size. How large is
large enough is a function of the desired GOS specified in
a, i.e., the buffer should be able to hold « bursts of aver-
age size. When the buffer size is not sufficient, the re-
quired capacity has a nonzero limit since, although bursts
are less and less frequent, the service rate must still han-
dle large bursts whenever they arrive (recall that (2) ap-
proximates the buffer overflow probability when the
source is active). In fact, this required capacity can be
made arbitrarily close to the source peak rate, irrespective
of the utilization. This indicates that standard bandwidth
allocation may be rather inefficient for very bursty and
very low utilization sources. A more efficient use of al-
located bandwidth can be achieved if the information con-
tained in a burst can be delayed, therefore reducing the
source effective peak rate. In cases where the information
generated by the source is delay sensitive, a possible al-
ternative is, as suggested in [4] and [5], to allocate band-
width only when a burst is present. This may, however,
not always be feasible or even practical.

Another set of possible asymptotic behaviors involve
limiting values for the mean burst period, i.e., b = 0 or
b — o. In such cases, (2) behaves again as intuitively
expected, and the capacity requirements are easily found
to be the mean bit rate pRe, and the peak bit rate Ry,
when b — 0 and b — oo, respectively. Note that the limit
for b — oo is independent of the load, which is consistent
with the expression in (14) for large b.

A more interesting behavior can be observed when we
simultaneously let the mean burst duration go to 0 and the
peak rate to oo, while keeping the mean bit rate m = pRpc,¢
and the mean burst size B = R, b constant. The interest
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of such a scenario is that it reflects the impact of increased
input link speed on the bandwidth requirements of a
source.

As in the case p — 0, two different behaviors are pos-
sible depending again on the relation between the buffer
size x and the mean burst size B. Cases where the buffer
is *‘small’’ compared to the mean burst size (aB > x) are
not further studied as the assumption of infinite peak rate
then forces the allocated capacity to also be infinite. In-
stead, we concentrate on systems with reasonably sized
buffers satisfying aB < x. For such systems, a standard
asymptotic expansion of (2) gives:

. x

b =m T —aB (15)
This indicates that the required capacity allocation &, is
proportional to the mean bit rate, with a scaling factor
which is a function of the buffer size, mean burst size,
and GOS.

It is interesting to notice that the expression given in
(15) can also be obtained from an approximation for the
required capacity allocation of a related M /M /1 queue.
It is well known that the probability distribution of the
waiting time in an M/M/1 queue (e.g., see p. 203 of
[16]) is of the form:

Pw =<y) =1=pe 7o (16)

where 1/p is the mean service rate, and 5 is the load.
These two quantities can be expressed as functions of the
mean bit rate m, mean burst size B, and allocated capacity
c:

1 B

@

Using (16) with the above relations and the fact that the
waiting time y in an M /M /1 queue is related to the buffer
content x by the relation y = x /¢, the probability that the
buffer content exceeds a given level x is found to be:

m
s and p = —.
c

P(Q > x) = Fix) = T e‘(X(C—m)/cB).

p an

Making the simplifying assumption m /c = 1, similar to
that used in (1) (8 = 1), one obtains the following expres-
sion for the allocated capacity necessary to achieve a
buffer overflow probability below e:

R _ X

Cm/m/y = m x — aB
which is identical to the limiting expression for the fluid-
flow model given in (15).

The difference between the equivalent capacity, com-
puted using either the asymptotic approximation (15) or
the fluid-flow model with the actual source peak rate (2),
is illustrated in Fig. 13. The source used in this example
has a peak rate of 4 Mb /s and a utilization of 10%; a 3
Mbits buffer size was assumed with a desired buffer
overflow probability of 1075. Fig. 13 consists of three
curves, giving the different values of the equivalent ca-
pacity as functions of the mean burst period. The three
curves are obtained from (2), (15), and by solving (17)

1

Peak Rate = 4 Mbits, Load = 0.1, Buffer Size = 3 Mbits

T T T T T
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Fig. 13. Equivalent capacities for asymptotic and fluid-flow models.

for F(x) = e. It should be noted that, for small burst pe-
riods, the asymptotic approximation of (15) is close to the
actual solution of (17). However, because of the large
buffer assumption aB < x, it cannot be extended to long
mean burst periods.

As expected, the assumption of an infinite input rate
results in larger equivalent capacities, in particular for rel-
atively large burst periods. This points to the importance
of the source peak rate in determining bandwidth alloca-
tion.

VI. CoNCLUSION

In this paper, we have presented a general approach to
the problem of bandwidth allocation in high-speed fast-
packet-switched networks. The approach relies on com-
putationally simple approximations that estimate the
bandwidth requirements, or equivalent capacity, of both
individual and multiplexed connections. Based on the re-
sulting simple expression for the equivalent capacity of
connections, we defined link metrics that allow for real-
time updates and checking of bandwidth allocations on
network links while only requiring minimum storage of
information about existing connections. This provides the
basis for efficient and practical implementations of ad-
vanced network control functions, such as admission con-
trol and dynamic routing.

A number of possible extensions and topics for future
research can also be identified. An important one is the
investigation of better approximations for the parameter
B of Section III. Although, as mentioned in [17], this
problem seems to be difficult, approximations taking the
impact of the mean burst period into account are desirable
and could further improve the accuracy of the final equiv-
alent capacity expression. A possible approach is through
the use of “‘curve-fitting’’ techniques, based for example,
on studies similar to those shown in Figs. 1 and 2. An-
other promising area for extensions is that of approxima-
tions for more general sources that improve upon the sim-
ple expression used in (13). This can greatly improve the
estimation of the bandwidth requirements of a number of
complex real-life sources.
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