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Social networks and intraspeaker variation during periods of language
change

Abstract

Previous work has revealed general characteristics of language change at both the level of linguistic
communities as well as individual speakers. What are the properties of language users such that we can
account for these characteristics? To address this question, we built a computational model of a social network
of language users. By holding the network structure constant and varying properties of the language users, we
found that language change reflects both the structure of social networks and properties of language users. In
particular, our results suggest that although language users must be capable of probabilistically accessing
multiple grammars, they must prefer to access a single grammar categorically.
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Social Networks and Intraspeaker Variation During Periods
of Language Change

Celina Troutman, Brady Clark, and Matthew Goldrick

1 Introduction

Previous work has revealed general characteristidanguage change at
both the level of linguistic communities as welliadividual speakers. What
are the properties of language users such thaaweaccount for these char-
acteristics? To address this question, we builbmputational model of a
social network of language users. By holding thievoek structure constant
and varying properties of the language users, waddhat language change
reflects both the structure of social networks praperties of language us-
ers. In particular, our results suggest that algholanguage users must be
capable of probabilistically accessing multiplergraars, they must prefer to
access a single grammar categorically.

1.1 Characteristics of Language Change

To ground our discussion of language change, censli@ rise of periphras-
tic do (or do support) in English (Ellegard 1953, Kroch 1989 rki¢a 2004).
Prior to about 1400, negative declarative sentemeas formed by follow-
ing a simple finite verb witlmot, as in (1). This was followed by a period of
variation from 1400 to 1800 between the older fand the modern form
with periphrastido. Importantly, during this time both the older anddern
forms were available for a single person, as ilaied in (2).

(1) ...whiche he perceiueth not.
(cited in Kroch 1989:15)
(2) a. I question not your friendship...
(Thomas Otway, “The Cheats of Scapin”, 1676/7)
b. She does not deserve it...
(Thomas Otway, “Friendship in Fashion”, 1678)
(cited in Warner 2004: 229)

This paper focuses on the following general chargstics of language
change, each of which is illustrated by the devslent of periphrastido:
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S-shaped curve: The time course of the change follows an S-shaped
curve (Bailey 1973, Kroch 1989): change happenedlyl at first,
then proceeded very rapidly before slowing dowrirdga

Intraspeaker variation: As a new form spreads, speakers do not sud-
denly jump from always using the older form to afgaising the new
one. Instead, change is gradual, and, as illustriat€2), there is al-
ways a period of intraspeaker variation in whiclthbiorms are avail-
able to a single speaker (Weinreich et al. 1968).

Categorical norms: When two syntactic variants are in competition,
speakers often move toward categorically using gust of the com-
peting variants (Kroch 1994). For example, in pnésgay English,
speakers categorically use periphradtién negative declaratives.
Multistability: Language change can have multiple stable outcomes
(Clark et al. in press). For instance, in the hstaf English, initially
rare periphrastido spread through the entire speech community, but
this was not the only possible outcome. Under wbfieé circum-
stances, periphrastiio could have been used for only a short time be-
fore fading away. Reverse movements (A > A/B > thea than A >
A/B > B) are always possible in language changsctiér 2007:192).
Threshold problem: Initially rare variants, such as periphrastie,
manage to spread to entire speech communities. tawehis is
counterintuitive because learners should adapt 8pgech to match
their environment. If the majority of the populatics still using the
older form, a learner should adopt that form ad.viigdlarners should
never usanore of the minority form than the rest of the popudati
Nettle (1999) has referred to this issue as thesttold problem: how
can an initially rare variant (e.g. periphrastio) spread through a
speech community (Sapir 1921)?

1.2 Previous Work

To understand the conditions necessary for langehgege to occur, ana-
Iytical (Watts 2002) and simulation (Nettle 1999rbd¢ 1999) studies have
explored the conditions under which an initiallyeravariant can spread
through an entire population (i.e., conditions $otving the threshold prob-
lem). (Note that Watts does not focus on linguistiange specifically, but
on the spread of innovations through a networkgsehmodels share two
key assumptions about the nature of language usesdl. three models, in-

!Note that this characterizes the general trendmguage change. For example,

in the case of periphrastilp, the rate of change varied for different contexts.
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dividuals have discrete grammars, meaning they lmeess to only one
grammar at a time. (This was represented in Wg802) model by assign-
ing people to one of two discrete states—they leitleer adopted or not
adopted the innovation.) Second, these modelsiocate some kind of bias
in favor of the initially rare variant, either eigtly or implicitly. In some
models, learners are more likely to acquire thé&aity rare variant (e.g.,
because it is associated with prestigious speakidettle 1999; or it is func-
tionally preferred—Kirby 1999). Others incorpordke additional assump-
tion that once learners acquire the initially raagiant, they never return to
using the older form (Watts 2002).

In the next section, we discuss a model of languhgege that incorpo-
rates the assumptions of discrete grammars andfbiathe initially rare
variant. We demonstrate that although this modpturas most of the char-
acteristics of language change discussed aboveanhot capture intra-
speaker variation. In section 3, we show that siniptorporating probabil-
istic grammars into the discrete model fails tocart for multistability. Fi-
nally, in section 4, we present a probabilistic elothat captures all of the
key characteristics of language change.

2 Discrete Model of Language Change

To simulate language change in a speech commumétyused NetLogo, a
multi-agent programmable modeling environnienOur computational
model has three main components to the model:athgulage users, the so-
cial network structure, and the learning algorithm.

2.1 Language Users

In this model, language users can have only onwoftypes of grammars.
We refer to these as theDO grammar and the-DO grammar. Note that the
model is not intended as a complete theory of dgreént of periphrastic
do. There are many complexities associated with thetnge (see, e.g.,
Kroch 1989 and Warner 2004). Our model is simptgnded to capture the
competition between forms of any sort (e.g. negatleclaratives with and
without periphrasticlo) during periods of language change.

In the discrete model, speakers produce utterancascord with a sin-
gle grammatical option. For example, speakers awaypduce sentences
with do support (e.gshe does not deserveit), or withoutdo support (e.gshe
deserves not it), but no single speaker produces both.

http://ccl.northwestern.edu/netlogo/
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2.2 Social Network

Language users are connected to each other inia@ setwork. Networks
are constructed through the process of “prefereatiachment” in which
individuals enter the network one by one, and priefeconnect to those lan-
guage users who already have many connectionsi{&sirand Albert 1999).
This leads to the emergence of a few “hubs,” ogleage users who are very
well connected; most other language users havefgargonnections.

Figure 1 shows a miniature version of the typeatfial network used
here. Circles represent language users, and lam@®sent the connections
between them. Language users only interact withethibey are directly con-
nected to. Each circle’s color represents the iddal's grammar. Black
circles represent speakers who never use periphdstand white circles
represent speakers who always use periphrdatitiote in the middle of the
network there is a hub speaker connected to sethemso If another speaker
were to enter this network, they would be likely donnect to the hub
speaker. However, it is also possible to connedéde-popular members of
the network (leading to the occasional creatiogidé branches).

Figure 1. Miniature social network

We chose to model communities with this type ofmoek structure be-
cause a number of networks tend to have a few swelhected items and
many less-connected ones (Barabasi 2003). For deamgrsonal relation-
ships, the Internet, and networks of academic pejpations all display this
characteristic structure. Additionally, our netwddlls into a larger class of
“scale-free” networks which share a number of meawdical properties
(Barabési 2003). This suggests the results disdusse may be generalized
to other network structures; they are not necdgsamited to those gener-
ated through the process of preferential attachment

2.3 LearningAlgorithm

Language users interact with each other based onthdy are connected to
in the network. At each iteration, everyosmeaks by passing an utterance
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either with or withoutdo to their neighbors in the network. Individualsrhe
listen to their neighbors by changing their grammars thasewhat they re-
ceived as input from the speakers. The order tidividuals listen is ran-
domized for each iteration, and each individualaipd its grammar imme-
diately after listening. Following previous modeiscussed above, speakers
are biased towards adopting the initially rare asatri Specifically, learners
adopt the +DO grammar if they hear utterances datsupport from at least
30% of their neighbors. Otherwise they adopt th® gammar.

2.4 Results

We generated networks consisting of 40 people,ingneach network for 12
iterations of speaking and listening. We ran al tokd 000 networks, gener-
ating a new instance of the same network typedcheun. This insured that
the results would not be an artifact of any paléicumetwork structure, but
would instead reflect the general behavior of séae preferential attach-
ment networks. For each run, individuals’ grammaese initialized so that
25% began with the +DO grammar and the remainirtg Were initialized
with the -DO grammar.

Figures 2a and 2b demonstrate the results of twial runs. The x-
axes show the number of iterations and the y-akesvghe proportion of
language users that have the +DO grammar. This Imeaeable to capture
four out of the five characteristics of languagaruie:

e Sshaped curve: Both Fig. 2a and Fig. 2b resemble the S-curve, th
time-course of change observed by Kroch (1989)athers.

» Categorical norms: At the end of each simulation run in Fig. 2a and
2b, language users converged on the same grambB@rpt—-DO.

* Multistability: While the speech community converged on the +DO
grammar in Fig. 2a, it converged on -DO in Fig. 2b.

» Threshold problem: In Fig. 2a, the initially rare +DO grammar sptea
to everyone in the network.

However, by design, language users do not exhiltiagpeaker varia-
tion, since they have access to only one grammar tahe. We therefore
modified the model to incorporate the assumptiat timguistic knowledge
is probabilistic, rather than discrete.
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Praportion with +DO grammar

L
Praportion with +DO grammar

0.0 0.2 04 06 08 1.0
0.0 0.2 04 06 08 1.0

Iteration Iteration
(&) (b

Figure 2. Proportion of +DO speakers vs. iteraf@mrthe discrete model

3 Probabilistic Model of Language Change

In this model, the social network structure remditiee same as described in
section 2.2, but the representation of the languesges and their learning
algorithm was changed to accommodate probabilisionmars.

3.1 Language Users

In this model, individual language users can acdegh grammars. Each
grammar is associated with a weight, which deteesiithe language user’s
probability of accessing that grammar. Howeveraoee there are only two
grammars in competition, the weights in our model @epresented with a
single value—the weight of the +DO grammar. Spesakéitl produce utter-

ances in accord with the grammar accessed, butidhdils now have a

probability of producing sentences with or withaddg support. This allows

us to capture intraspeaker variation during languatange.

3.2 LearningAlgorithm

At each iteration, language users speak and tmeiveidiate neighbors listen
and update their grammars based on what was h&aehking involves
choosing a grammar based on its weight. As befodividuals have a bias
in favor of choosing the +DO grammar. This biagriplemented by increas-
ing each speaker’s probability of usidg by a small amount (weight of
+DO grammar * 0.5) at every speaking event. Figdughows the relation-
ship between the weight of the +DO grammar anchdividual’s probability

of selecting that grammar. For instance, if thegheis 0.2, a speaker will
select that grammar with a probability of 0.3. HEtweight is greater than
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approximately 0.67, the probability of selecting thDO grammar will al-
ways be 1.0.

Probability of DO utterance
00 0.2 04 06 08 1.0
LY

00 02 04 06 08 10

Weight of DO grammar

Figure 3. Probability oflo utterance vs. weight of +DO grammar

Once an individual speaks, its neighbors in thevagt listen and up-
date their grammar weights according to the limemrard-penalty algorithm
(Bush and Mosteller 1951, 1958, Yang 2002). In ddgporithm, a learner
probabilistically selects a grammar to analyze #erance spoken by its
neighbor (where the probability of selecting a gman is equal to its
weight). If the selected grammar can successfullyae the utterance, the
grammar is rewarded by increasing its weight. Qtfe®, the grammar is
penalized by decreasing its weight (see Yang 20@RGlark et al, in press
for details on the implementation of this algoridhtm short, if an individual
hears an utterance wittlo support, the individual’s weight of the +DO
grammar is increased, and they will be more likelnccess the +DO gram-
mar in the next iteration. Similarly, hearing atetdince withoutlo support
increases the likelihood of accessing the -DO granimthe next iteration.

3.3 Results

We generated 1000 networks consisting of 40 indiadsl each, running each
network for 1000 iterations. Like the discrete mddesection 2, these net-
works were initialized so that 25% of language sidgmrgan with the weight
of the +DO grammar equal to 1, meaning they coulg access that gram-
mar. The remaining 75% were initialized to only éamccess to the
-DO grammar. Figures 4 and 5 represent two typizas of this model. The
results show that this model can capture four dthefive characteristics of
language change discussed above:

e Sshaped curve: The time course of change always followed an S-
shaped curve.
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» Intraspeaker variation: Individuals produced utterances both with and
without do support. This is illustrated in Fig. 4, which steohow the
distribution of individuals’ weights for the +DO ayjnmar changed
over time. The first column represents the inisite of the network,
in which 25% of people have a weight of 1 for ti@G-grammar, and
the rest have weight of 0. The second column shbatsafter 100 it-
erations, people have a range of intermediate wsighdicating the
presence of intraspeaker variation.

e Categorical norms: At the end of the run in Fig. 5, the mean weight
the +DO grammar is 1. All language users theretategorically pro-
duce one form (e.g. negative declaratives wih

e Threshold problem: The community eventually converged on gram-
mars that categorically produced the initially r&®O form.

100%

50%

BD%

B0%

50%

40%

30%
20%

0% 4

0.8 < weight <=1
0.6 < weight <= .8
— E.4 < weight <= .6
H.2 < weight == .4
M 0 < weight <= .2

o

100

200 300

leratian

400

Figure 4. Proportion of speakers with differerargmar weights over time

Mean Weight

0.0 02 04 06 0B 1.0

a 200 400 600 800

Iteration

1000

Figure 5. Mean weight of +DO grammar vs. timegaobabilistic model

Recall the discrete model in section 2 incorreatlgs out intraspeaker
variation during language change. The probabilistmdel explored in this
section captures intraspeaker variation but wromglgs out multistability.
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In all 1000 runs, individuals converged on categgily using thefavored
variant only. One might think that if the bias flir support was lowered that
multistability would emerge. However, varying the@unt of bias for the
+DO grammar only affected the rate of change, nésgedirection. In the
next section, we present a model that capturevalicharacteristics of lan-
guage change discussed in section 1.1.

4 Probabilistic Model with Preferencefor Discrete Gram-
mars

The model discussed in this section shares thalsoeiwork structure of the
previous models and the probabilistic grammarshefmodel in section 3.
The learning algorithm in section 3 was modifiedrtcorporate a soft pref-
erence for discrete grammars. This preference itsvated by research sug-
gesting that even when multiple options are avkglati the linguistic envi-

ronment, individuals prefer to use only a singlangmatical option. For in-
stance, Kroch (1994) has proposed that when synfactns are in competi-
tion, there is pressure over time for one to win dwe to a “blocking ef-

fect”®. Additionally, work by Elissa Newport and colle@gu(e.g. Singleton
and Newport 2005, Hudson Kam and Newport 2005) dimmsvn that lan-

guage learners have a dispreference for acquitbudpastic patterns.

To implement this preference for discrete grammaesh speaker’s
weighting of their grammatical options was skewaddrds extreme values.
Figure 6 shows the relationship between the wafttie +DO grammar and
the probability of uttering thdo variant for this model.

F 4

Prabaility of DO utterance
00 0.2 04 06 08 1.0

00 02 04 0B 08 1.0

‘Weight of DO grammar

Figure 6. Probability of DO utterance vs. weight-BO grammar

3This effect is analogous to the blocking effectnimrphology, which acts to
prevent the coexistence of forms that are equivéatenmeaning.
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For example, if the weight of +DO grammar is Ot& probability of ut-
tering do will be pushed even higher to 0.9. However, if eiwight of +DO
grammar is 0.2, the probability will be reducedtd.

In addition to a preference for discrete grammtns, model includes
the bias fordo support that was part of the models discusseadtions 2
and 3. This bias shifts the inflection point of thérve in Fig. 6 slightly to
the left. For example, for a grammar weight of 0@ probability of utter-
ing do is about 0.78 (see Clark et al., in press, folégmgntation details).

4.1 Results

The procedure for generating and running networas Mtentical to the pro-
cedure for the probabilistic model in section 3JJufe 7 demonstrates how
change proceeded for two runs of this model. Osulte indicate that unlike
the previous two models, this model could captliréivee characteristics of
language change:

» Sshaped curve: The time course of change always followed an S-
shaped curve.

* Intraspeaker variation: Individuals produced uttess both with
and withoutdo support.

e Categorical norms. By the end of the run in Fig. 7a, the mean
weight for the +DO grammar was nearly 1, while bg end of the
run in Fig. 7b, the mean weight was nearly 0. Ithlmases, the lan-
guage users moved toward categorically using thearm.

e Multistability: While the +DO grammar took hold in the run in Fig
8a, the -DO grammar remained dominant in Fig. 7b.

» Threshold problem: In Fig. 7a, the entire speech community eventu-
ally converged on grammars that categorically pceduthe ini-
tially rare +DO form.

Mean Weight
Mean Weight

00 02 04 06 08 1.0
00 0.2 04 06 08 10

0 200 400 GO0 BOD 1000 0 200 400 600 BOO 1000

Iteration Iteration
(&) (B)

Figure 7. Mean weight vs. iteration for discretedesl
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4.2 Emergence of Dialect Subgroups

So far we have discussed outcomes of the modehiohvthe entire popula-
tion converged on a single grammar. However, inessimulation runs, sub-
parts of the network converged on different lingaisnodels® Figures 8a
and 8b show a network before and after a run oDlI@ations. Over time,
the initially rare +DO grammar (represented by efircles) spread through
the majority of the network, but one subgroup (heck circles in Fig. 8b)
resisted the change. Importantly, language useesd@h group did converge
to a categorical norm—they ended up with a weighapproximately O or
1—but this norm was not shared by all speakersiénntetwork. The only
exception is a language user who is connected te than one group (e.g.
the black circle with a white border in Fig. 8b)n& this speaker continues
to receive both variants as input, its weight revaait an intermediate value.
This situation illustrated in Fig. 8 may be viewasithe emergence of dialect
subgroups.

(b)

Figure 8. Initial state (a) and final state (b)yafietwork

5 Discussion

Our goal was to develop a computational model tiagtures the five key
characteristics of language change discussed imtfeduction. We investi-

“It was also possible for subgroups to emerge inliserete model of Section 2.

5To test the extent to which language users fornegdste dialect groups, we
employed Newman and Girvan's (2004) measure ofrdtilarity of a network. We
simulated an additional 24 networks (following $@tt4) and calculated the modu-
larity of the networks before and after each rumafred t-test showed that the final
states (mean Q = 0.13) were significantly more nfendiinan the initial states (mean
Q =0.0; t(23) = 3.8, p < 0.001).
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gated what properties language users must havelar o account for these
key features. The discrete model fails to captukeyaproperty of language
change (intraspeaker variation), but simply incoatiag probabilistic
grammars into the discrete model fails to accoontnfiultistability. How-
ever, when learners have probabilistic grammarsbamed with a preference
for having discrete grammars, all five character$sbf language change can
be captured.

Our results accord with those of Clark et al. (regs), who used a
model of language change to explain the emergehdgpological word-
order correlations. They argued for similar coristeaon language users,
such as a soft preference for discrete grammarsaands for the typologi-
cally preferred variant. Additionally, our resudtee consistent with Pearl and
Weinberg (2007) who demonstrated that successfuletimg of historical
language change data from Old English requiresthieat be a “filter” on a
probabilistic learner’s input. This filter restiscthe learner’s attention to a
particular subset of their input, leading to effesimilar to those of bias in
our model (i.e., causing the learner’s grammarestatbe a non-veridical
reflection of the total set of input data).

Both Clark et al. and Pearl and Weinberg’s modeksnened unstruc-
tured populations, simulating interactions in ad@m network. An advan-
tage of our model is the incorporation of a moralistic social network,
limiting language users’ input to a small numberirafividuals rather than
the entire population. This allowed for the emengenf dialect groups in
our model. In contrast, in the dynamic random nekwaf Clark et al. and
Pearl and Weinberg, the entire population alwaysvemyed to a single
grammar. Further work is needed to better undedstanen exactly sub-
groups can arise in our model.

5.1 TheRole of the Bias

In designing our model, we followed previous wahlattincluded a bias for
the initially rare variant. For instance, in Ne#lé¢1999) model, if there was
no preference to acquire the variant associatell pvgstigious speakers, the
threshold problem could not be solved. Pearl andnbéeg (2007) also
found that without a bias (or filter) on the learsenput, their model’'s out-
put failed to match the observed historical datidifional exploration of our
own simulations revealed similar findiffg#Although such results suggest

5To examine if a bias was necessary to solve tresitold problem, we simu-
lated a model with a preference for discrete gramameéthout a bias towards the
initially rare DO support variant. The network siztructure and initial grammar
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that a bias is a critical component of models afjleage change, it remains
unclear what source(s) underlie these effects. Suawe attributed biases to
social structure (e.g. Nettle 1999) while othergehattributed them to prop-
erties of perception/production processes (e.gbyKit999). Future work

should examine the relative ability of these casttrg perspectives to ac-
count for the properties of language change.

5.2 FutureWork

Our simulations focused on cases where a smalkptage of a population
initially uses one grammar (G1) categorically, dimel rest uses G2 categori-
cally. This could represent the starting stateafd@anguage contact scenario.
However, in the case @b support, speakers initially used periphradticat
less than categorical rates (Kroch 1989). (Thisade is common to many
documented cases of language change.) To develupeaaccurate model of
this type of change, a small percentage couldaihjtiuse G1 variably, and
the rest use G2 categorically. The framework depeoin this paper would
enable us to easily explore this condition in fatwork.
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