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Ioannis Kakadiaris, Dimitri Metaxas, and Bond-Jay Ting
Center for Human Modeling and Simulation
Department of Computer and Information Science
University of Pennsylvania
200 South 33rd Street
Philadelphia, PA 19104-6389

Abstract

Creating realistic virtual humans requires models
that resemble real humans both visually and be-
haviorally. Physical and behavioral fidelity in hu-
man modeling is the focus of research and devel-
opment work at the University of Pennsylvania’s
Center for Human Modeling and Simulation. In
this article, we briefly describe the Center’s human
modeling paradigm, Jack® | and our research activ-
ities, including Jack’s Spreadsheet Anthropometric
Scaling System (SASS) and its Free-Form Defor-

mation model.

Introduction

In many computer applications, one can find the
need for simulating humans. The process of cre-
ating virtual human models introduces a series of
issues, such as scaling the virtual body, estimating
segmentation and joint centers, and obtaining real-
istic appearance.

Anthropometry, a branch of physical anthropol-
ogy, studies measurements of the human body.
Such measurements are commonly necessary in the
design of man-machine interfaces. Knowledge of
body size variability within a particular design pop-
ulation is critical if an item of clothing, personal
protective equipment, or work station is to be de-
signed to accommodate its intended users. We dis-
cuss a spreadsheet system which handles the prob-
lem of generating anthropometrically correct vir-
tual human figures.

Related to the problem of scaling the virtual
body is that of obtaining the necessary anthropo-
metric information. As one option, a standardized
human model can be created, based on a given sta-
tistical population, (e.g., the Army General Forces
[5]). Alternatively, a given person’s dimensions can
be used in the creation of a virtual human model. If
the starting point is a set of images of the given in-
dividual, the automatic extraction of measurements
from the images becomes a major issue. We present
a novel approach to perform active shape estima-
tion, segmentation, and joint determination from a

set of images of a human in motion.

Finally, we introduce a flexible, virtual body
model, based on deformable segments (via free
form deformation). Most articulated virtual hu-
man models consider the human body segments as
rigid bodies, which introduces problems of smooth-
ness and continuity. Using free form deformation
we overcome these difficulties, obtaining a virtual
model with more realistic appearance.

Jack

The Center’s core technology is an interactive, pro-
grammable graphics platform named Jack [2]. On-
going research with Jack focuses principally on two
areas: human behavior simulation and human fac-
tors engineering. Human behavior simulation cov-
ers physical human behaviors, such as walking, bal-
ance, climbing, and grasping. Human factors en-
gineering uses Jack as a design tool that supports
testing a product for human usability. For example,
in automobile driver compartment design, one may
be concerned with the driver’s visibility or access
to controls. In designing clothes, one may be con-
cerned with human body proportions. For surgery,
a surgeon might want to know if an incision will be
large enough to access and repair a wound.

A Jack virtual environment is made up of any
number of 3-D figures. Each figure represents an
individual object or agent, and is broken down into
geometric segments. The segments of a figure are
linked by joints. By default, Jack represents a seg-
ment as a 3-D polyhedra comprised of the points,
edges, and faces of its surfaces. However, Jack pro-
vides a mechanism to integrate other representa-
tions for segments, such as parametric descriptions.

Jack’s human models exhibit real-time inverse
kinematics and constraints, and human behavior
functions. Given the desired position for the end
of an articulated (connected by joints) set of seg-
ments, inverse kinematics determines the appropri-
ate angles for the intermediate joints. The real-
time implementation of inverse kinematics makes



end-effector motion such as "move arm” or ”bend
torso” easy to handle. All the angle computations
are hidden. Human behavior functions, such as
viewing cones, for “seeing” what the agent sees,
balance, for automatically adjusting posture based
on the agent’s center of mass, and collision detec-
tion, make the human model more realistic than
other systems. Jack is described in detail in [2].

Human Models

Our human model is represented by a set of segment
geometries connected by joints [10]. Not all joints
in the human body are represented by a joint in the
model, e.g., the sternoclavicular joint. Joints that
do get represented in the model are the synovial
joints [2] with one to three degrees of freedom and
specified joint limits. Special modules are created
to model more complicated joint complexes, such as
the shoulder [13, 2] and spine [9, 2]. Joints in the
model are defined in such a way that they rotate
about the approximate anatomical joint centers in
real humans.

Polyhedral Human Models

The polyhedral human model is composed of sim-
ple geometries totaling about two thousand poly-
gons for easy manipulation and scaling(Fig. 3). To
create a model of a different size we simply change
the appropriate scaling factors associated with each
segment. Scaling is done linearly, i.e., each seg-
ment is stretched or shrunk by the same amount
and the scaling in width and thickness is kept the
same between neighboring segments to avoid dis-
continuities.

Realistic Models

We have adopted models from Viewpoint Anima-
tion Engineering to create realistic human mod-
els(Fig. 11). These models have more than twenty
thousand polygons each and thus require faster ma-
chines to manipulate. The same linear scaling tech-
niques can be used to create models of different
sizes. We are also developing non-uniform scaling
techniques to enable us to create models that can
reflect different somatotypes, thus a muscular per-
son will have a different appearance from an obese
person of the same weight and stature.

SASS

SASS [1], Spreadsheet Anthropometric Scaling
System, is a spreadsheet-like system which allows
flexible interactive access to all anthropometric
variables needed to size a computer-based human
figure.

SASS enables the user to create precise com-
puter human models, that can be manipulated us-
ing the Jack software.

On one hand, one can create a standardized hu-
man model, based on a given statistical population,
e.g., Army General Forces [5]. These type of mod-
els have the desirable property of being generated
with statistically smoothed data, which make them
ideal for testing purposes, such as sizing of working
spaces.

On the other hand, one can use a specific per-
son’s dimensions in the creation of a virtual human
model. In this case, the necessary dimensions could
be extracted, for instance, from a set of images of
a particular individual, then processed, and finally
mapped into a generic computer-based body, to ob-
tain the proportions of the original (real) person.

Data that may be accessed in SASS is organized
into four “groups”: segment dimension (“girth”),
joint limits, center of mass, and strength, all of
which work based on statistical population data.
SASS creates structural descriptions of virtual hu-
man figures based on this data.

The data required for the graphical representa-
tion of a realistic human figure falls into three broad
categories:

1. General Body Attributes, such as Standard An-
thropometric Measurements (SAM’s),

2. Body Segment Information, such as the segment

name, girth, mass, and

3. Body Joint Information, such as joint name,

type, and limits in the range of motion about
the joint.

SASS was developed to support the last two cat-
egories, i.e., body segment and joint information.
For every human figure model there are many seg-
ments and joints to be considered. A complete copy
of the body segment information must be stored for
each segment in the entire body and similarly for
body joint information. This results in large data
files for each individual figure stored. An anthropo-
metric database comes as the perfect tool for stor-
ing and manipulating this data. SASS works as
a relational spreadsheet that connects together a
full set of parameters describing the human body.
Additionally, SASS provides access to an anthro-
pometric database containing anthropometric data
from “real-world” individuals.

SASS supplies the dimensions of each segment
for a virtual human figure, based upon population
data supplied as input. The human model gen-
erated by SASS consists of sixty eight segments
(body structures), of which sixty seven have a ge-
ometrical representation. For each of these seg-
ments, there are three dimensions required, namely,
length, width, and thickness. Also, the body joint
information for the twenty joints considered must
be available.
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Figure 1: Anthropometric Spreadsheet Layout

The psurf (polyhedral surface) [2] geometry of
each segment is scaled by real measurements for a
person or percentile measurements for some speci-
fiable population. SASS generates “figure files”
with the appropriate description of the segment di-
mensions and joint limits of the virtual human fig-
ure.

The SASS screen, shown diagrammatically in
Fig. 1, is divided into different sections including
anthropometric group selection, global data, com-
mand menu, local data.

The global data section of the spreadsheet is in-
tended to allow a global view of the current fig-
ure parameters. Currently the items considered
are: population, gender, figure model, mass,
stature, and overall percentile of any human fig-
ure.

The local data section is used for the display of
individual segment data and their corresponding
percentiles.

Applications

One can find many applications for anthropometric
design. In many instances, it is necessary to know
body dimensions of the possible users of a product.
For example, child cribs must be dimensionally safe
to avoid an accident like their heads getting caught
between the bars. Automobile design requires a
good deal of anthropometry considerations for se-
curity and comfort.

SASS enables the user to create precise com-
puter human models, which can be manipulated
using Jack. As one option, a user can create a stan-
dardized human model, based on a given statistical
population, (e.g., the Army General Forces [5]). Al-
ternatively, a given person’s dimensions can be used
in the creation of a virtual human model. Fig. 2
shows the front and side images of a real person.
Data is extracted from these images [3], in order
to create a virtual human such as that of Fig. 3.

Figures created by SASS can be used in multi-
ple situations. For example, consider the task of
correctly sizing a driver’s seat. Fig. 4 shows three
different sizes of humans within such an environ-
ment.

Figure 2: Real Human

2 ¢

Figure 3: Generated Virtual Human

Active Shape Estimation,
Segmentation and Joint
Determination of Humans
In this section, we present a novel, active, inte-
grated approach to identify reliably the parts of a
moving human and estimate their shape and mo-
tion (see [6] for more details). We present the de-
termination of joint locations and some of the ex-

periments demonstrating the technique.

Basic Notions

We developed [12, 7, 8] a physics-based framework
which provides deformable models with broad geo-
metric coverage along with robust techniques for
inferring shape and motion from noise-corrupted
data. Deformable models unify the representation
of free-form shape and nonrigid motion.

The positions of points on a model relative to
an inertial frame of reference ® in space are given
by x(u,t) = (z1(u,t), z2(u,t), z3(u,t))?, where *
denotes transposition. We set up a noninertial,
model-centered reference frame ¢ and express the
position function as

x=c+Rp (1)



Figure 4: Scaled human figures

where c(t) is the origin of ¢ at the center of the
model and the rotation matrix R(¢) gives the orien-
tation of ¢ relative to ®. Thus, p(u,t) gives the po-
sitions of points on the model relative to the model
frame. We further express p = s + d as the sum
of a global reference shape s(u,t) and a local dis-
placement d(u, ).

We define the global reference shape as s =
T(e(u; ag, a1,...); bo,b1,...). Here, a geometric
primitive e, defined parametrically in u and pa-
rameterized by the variables a;, is subjected to the
global deformation T which depends on the param-
eters b;. As an example of global deformations, we
consider the case of parameterized piecewise bend-
ing deformation that ensures constant curvature
along the major axis of bending. The domain of
bending is a bounded subspace of the Fuclidean
space R®. This domain is partitioned into three
non-intersecting zones: the fized zone, the bending
zone and the relocation zone. The fixed zone re-
mains unchanged during bending. The relocation
zone is translated and rotated rigidly.

Through the application of Lagrangian mechan-
ics, we developed a method [7] to systematically
convert the geometric parameters of the solid prim-
itive, the global (parameterized) and local (free-
form) deformation parameters, and the six degrees
of freedom of rigid-body motion into generalized
coordinates or dynamic degrees of freedom.

Active Part-Identification Shape and
Motion Estimation

Instead of estimating the shape and motion of com-
plex objects under the assumption of prior seg-
mentation, our technique allows active, simultane-
ous segmentation and fitting. To identify the lo-
cation of the articulation of the objects, we use
a sequence of images which contain different pos-
tures of the moving object. When we observe an
articulated object in a posture where the articula-
tions are not detectable, we assume initially that
the object consists of a single part. We then fit a
deformable model to the given time-varying data
and recover the relevant model parameters. As the
object moves and attains new postures, we decide if
and when to replace the initial model with two new
models. This decision is based on the error of fit,
the rate of change and magnitude of the bending
deformation and the continuity of the given data
within the bending region.

When the criteria associated with the measures
mentioned above are satisfied we decompose the
model into two models. We identify the data that
correspond to the fixed, bending and relocation
zones of the initial model based on the estimated
bending parameters b; and by and the image pro-
jection assumptions (orthographic or perspective).
We then initialize the two models to the data that
correspond to the fixed and relocation zone re-
spectively. The data though that correspond to
the bending region of the initial model are marked
as orphan datapoints since we are uncertain as to
which of the two new models they should be as-
signed. This is necessary since we do not know
in advance the extent of each of the two models.
Our goal then is to fit the two new models to the
given data. Furthermore, we would like them to
fit in a way that allows partial overlap between the
two parts. Unlike conventional geometric models,
deformable models adapt their shapes and move in
response to simulated forces as if they were made of
nonrigid materials such as rubber. Since we know
to which model the data in the fixed and reloca-
tion zones belong we use our previously developed
algorithm for assigning forces from datapoints to
points on the model. To assign forces from the
orphan data to the two models we use a novel al-
gorithm, that allows the weighted assignment of a
given orphan datapoint to both deformable mod-
els [6]. We compute these weights, whose sum is
always equal to one, by minimizing an appropri-
ately selected energy expression. Once we compute
all the forces from the datapoints to the two models
we estimate the shape and motion of the two new
models. An important property of our new force as-
signment algorithm is that it allows partial overlap
between the two models at a joint, whose location
we can determine. Once the joint has been identi-
fied we initiate a point-to-point constraint. Having
determined the location of the joints and using a
Kalman Filter to predict the location of each part,
we can successfully address the case where parts of
the articulated object are occluded during the mo-
tion.

Determination of Joint Location

Let’s assume that we have estimated the shape and
motion of the two parts of an articulated object at
times ¢ and t 4+ 8¢, by fitting two models my and
my. We would like then to identify the location of
their common joint.

The unknown location of the center of the joint
can be expressed using (1) in terms of the parame-
ters of model mg at times ¢ and t + 6t as:

Xo(t) = Co(t) + Ro(t)po
Xo(t + (St) = Co(t + (St) + Ro(t + (St)po, (2)

and with respect to the parameters of model m; at
times ¢ and ¢ 4 6t as:

Xl(t) = Cl(t) + Rl(t)pl



Figure 5: Segmentation, shape and motion estima-
tion of a human finger. A sample of the image
sequence.

Xl(t + (St) = Cl(t + (St) + Rl(t + (St)pl (3)
Under the obvious assumption that
xo(t) = xi(t)
xo(t+6t) = xi1(t+61) 4)

and by subtracting the above two equations, we
arrive at the following system of equations, with
unknowns the locations pg and p; of the join t with
respect to the model reference frames of the two
models,

R ) s || b

[ et fg% - ESE?+ 51) ] (3)

which can be easily solved. If, due to noise in
the data, the location of the joint varies between
frames, then we follow a Kalman filter based ap-
proach [8]. In this way we can robustly estimate
the locations of the joints of an articulated object.

Experiments

We present experiments demonstrating our inte-
grated approach to segmentation shape and non-
rigid motion from motion image data obtained from
a single view.

In the first experiment, we use image data ob-
tained from a human finger moving in a plane

(i) ()
Figure 6: Segmentation, shape and motion estima-
tion of a human finger.



Figure 7: Segmentation, shape and motion estima-
tion of a human arm. A sample of the image se-
quence.

() (d)

Figure 8: Segmentation, shape and motion estima-
tion of a human arm

(Fig. 5). Figs. 6(a-b) shows the models fitted im-
age frames prior to segmentation. Fig. 6(c) shows
the model fitted to the image frame where the par-
titioning criteria are satisfied and the hypothesis
that the object is comprised from two parts is gen-
erated. Figs. 6(d-f) demonstrate the fitting of the
two new models to the image data. Fig. 6(d) shows
the initialization of the new models, Fig. 6(e) shows
an intermediate step in the fitting process, while
Fig. 6(d) shows the finally fitted models. The over-
lap between the two models allows us to compute
robustly the location of the joint over several frames
and place a point-to-point constraint between the
two models. Fig. 6(f) shows the models fitted to a
new frame, while Fig. 6(g) shows the models fitted
to the frame where the partitioning criteria are sat-
isfied for the upper model and the hypothesis that
the upper model should be replaced by two new
models is generated. Fig. 6(i) shows the initializa-
tion of the two new models based on our technique,
while Fig. 6(j) shows all three models fitted to the
given data.

In the second experiment, we use the image data
obtained from a observing the planar motion of a
human arm (Figs. 7). Since the partitioning criteria
are satisfied at Fig. 8(a), we initialize two new mod-
els and fit them to the given data (Figs. 8(b). The
result of fitting is depicted in Fig. 8(c). Fig. 8(d)

depicts the fitted models to a subsequent frame.

Deformable Model

A human body is a combination of rigid body and
deformable tissue. An articulated bone structure
forms the basis of the human shape. Wrapped
around the bone structure, there are different layers
of soft tissues such as muscles and fats. Skin, the
outermost layer of the human body, is a contiguous
deformable tissue which makes the joints between
the human body segments continuous and smooth.

Most articulated human models treat the body
as a set of rigid object segments based on the un-
derlying bone structure. Although this simplifies
the computation, it also creates discontinuity and
smoothness problems. There are at least two ways
to solve these geometric problems.

One way is to create overlap between segments.
The continuity and smoothness of this approach
depends on the shape design of the overlap. The
advantage of this approach is that every segment
remains a rigid body. Although more nodes and
faces are introduced to create the overlap, the total
computation time is still efficient. This approach
works well on long segments such as legs and arms
which have large “length vs. cross section ratios”.
But, for short segments such as those of the torso,
the overlap area is hard to design and the result is
seldom attractive.

The second method 1s to use a deformable model.



In a deformable model, the local coordinate for
each node is changed based on joint angles. Direct
function control is one way to describe the rela-
tionship between each segment node and joint an-
gle. Each node is assigned a function. Each degree
of freedom of each related joint is a parameter in
the function. This method gives maximum flexibil-
ity. Each function can be designed independently
from others. This characteristic also makes this ap-
proach difficult for modeling. A segment which has
two three-degree-of-freedom joints, will create six
parameter functions. Computation of these func-
tions also makes this approach the most expensive
model. As an alternative, a “two stage indirect
control model” is introduced.

Two Stage Indirect Control Model

In this approach, we separate articulated motion
and local deformation into two control levels. A set
of control points is introduced. The lower control
level is between segment nodes and control points.
For each segment node, there is a simple function
of one or more control points. These functions are
used to control the segment local deformations. In
a higher control level, the motion of each control
point is a direct function of the joint angles. The
flexibility advantage from the previous approach is
traded for computation time and easier modeling.

Free Form Deformation -
Lower Control Level

There is more than one way to implement the lower
control level. In our case, we choose B-spline based
free form deformation. Although free form defor-
mation was originally designed as a tool in model-
ing an object from a simple primitive [11], it can
also be used as an animation tool. In our case, we
implement a third order B-spline based free form
deformation. There are several nice properties ob-
tained by choosing free form deformation.

e Continuity and smoothness: As mentioned
above, this control level handles local deforma-
tions. Maintaining smoothness and continuity
becomes the main goal in this level. As we choose
third order B-spline functions, a C? continuity is
guaranteed [4].

o Relatively inexpensive in computation time: Gen-
erally speaking, the total number of control
points is much smaller than the total number of
segment nodes. This means that the total num-
ber of functions in the lower control level is much
larger than the total number of functions in the
higher control level. Simplifying functions in the
lower control level will significantly reduce the
computation time. A third order B-spline func-
tion is simply a second order polynomial func-
tion [4].

Control Mesh Design -

Higher Control Level

Since the free form deformation is not designed
for an articulated model, there are some undesired
properties which make control mesh design difficult.
In a deformable model, segments are classified into
two categories. Due to the different characteristics
for both groups, different design criteria are imple-
mented:

o Articulated segments: The segments in this
group, such as legs and arms, are similar to the
long segment in traditional articulated modeling.
That is, the distance between joints is large com-
pared to the segment cross section.

Since the distance between joints is large, the
articulated effect limits the bending deformation
in a small region. Therefore, when designing a
control mesh for an articulated segment, we need
more layers of mesh on the joint area. Fig. 9 and
Fig. 10 are the example of designing a control
mesh. In Fig. 9, a more dense mesh is put on
the knee joint position. When the knee is bent in
Fig. 10, the bending deformation is limited on the
joint area. Other areas only receive stretching (or
compression) deformation.

o Torso-like segments: This group, including torso
and neck segments, has a joint chain. Inside the
joint chain, the distance between two consecutive
joints is small compared to the cross section.

Due to this face, the soft tissue has the tendency
to smooth out the articulated effect. Therefore,
the whole segment receives bending deformation.
To design the control mesh, assigning a layer of
mesh to each joint is sufficient. As the joint angle
changes, the corresponding layers of mesh are ro-
tated. The problem in this group is with the cor-
rect joint location. As part of the characteristic
of spline curves, the joint position after rotation
is slightly off the correct position. This prob-
lem will be accumulated when applied to a joint
chain, such as the spine. To correct this problem,
a correction program is applied after each rota-
tion. Fig. 11 is a deformable upper torso which
uses an eighteen layer control mesh to simulate
eighteen joints.

Conclusions

Clearly, virtual humans are an important part of
many applications. Jack provides a flexible environ-
ment for the creation and manipulation of virtual
humans with both realistic appearance and behav-
ior.
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