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A Distributed Hash Table based Address Resolution Scheme for Large-
scale Ethernet Networks

Abstract

Ethernet's plug-&-play feature is built on its use of flat (location independent) addresses and use of broadcasts
to resolve unknown MAC addresses. While plug-&-play is one of Ethernet's most attractive features, it also
affects its scalability. As the number of active MAC addresses in the network grows beyond the capacity of
forwarding caches in bridges, the odds of "cache-misses," each triggering a broadcast, grow as well. The
resulting increase in broadcast bandwidth consumption affects scalability. To address this problem, we
propose a simple address resolution scheme based on an adaptation of distributed hash tables where a single
query suffices in the steady state. The new scheme is implemented on advanced bridges maintaining backward
compatibility with legacy bridges and eliminating reliance on broadcasts for address discovery. Comparisons
with a legacy, broadcast-based scheme are carried out along several metrics that demonstrate the new
scheme's robustness and ability to improve scalability.

Keywords
Network, Ethernet, DHT, flat addresses

Comments
Copyright 2007. Forthcoming from International Conference on Communications 2007 (ICC 200a7), June
2007, pages 6446-6453. http://dx.doi.org/10.1109/1CC.2007.1066

This material is posted here with permission of the IEEE. Such permission of the IEEE does not in any way
imply IEEE endorsement of any of the University of Pennsylvania's products or services. Internal or personal
use of this material is permitted. However, permission to reprint/republish this material for advertising or
promotional purposes or for creating new collective works for resale or redistribution must be obtained from
the IEEE by writing to pubs-permissions@ieee.org. By choosing to view this document, you agree to all
provisions of the copyright laws protecting it.

This conference paper is available at ScholarlyCommons: http://repositoryupenn.edu/ese _papers/219


http://repository.upenn.edu/ese_papers/219?utm_source=repository.upenn.edu%2Fese_papers%2F219&utm_medium=PDF&utm_campaign=PDFCoverPages

A Distributed Hash Table based Address Resolution
Scheme for Large-scale Ethernet Networks

Saikat Ray, Roch Garin and Rute Sofia

Abstract— Ethernet’s plug-&-play feature is built on its use of <SA,P1,T>. This entry is then used to make forwarding
flat (location independent) addresses and use of broadcasts todecisions for packetsestinedfor address SA—they are sent
Irzetf]O'Ve t“”kno"t"”ttMA? a?drfssesztwlh”e frf)'”@t"g.‘t'p'ay |IS'|itonZ of out on port P1 (such packets received on P1 are dropped).

ernet’'s most attractive features, it also affects its scalabty. As S : :
the number of active MAC addresses in the network grows beyond The main issue Ethernet faces when forwe_‘rdmg p,aCk?tS IS
the capacity of forwarding caches in bridges, the odds of “cache- What to do packets when there are no matching entries in the
misses,” each triggering a broadcast, grow as well. The resulting forwarding table. This is not only ainitialization problem, but
increase in broadcast bandwidth consumption affects scalability. very much also ateady-statene. Specifically, since the lack of
To address this problem, we propose a simple address resolution hierarchical structure in Ethernet MAC addresses pred b

scheme based on an adaptation of distributed hash tables where a . . S .
single query suffices in the steady state. The new scheme is imple-dress aggregation, without additional mechanisms the samb

mented onadvanced bridges maintaining backward compatibility Of entries in the forwarding tab'? of a bridge can grow Iiriy:ar.
with legacy bridges and eliminating reliance on broadcasts for with the number of addresses in the network. Size conssraint

address discovery. Comparisons with a legacy, broadcast-basedof forwarding tables [2] rapidly make this impractical inrde
scheme are carr’ied out along several metrics that demonstrate networks. As a result, forwarding tables usually keep only
the new scheme’s robustness and ability to improve scalability. activeaddresses. Entries are deleted (according to some policy)
| INTRODUGTION either when the forwardir)g table is full and.a_new entry needs
; ] to be stored, or when their AGE exceeds a limit so as to remove
_ Ethemet's popularity can to a large extent be attributed i9aje entried. The removal of entries creates the potential
its low cost and ease-of-use. In particular, its “plug-&yl for cache misseswhenever a bridge receives a packet for a
feature allows an Ethernet device to plug into a network argstination not present in its forwarding table.
become operational without the need for any configuratitWs T \when a cache miss occurs, a bridge broadcasts the packet
simplicity does, however, come at the cost of some loss §n a |ogical spanning tree that bridges maintain by runniteg t
efficiency and scalability. Specifically, it relies on twostin  Spanning Tree Protocol [1]. Broadcast packets are trateanit
choices: (i) use of flat (location independent) addresses afh all ports associated with the links of the logical spagnin
(i) broadcast-based resolution of the location of an umkmo tree, except for the port on which the packet was receivei Th
address. To understand their scalability implications, Us ensures that the destination end-host DA, if present in #te n
examine their role in Ethernet's operation (as per 802.1J» [1work, receives the packet. A reply packet from the destimati
Consider an Ethernet network comprised of several segmentssits in the creation of a new DA, PORT, AGE > entry in
each with a number of nodes (end-hosts). The Network Intgfe forwarding tables of bridges on its path. This entry isnth
face Card (NIC) of each end-host is identified through a “burnyyajjaple to forward subsequent packets destined for DA.
in” and globally unique 48-bit MAC address. Each segment is For a given forwarding table size, as the number of MAC
a broadcast medium where NICs see all paCketS transmitteddaaresses in the network begins to exceed the number ofgntri
the segment. Segments are inter-connected thrbrghesthat i the forwarding table, a bridge will have to delete inciagly
ensure delivery of (a single copy of) packets to end-hostisl¥e recent entries to make room for new active addresses. In
ing on a segment, and prevent unnecessary packet transnsissgeneral, as the number of addresses increases, so do themumb
to other segments to the extent possible. This requiresif@t  of cache-misses. Ultimately, a bridge may enter a “thraghin
receiving a packet, an Ethernet bridge be able to determiggyde where entries are deleted before they can be used to
at mostone port on which to forward the packet. For thisforward the next packet to that address. As a result, theor&tw
purpose, each bridge builds a forwarding table where entrigxperiences a growing steady-state fraction of broadcafict
consist of triplets of the forrc MAC AddressPORT, AGE>.  \hich consumes network bandwidth and affects scalaBility.
Populating the forwarding table is carried out based on thgjs s hardly ever an issue in Ethernet's original deplogine
sourceaddresses of packets that a bridge receives. Specificafyntext—Local Area Networks (LANs) with a relatively small
upon receiving a packet on port P1 with a previously unknowiumber of nodes and typically abundant bandwidth—and its
source address SA, the bridge creates an entry of the fogghvenience far outweighed this potential scaling defigjen
Saikat Ray is with the Department of Electrical Engineeridgjversity of Recently, there has been renewed interest in larger Etherne
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) . . Advanced Bridges
eas e.g., Metropolitan Area Networks (MAN), involving many < A
more nodes, so that bandwidth is more expensive. Addressing a
the potential rise in broadcast traffic to mitigate its imipao w
scalability is therefore of interest. There have been psajmo
aimed at enhancing Ethernet and improving its performance i
a MAN environment. We review some of them in Section II,
but none fully address the scalability problem caused byemor b
Trequem broadcasts as the number of nodes (MAC addressi—%&)l. A typical network composed of advanced and legacygesd shared
increases as may be the case in an Ethernet MAN. medium segments and nodes.
In this work, we develop a distributed mechanism which
altogether avoids the use of broadcasts in cases of cacstm}sn_l broadcasts in cases of cache-misses, fundamentally imgrov

The mechanism allows bridges to rapidly “learn” the locatioginernet's scalability while retaining its plug-&-play tuze.
of any MAC address, and hence the appropriate forwarding

decisions, without resorting to broadcasts. This is addev
by storing the location of MAC addresses in a distributed We start this section with a brief description of termingjog
hash table (DHT), with the ability to retrieve the locatiorfi\n advanced bridges a bridge that implements the proposed
of an unknown address from the DHT using a single que,%stributed address resolution mechanisntegacybridge is a

The scheme is scalable in the sense that the expected storfifig€ that performs traditional broadcast based address-r
requirement at a bridge is “constant” independent of tHgtion. A legacysegments a part of the network (a connected
network size. Further, the bulk of the storage requiremdnt 8ubgraph) that does not contain any advanced bridge. Legacy
the DHT scheme is on the “control path”, which typicallygégments operate according to the standard Ethernet ptotoc
relies on cheaper and slower memory than data path formgrdiffithough advanced and legacy bridges work  differently, it
tables. Unlike the proposal in [3], we do not eliminate this critical that the former bebackward compatiblevith the
broadcast service of Ethernet; it is the unintended brostdcalatter in the sense of all data packets being delivered ctiyre

of unicast packets that we reduce; a native broadcasthastti 'egardless of how advanced and legacy bridges are placed in
packet is still forwarded throughout the network. Thus odhe network. Thus we consider a network consisting of both
scheme is backward-compatible. Note that the addressdacatddvanced and legacy bridges connected in an arbitrary manne
mechanism we use for MAC address resolution can easily 8&-» the hybrid network shown in Fig. 1.

applied to eliminate reliance on broadcast in other addresd\Next, we review packet forwarding operation in a hybrid
resolution schemes, e.g., ARP queries. network using as a reference the network of Fig. 1, which

Il. RELATED WORK consists of three legacy segments connected by advanced

Mitigating the impact of Ethernet's flat addresses on fopridggs. S(_ection lV_ discusses the exact mechanisms gsed in
warding table size has until now been dealt with primarily b galizing this behavior. In steady-state, packets in sucjimid

controlling the size the of the network itself. One such apph etvx{ork' are forwardeq as follows: If both the source and the
is throughVirtual LANs(VLANSs [4]), where an additional field destination nodes _re5|_de on the same legacy network segment
in the packet header, the VLAN tag [5], is used to partitio ?1 nodefsz anddl_) in Fig. 1(,jthen packetls folloxv the sta_ndard

a single large Ethernet network into multiple networks; on thernet forwarding proce ures, 1.€., along t € spanniag t
for each VLAN. One disadvantage is that nodes in differefl the segment; advanced bridges do not get involved. If the

VLANs cannot directly talk to each other. Another commorource and destination nodes reside in different segmenys,

technique is to restrict the network topology e¢dge bridges nqgesil?r:]dt?’ the (E)a.(;lf[etﬂ']s fw;t dell\:jeLe% to fthe adr\l/anced
connected by theore bridges, where end-hosts connect onl rdge atforwards it to the advanced bridgt from where

to edge bridges. Using so-called MAC-in-MAC (MiM) [6] t finally reaches nodel. To facilitate consistent forwarding
encapsulation at edge-bridges, core bridges then only teed "O"9 the Iegacy_ bridges in a legacy segment, when two or
maintain forwarding entries to edge-bridges—a much small ore advanced bndges attach to a legacy segment pnly one1s
set: i.e., the burden of large forwarding tables is shifedhe allowed to send/receive packets to/from other segmeritsath

edge-bridges. A more detailed discussion can be found in [%Enced bridge is called the *designated advanced bridgifieof

)
a

IIl. SYSTEM OVERVIEW

The above schemes, while important in practice, still re _gment. (It is possible to allow multiple_designated adedn _
on broadcast whenever a cache-miss occurs, and do not f dges per legacy segment, but this introduces substantia

damentally improve Ethernet’s scalability: they simplyher added comple>_<ity to prOPer'y deal with all combinatio_ns of
limit the network size (VLANS), or shift the burden of havingp"’mket fprwardmg gcenarlos.) Note that such a selection ca
large tables to a subset of nodes (MiM)Moreover, they be readily accqmpllshed following anyone from _a_number of
require extensive configuration, and hence move away frofjpndard “election” schemes, e.g., [7]. Upon receiving ekpa

the plug-&-play design of Ethernet. Our solution, on theesth originating on th-e legacy segment t_o which it is attacheq,
hand, introduces no topological restriction, and by avuidi the ingress” designated advanced brldgfa must then datermi
the destination or “egress” advanced bridge connecteddo th

3Fundamentally, the scalability of MiM schemes are equallyrpoo (legacy) segment where the destination node resides. This



determination is a key step in the operation of advancedjbsgd °
and as we shall see is performed without resorting to brasidca ° Legacy LAN
in most cases.

IV. DETAILED DESIGN
o Fig. 2. View from an advanced bridge for encapsulated pacledch legacy
A. Backward Compatibility segment acts like a shared medium link.

Backward compatibility requires correct forwarding of aat
packets without changes to legacy bridges. There are many o
options for ensuring backward compatibility. We choose a [0
simple mechanism, which relies on advanced bridges drgppin AG Legacy EN
all legacy control packets, i.e., the Bridge Protocol Datzits) ° ° rdae %7 "

£

B

Designated

(BPDUS). In other words, advanced bridges behave like end- Advanced

Bridge Segmer

systems and do not participate in the spanning tree pratocol
Thus, in a legacy segment a spanning tree is constructed
that connects the legacy bridges, but does not extend acrogs3. View from the legacy bridge. It cannot distinguisttbeen case 3(a)
advanced bridges. This effectively allows advanced bsdge mz:g a Sdr?:r'ggar;iddigdi‘;aggﬁges{'e(égfo o g%’;”rﬁ‘:ted o the pdrtase 3(b)
partition legacy segments. In fact, a legacy segment canb@ow

defined as follows: if two legacy bridgesand B do not remain ) . ) ]

connected after all the advanced bridges are removed frem th 1he latter is achieved by having advanced bridges rely on
system, them and B reside on two different legacy segmentsMAC-IN-MAC (MiM) encapsulation [6], as illustrated in Fig.
else, they belong to the same legacy segment. By default, 2#PPOSe that an advanced briddewith MAC addressa and
end-host directly connected to an advanced bridge forms® @dvanced bridg& with MAC address§ are connected to
legacy segment of its own. Thus the network is composed € same legacy segment. In order to forward a (transit) gtack
legacy segments connected by advanced bridges. Sectién {2 @dvanced bridgé3, the advanced bridgdl uses an encap-

(a) Actual topology. (b) View from the legacy bridge.

describes how this ensures backward compatibility. sulation header with the source address and the destination
addresses set ta and 3, respectively. The legacy segment
B. Start-up then forwards the packet froml to B using its standard

A boot-up or restart process in the network begins witfPrwarding mechanisms, and both advanced bridges view the
legacy bridges within each affected segment forming cotinec legacy segment simply as a shared medium segment (cf. Fig. 2)
ity among them by running the standard spanning tree pratoco Packet exchanges between legacy segments occur through
Because advanced bridges do not forward BPDUs, each legtt§ segments’ designated advanced bridges that encapsulat
segment forms a separate spanning tree “in parallel” agfid decapsulate packets originating from and destinedeo th
reasonably fast because of the relatively small size ofiddal segments. In other words, the designated advanced bridge
segments. The bootstrapping of advanced bridges proceed§ncapsulates packets originated from its legacy segnjeart(s
parallel. However, notice that in order for advanced briigdeaded for “external” destinations, before forwardingntht®
to begin exchanging information, there must be connegtivithe appropriate advanced bridge (see Section IV-D and Sec-
between them, i.e., either through direct links or throughon IV-E for details on how this advanced bridge is identjie
legacy segments. In the latter case, since legacy bridgeeido Conversely, the designated advance bridge of a legacy sggme
forward packets while computing the spanning tree (i.eta daeceives (encapsulated) packets from nodes outside theesig
packets are dropped during this period), intermediate ciegadestined to nodes in the segment, and performs the necessary
segments must have converged before data can be exchangegapsulation before forwarding the packets on the segfoent
Once connectivity is available, we assume for brevity tHht docal forwarding and delivery.
advanced bridges become aware of each other after a shert tim To see how the proposed encapsulation/decapsulation thetho
e.g., by means of announcements to a well-known multicagerks seamlessly with legacy bridges, consider the scenari
group ALL_ADVANCED _BRIDGES. This ensures that they areshown in Fig. 3. The legacy bridge is connected to two
in a position to forward data to each other, e.g., by runnirgfvanced bridges| and B, and B is the designated advanced
a spanning tree protocol among them or through some ottigidge for this legacy segment. Thus, the legacy bridgeivese

means that are beyond the scope of this paper. packets from all nodes outside this segment on this poresinc
_ those are first sent t@, the designated bridge for the legacy
C. Encapsulation segment, which decapsulates them before forwarding theém on

In order to ensure backward compatibility without imposinghe legacy segment. Thus, the legacy bridge views this port
topological constraints, legacy bridges must be able tavdod as connected to a shared medium segment on which all those
packets sent by advanced bridges. This applies to both sackedes are attached. In other words, the legacy bridge cannot
destined to and originating from a legacy segment, as waélktinguish between packets originating from nodes dyect
as packets that need to transit (from one advanced bridgeattached to this shared medium segment, and (externalgtsack
another) through a legacy segment. that transit throughB.



The equivalence of these two views from the standpoing., to the registrar whose ID @dosesto the scrambled version
of a legacy bridge shows that the system remains backwardthe MAC address to be registered. If the minimum is not
compatible in the sense of delivering data packets cowrectinique, one of the minimizers is chosen in a deterministic
without changes to legacy bridges. Similar schemes are afashion. Thus, the registrar of given a MAC address can
used in RBridges [8]. be unambiguously identified. This particular hash function
, , . consistent[9], which helps in fault localization. In particular,

D. MAC Address Learning and Registration if a registrars fails, then only two other registrars withjaaeknt

The essence of the proposed mechanism is that designate gre affected.
advanced bridges learn which MAC addresses they are responge note that in practice# could be configured based on
sible for, andregister them with other advanced bridges togome policy. Note also that we do not specify the exact form
facilitate their subsequent retrieval. In particular, thechanism gf the functiond(., .); an optimal selection of this function is
relies on two different roles that a bridge can assume; namedtside the scope of this paper. The scrambling functiohis
the owner and theregistrar of MAC addresses. The ownerincluded in the computation to ensure that MAC addresses are
of a MAC address is simply the advanced bridge that is thgssjgned” to registrars as uniformly as possible. With adjo
designated bridge for the legacy segment where the addrgggambling function, MAC addresses are assigned to differe
resides. The registrar, on the other hand, is an advancederiregistrars with uniform probability. In such a situatiorgch
where MAC addresses are registered together with the tgtent,iegistrar stores, on averag®,/M MAC addresses wherd' is
(address) of their owner bridge. Not all advanced bridge=inetne total number of MAC addresses present in the network and
to assume the role of a registrar; registration is done only 9/ is the number of registrars. This is comparable, again under
advanced bridges that agree to act as a registrar. the assumption of a uniform distribution of MAC addresses, t

Each advanced bridge maintains 4 tables: a forwarding tal}& size of a bridge’s own owning table. In other words, when
in its data path, and peertable, amwningtable and aegistrar 4| advanced bridges are registrars, a registrar storestabice
table in its control path. A registrar bridge maintains &0t the amount of storage it would need if it was not a registrar.

table in the control path, theegistration table. _ More generally, when a fraction of advanced bridges are
The forwarding table is similar to that of a legacy bridgedanggisirars, the increase in storage at each registrar istao.

populated either by observing transiting encapsulated @6 W e registrar maintains an age for each entry. Under normal

as unencapsulated packets, or by making queries as de5Crih&arations, the owner advanced bridge regularly refreshes
in Section IV-E. The peer table holds forwarding informatio e istration of its active MAC addresses by sending refresh

for advanced bridges present in the network—i.e., the add,“?égistration messages to the corresponding registragésid
and port to be used to send a packet to that advanced bridgé.

The owning table is populated by observing unencapsulated
packets from the segment for which the advanced bridge is the MAC Address Lookup
designated bridge The registrar table holds the set oftragis When a designated advanced bridgereceives a packet
bridges. Entries in all tables are subjected to an aginggasmc whose destination MAC addresds not in its forwarding table,
In general, the aging process used for the forwarding talalg minstead of broadcasting the packet, it uses Eq. (1) to coenput
differ from that used for other tables. the ID of the registrar for that MAC address, say, and

An advanced bridged registers each MAC addressin its simply sends the packet (encapsulated)BtoUpon receiving
owning table by sending a message to a specific regiftfaj this querypacket and decapsulating it, the registrar performs a
identified through a universally known functid®(-). Only one MAC address destination lookup in its registration tabfethé
message needs to be sent for all MAC addresses with a comnaddress is present, it both forwards the packet (encapsi)lti
registrar. Upon receiving such a message, regisifar) adds the owning advanced bridgg of the destination MAC address
the associatiorc x, A, AGE > to its registration table. and immediately sends a messageltootifying it thatC'is the

R(-) depends on the IDs of the registrar bridges stored in thevner advanced bridge of MAC addressDesignated bridge
registrar table. For example, le¢ denotes the set of advancedA then adds this new association to its forwarding table, and
bridges that have agreed to act as registrars @ndhe set of from this point onwards directly sends to advanced bridge
MAC addresses. Supposé; is the ID of registratAB, (€ %), packets (encapsulated) destined forNote that this changes
andd : Zx 2 — RT denotes a proximity function between arthe forwarding decision frood — B — C to A — C. So
advanced bridge ID and a MAC address,(The proximity is there is a slight chance of packet reordering, which we agsum
not topological; it is in the space of ID’s.) Finally, Iét: 2° — to be small enough to be acceptable under normal scenarios.
2" be a “scrambling” function./((-) is also a hash function, but  Note that, unlike the schemes proposed in [10,11] where a
we use the name “scrambling” function féac-) to distinguish packet goes through potentially several nodes until it meac
it from R(-)—the universally known hash function.) Then armne node with the knowledge of the destination, in our scheme
advanced bridge that owns a MAC addressegisters it with the query is sent directly to the bridge that knows the lacati
the registrar whose ID is of the unknown MAC address. This is because we assume that

B . each advanced bridge knows tleatire set of registrars#
R(z) = a:%il;l d(M;, h(z)), @) (stored in the registrar table). This is a reasonable assamp



in our environment, but not when considering an Internelesc  3) Source and Destination on Different Segments Connected
network as is the case in [10, 11]. by Different Advanced BridgesConsider node$ and d in

If the registrar does not find an entry forin its registration Fig. 1. If A knows (from its lookup table) that resides on a
table, e.g., the owner bridg€ has not yet registered it orlegacy segment for which is the designated advanced bridge,
the entry was aged out, then it multicasts the packet to #lisends the packet (encapsulated)Zpwhich in turn delivers
advanced bridges, including the advanced bridgthat asked the packet tod. The case whereB does not know that it
for the MAC address association in the first place. Howeveswns d is discussed with other similar “error” scenarios in
upon receiving this broadcast “reply”, advanced bridgevill Section IV-G. If A does not know aboud, it again queries
notredistribute it back on the local segment to which the sourtiee corresponding registrar. As before, this results ifegit
MAC address resides, hence avoiding packet duplicatesisn tfeceiving a reply from the registrar tha® is the owner of
segment. All other designated bridges will, however, deaap d, or getting a broadcast packet back from the registrar. én th
late the broadcast packet and further broadcast it on their ofirst case,A updates its database and start directly forwarding
legacy segments. This broadcast provides the necessarypooto B packets destined td. In the second case{ sends the
process to discover new destination nodes. packet to every legacy segment for which it is the designated
F. Correctness of Packet Forwarding bri_dge except the segment on which th_e soubcessides. Sin_ce

_ ) ) ) ~d is not in any of those segments, this does not result in the

We review different possible packet forwarding scenariqsyciet reaching its intended destination. Howedalso gets
and show that in each case the destination node receives f¥broadcast packet from the registrar and forwards it tmgo
and only one copy of a packet. We consider three differepiyacy segments for which it is the designated advanceddrid

cases: (i) both the source and the destination nodes reside fnce, the target destinatidrultimately receives one and only
the same legacy segment, (ii) the source and the destinaigfy copy of the packet.

nodes are on different segments, but a single advancedebridg
is the designated advanced bridge for both of them and (i®. Pathological Scenarios
the source and the destination nodes are on different segmen|n this section, we review a number of error scenarios that
with different designated advanced bridges. can arise because of failures or state mismatches between
1) Source and Destination on the Same Legacy Segmeridvanced bridges, e.qg., differences in timers or agingciasi
Consider nodes andb in Fig. 1. If the legacy bridges in the ysed across the various tables maintained by advancedebridg
segment have an entry for MAC addressthe packet goes 1) Synchronization MismatchSince the owner and the
directly to nodeb. If one or more of the legacy bridges do notegistrar age table entries independently, it is possibé an
have an entry fob in their forwarding tables, then the packeentry is still stored at a registrar, but has been removeth fro
might be broadcast on the legacy segment. In both cases ntike owner. In such cases, a registrar might redirect padkets
b receives the packet. Now note that whether or not the packehode that does not know how to deal with them. A similar
is broadcast, the designated advanced bridgmay see this scenario arises when an advanced bridge forwards a packet to
packet as well. IfA knows (according to its owning table) thatanother advanced bridge based on entries still cached in its
it ownsb, then it drops that packet since it then concludes thaforwarding table, while the owning bridge has aged out the
anda both are residing on the same legacy segment. Howevesyresponding entries from its owning (and forwarding)léab
if A does not know aboub, then it queries the appropriate We follow a simple rule to deal with such situations. An
registrar as mentioned in the previous section. Sida@vnsb, advanced bridge that receives an encapsulated packetngarry
it is likely that b wont be registered at the identified registramn ultimate destination address it does not know, forwanés t
and as a result the packet may be broadcast to the entirenketwmacket onto the legacy segments for which it is the desighate
and come back tel. However, sinced knows at this point that advanced bridge and sends out an error message to the origi-
a belongs to this legacy segment ands the source of this nating advanced bridge. Upon receiving the error messhege, t
packet, it does not deliver the packet back to this segménis T originating advanced bridge deletes the entry from all #she
b does not get a duplicate packet. (if the entry still existed).
2) Source and Destination on Different Segments Connecte®) Unavailable Registrar:If a registrar nodeA becomes
by a Single Advanced Bridge€€onsider nodes andc in Fig. 1. unavailable (i.e., the node is either down or disconneateuh f
If A knows aboutc (from its owning or forwarding table), it part or all of the network), then it is removed from the regist
simply forwards the packet to the appropriate port. HoweWer tables of all the nodes that cannot rea¢thThe detection can
it does not know about, then it again queries the correspondin@pappen in a number of different ways, e.g., when an advanced
registrar. This may either result in receiving a reply fronet bridge does not receive a reply to a query, and triggers an
registrar thatA itself is the owner ofe, or as in the previous update of the registrar table. This might in turn result in a
case the packet may come backAms a broadcast packet. Inbroadcast message to all other bridges. Similarly, an owaer
both casesA broadcasts the packet to every legacy segmengtect a down registrar after sending a registration retcpred
where it is the designated bridge except the segment where tike similar actions. A liveness mechanism between adwance
sourcep, resides. Thus, nodereceives one and only one copybridges in the form of hello messages will typically also be
of this packet. used and provide another detection capability: if hellaes raot



received from an advanced bridge for some period of time, it packets that are = 10 ms apart and are acknowledged by the
considered dead. Note that none of the active flows are affectlestination after 1 ms. ThereforeAn packets are generated
by the demise of a registrar since their entries are alreadyper second. Both the number of addressésand the session
the active cache of the corresponding advanced bridges. size, n, are varied across simulations. These scenarios are
After a registrar node is determined to be unavailable, tht necessarily meant to emulate actual traffic patterns, bu
universally known functionR(-) is modified by purging the instead to allow us to systematically explore performarace]
dead registrar node from the s#t During the time the function in particular sensitivity to broadcast traffic. The main rieet
R(-) is being modified, or when the advanced bridges do not yef interest is the ratio of measured network load to gendrate
know that one of the registrars is down, packets may be semwitwork load that are in units dihk-usagei.e., the cumulative
to it, which will be dropped. Such occasional packet dropaumber of links traversed by packets. The measured network
while unavoidable, can be minimized with rapid detectiod arload indicates how many links have actually been traversed b
proactive notification of a down registrar node. a packet, whereas the generated network load indicates how
3) Unavailable Owner:If an owner advanced bridge diesmany linkswould havebeen traversed if no address resolution
or loses connectivity to a set of other advanced bridgegas needed. For the DHT scenario, the network load also
then all the end-nodes it owned become unreachable to th@sstudes the overhead of sending periodic registrationsagss
advanced bridges. Eventually all the corresponding enine (only incremental changes are sent). The default size of the
other bridges (advanced and legacy) will be deleted thrdbigh forwarding table is 100 and that of the registration and mgni
aging process. Alternately, any node that detects any (Qwngbles (in the DHT scenario) are 1000. A small forwardindeab
registrar, or designated) advanced bridge as dead can-prgs@duces a realistic number of cache-misses with a reaonab
tively send a broadcast message that removes the entries fiew packet arrival rate and number of MAC addresses, allgwin
all the advanced bridges containing the dead node. In additiys to evaluate the relative merits of the schemes without the
advanced bridges connected to legacy segments for which ieed for very long simulations. The effect of varying the
dead bridge was the designated advanced bridge trigger thevarding table size is explored in Section V-D. Note that

election of a new one. larger registration and owning table sizes are not unressien
since they reside on the control path where memory is slower
V. PERFORMANCEEVALUATION and, thus, cheaper.

This section compares the performances of the proposed and
the legacy schemes. We show that the proposed scheme ind@e®eduction in Network Load

significantly reduces broadcast load, and more importantly\wwe first study the scalability of both schemes by varying
that its performance is relatively insensitive to varioystsm ' the number of MAC addresses present in the system. The
parameters such as cache sizes and traffic patterns. session size is set to= 1, i.e., a random traffic pattern that is

A. Simulation Environment expected to exacerbate cache misses and stress the impact of
address resolution broadcasts. This is demonstrated indEig

28 NV increases the impact of broadcast traffic grows rapidly

in legacy systems, even if it eventually levels off (whenrgve
packet results in a cache miss). In contrast, the DHT scheme

the network consists of\/ = 30 bridges. All of them are
. . . exhibits a much more progressive traffic increase becauge of
advanced bridges in the DHT scenario and all are Iegacydmdq
ower reliance on broadcasts.

in the legacy scenario. In the DHT scenario, advanced b$|dge

register the MAC addresses they own once every 100 ms.

reduce control traffic, only differential registration wgids are C Effect of Session Length

sent. In both scenarios, the network boots up with emptyegabl This section investigates the impact of the session length,
(caches), which are populated as the simulation progre¥hes We repeat the previous scenario, but with session length5.
Least Recently Usedolicy is used as the cache replacemetite., now 5 consecutive packets spaced 10 ms apart cosstitut
strategy with each cache entry aged with 10 ms granularity.session. The results are plotted in Figure 5(a), again as a
Cache entries are refreshed each time they are the target ofunction of the number of addresseég, As expected, the longer
address lookup. The maximum age of the entries is more thseession size helps reduce the broadcast load, but newesshel
10 sec, the duration of each simulation, so that the reseflesct we see that those benefits apply equally to both schemes (a
cache misses due to cache-overwrites. Shortest path fdirvgar reduction in load by a factor of approximately 2), with the
between the bridges is used in both cases for a fair compearisDHT scheme still significantly superior.

Traffic is generated in the form afessiondetween source and To further explore the impact of session length, we simulate
destination nodes. The session arrival process is takeretonext a system with a fixed number of address€éss 50, 000,
Poisson with ratex = 5000 (for the whole network), with but varying the session size, as shown in Fig. 5(b). The re-
source and destination MAC addresses selected in most casdsng behavior is interesting if not completely surpmigi Asn

with uniform probability among all addresses present in thaitially increases, the fraction of the network load cdmtited
network. In each session, the source generate®nsecutive by cache miss related broadcasts decreases as expects, sin

The simulations are conducted using an in-house packdt leve
simulator. Each data point is obtained by running the sitoula .
for 10 sec of simulation (virtual) time. Unless stated ottise,
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Fig. 4. Reduction in network load. Fig. 5. Effect of different session sizes.

the cache entry created by the first reply packet is now levédrelow pT', cache misses occur, each resulting into a broadcast,
aged to avoid broadcasting subsequent packets in the sessand thus increasing the network load. However, each breadca
This behavior, however, reverses asincreases further. For itself also increaseg since the packets that did not go to a
larger values ofi, the fraction of traffic attributable to broadcasbridge before now goes there, increasing the rate of newecach
traffic starts rising again. The (conjectured) explanatfon entry creation, and thus increasipgor that bridge. However,
this behavior is that as grows, so does the overall trafficthis increase irp in turn increases the rate of cache miss due
intensity in the network, and in particular the average nembto the increased difference between the cache size gdnd

of activesessions. This is because, the session arrivalxate Thus a positive feedback effect takes place due to which the
kept fixed, while the session duration, as measured thraughfractional network load increases very rapidly. Howevéis t
increases. As a result, the number of active sessions g&sedncrease inp is bounded above since a packet goes to at most
with n, and eventually exceeds the capacity of the cache sizeadlthe bridges in the network. Past this point, as the caidee s
that entries created for new sessions actually push-ouieentdecreases further, the network load still increases duéeo t
associated with still active sessions. This in turn triggan difference inpT and the cache size, but it ultimately reaches a
increase in broadcast traffic, as each session now triggers mmaximum (when almost every packet is broadcast) as the cache
than one broadcast instance. Both DHT and legacy scherse® is close to 0. Finally, note that the difference in fiazal
exhibited this behavior, but again because of its lesseanet network load between the legacy and DHT scenarios in the
on broadcast, the DHT scheme was much less sensitive to taigie cache regime occurs due to the (possible) broadcast of
phenomenon. the first packet of a session in the legacy scheme.

To confirm our findings, we repeated the experiments with a\We confirmed our findings by repeating the simulation with
forwarding table 0200, and observed the same behavior except = 10000. We observed the very same behavior, but the
for a shift in the location of the inflection point that ocoedr threshold shifted to 280, instead of 160. We omit the plot due
atn = 9 instead ofn = 3. We omit the plot due to spaceto space constraint.
constraint.

E. Effect of Number of Destinations

D. Effect of Cache Size In the traffic model used so far, all end-hosts are potential
We explore next the effect of different forwarding cachelestinations of the packets. We now explore the effect of
sizes, which we vary from 20 to 1200 witlv = 50,000 having only a few end-hosts as destinations or traffic sifike.
and n = 5. The results are reported in Fig. 6 and showimulation results are reported in Fig. 7. Here, the numlfer o
that performance improves for both schemes as the cache slestinationsy, is varied from 5 to 2500p = 5, N = 50, 000;
increases, with a threshold beyond which further increasasd the size of the forwarding cache is set to 100. For very
offer only limited benefits. The presence of a threshold & ttsmall »—in particular forrv = 5 and25—the legacy scheme
legacy scenario is not unexpected as the following quii@at performs better. In this regime, the destination addresses
explanation shows. Letbe the (average) rate with which a newalways present in the forwarding cache, and furthermore the
entry is pushed downwards in the cache of a bridge by the n&aw cache churning rate also ensures that the source adafress
entries. l.e.p is the rate of “new” (not already in the cache) session’s first packet can be entered in the cache anda@tain
packet arrivals at the bridge. Also 1&t be the time between so that it is available for the returning ACK to use. Thus ¢éher
when a cache entry is created by an ACK packet and whisnhardly any broadcast in this regime. Since the legacyraehe
the next packet in the session arrives at the bridge. Clethy has no overhead other than broadcasts, it behaves bettethtiha
cache-entry made by the ACK packet will go downwards aboDHT based scheme. However, the legacy scheme quickly loses
pT positions within this time. If the cache size is more thdh this advantage with increasing v = 50 already behaves as
then the cache entry is retained when the next packet aaivés when all end-hosts are potential destinations. In thismegthe
no cache-miss occurs. But when the cache size is reducdjl (jeache already experiences some thrashing and a large number
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Fig. 6. Effect of Cache size. Fig. 7. Effect of number of destinations. Fig. 8. Effect of an advanced bridge going down.
of packets are broadcast. The DHT based scheme, is again less VI. CONCLUSION
sensitive tov. This paper proposed and evaluated a simple address res-

olution mechanism aimed at reducing Ethernet's reliance on
broadcasts to resolve unknown addresses. The scheme & base
F. Effect of an Unreachable Advanced Bridge on a simple adaptation of distributed hash tables that esabl
As discussed in Section IV-G, there are several error con@ddress resolutions using a single query. Advanced bridges
tions for the proposed mechanism. Due to lack of space, i used to implement the scheme in a manner that remains
only show the effect of an advanced bridge going down. backward compatible with legacy Ethernet. The mechanisms
We run an advanced mode simulation with — 50000, and protocol implemented at advanced bridges were outlined
n — 5. After the simulation time has reached about 400 mg\nd the performance of the scheme was evaluated along kevera

we shutdown one of the bridges, As a result, all the packets metrics and compared to that of legacy bridges. The results
sent toA are lost. In particular, query packets sent4are not showed that the approach was successful in substantially re

replied back. When a nodB who sent such a query does no{jucmg broadcast induced network load in networks invajvin
receive a reply before a timeout, it decides that the remjiser a large number of addresses. More importantly, it was robust
down. For simplicity, we use a “one strike out” rule; in priaet across a broad range of configurations in terms of cache sizes

usually more than one lost query will be used to arrive at su d traffic patter_n_s. '_I'he_re_ are clearly many missing details
a decision. After deciding that the registrar bridge is dow efore a full specification is in place, and additional eatibns
bridge B sends a multicagtushmessage to all other advanced'® in order, but the approach appears to offer a promising

bridges. BridgeB and every bridge that receives this ﬂusrglrectlon for extending Ethernets scalability while peesing

message remové from their registrar tables and recompute thgS plug-&-play nature.
new registrar for the addresses that were registered. tafter

that, new registration messages are sent out for thosetedfec

addresses. Since all these events, including the sendingvof [L] Media Access Control Bridge¢EEE Std. 802.1D, 2004.

istrati ithi hort ti . [2] K. Pagiamtzis and A. Sheikholeslami, “Content-addrelsanemory
registration messages, occur within a very short ume FEI’IO (CAM) circuits and architectures: A tutorial and survelZEE Journal

the network load surges when this happens. The correspgpndin of Solid-State Circuitsvol. 41, no. 3, pp. 712-727, March 2006.

simulation results are reported in the upper subplot of &ign  [3] A Myers, T. E. Ng, and H. Zhang, “Rethinking the servicedeb Scaling
his fi th bout 17 ms afteis shutdown ethernet to a million nodes,” IACM SIGCOMM Workshop on Hot Topics
this figure, the surge occurs abou utdow in Networking November 2004.

and lasts for less than 1 ms. The initial delay depends on whe# Virtual Bridged Local Area Network§EEE Std. 802.1Q, 2003.

a cache miss occurs for a destination address for wHistias [5] M. Ali, G. Chiruvolu, and A. Ge, “Traffic engineering in mretethernet,”
IEEE Network pp. 10-17, March/April 2005.

the registrar node. Provider Backbone Bridge$EEE Std. 802.1 ah, 2006, draft.
The surge in the network load can be avoided by randomly] J. Moy, "OSPF version 2,” Internet Engineering Task Ror&FC 2328,

delaying the flush message to other nodes or registration mid Apr. 1998.
i

. . “Transparent interconnection of lots of links (trifl)[Online]. Available:
sages. However, the cost of such a random delay is that dur http://vSww.posteI.org/rbridge/ (g ]

this time some nodes still may send query packets (whicl8] D. Karger, E. Lehman, T. Leighton, M. Levine, D. Lewin, aRd Pan-
contain data) toA that are lost. This trade-off is shown in igrahy, “Consistent hashing and random trees: Distributaching pro-
. . tocols for relieving hot spots on the world wide web,” Rrroc. STOC
Fig. 8, lower subplot. Here we used a random delay uniformly 1997,
distributed between 0 ms to 20 ms. Clearly, the surge h@s] M. Caesar, M. Castro, E. B. Nitingale, G. O’Shea, and Awgtron,
; ; “Virtual ring routing: Network routing inspired by DHTSs,"ni Proc.
reduced almost to the normal level. The perlqd of high load SIGCOMM September 2006,
now lasts for about 20 ms, as we expe_ct. In this case, 6 QU M. Caesar, T. Condie, J. Kannan, K. LakshminarayananStaica,
packets were lost compared to the earlier case where only one and S. Shenker, “ROFL: Routing on flat labels,” ffioc. SIGCOMM

query packet was lost. September 2006.
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