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Stability of Adaptive Congestion-Controllers for High Bandwidth

Connections

Abstract

In this paper we use fluid-models to look at the adaptation of congestion-controllers to achieve higher
throughputs and utilizations in high bandwidth connections. We first parameterize the congestion-controllers
using a parameter called the multiplicative decrease parameter and study the adaptation of the congestion-
controllers in terms of adapting this parameter. We then linearize the system to study the local stability
properties and provide design rules for choosing the parameters of the congestion-controllers. We assume a
general network topology and arbitrary round-trip delays in the analysis. Simulations that show the
throughput increase that can be achieved using such adaptive congestion-controllers are also presented.
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Abstract

In this paper we use fluid-models to look at the adaptation
of congestion-controllers to achieve higher throughputs and
utilizations in high bandwidth connections. We first param-
eterize the congestion-controllers using a parameter called
the multiplicative decrease parameter and study the adapta-
tion of the congestion-controllers in terms of adapting this
parameter. We then linearize the system to study the local
stability properties and provide design rules for choosing
the parameters of the congestion-controllers. We assume
a general network topology and arbitrary round-trip delays
in the analysis. Simulations that show the throughput in-
crease that can be achieved using such adaptive congestion-
controllers are also presented.

1 Introduction

Designing robust congestion-controllers have been an ac-
tive research area in the Internet community [1, 2, 3, 4].
The users are associated with an utility function and the
congestion-control problem is cast as a convex optimiza-
tion problem. The steepest ascent algorithm to this convex
optimization problem then acts as the congestion-controller
for the user [1, 2, 3]. As a result, the congestion-controllers
are modeled as ordinary differential equations with time-
delayed feedback. The most common congestion-controller
in the current Internet is the TCP congestion-controller. A
TCP user (or congestion-controller) uses a window-flow
control algorithm to implement its congestion-controller.
The sender sends packets into the network which gets
marked (or dropped) when a router detects incipient con-
gestion. The marked or the dropped packet acts as the feed-
back from the router. The mark is then echoed back by the
receiver to the sender. The sender then reduces the sending
rate by reducing the window size.

In this paper we look at the adaptation of the congestion-
controllers in the presence of high bandwidth links. We
illustrate this using the current TCP congestion-control al-
gorithm. Consider a huge file transfer using a TCP con-
nection traversing a 10 Gbps router. A typical (approx-
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Figure 1: Typical evolution of the TCP flow rate

imate) evolution of the TCP flow rate is shown in Fig-
ure 1. The TCP congestion controllers increases its rate
aggressively initially using a slow-start algorithm in which
the flow-rate increases exponentially. After this phase, the
congestion-controller uses a linear increase to probe for ad-
ditional bandwidth in the network ( called the congestion-
avoidance phase). When the flow rate causes a congestion
on the link (say at time T7), the link provides feedback to
the user by either marking the packet or by dropping the
packet. This feedback causes the TCP to reduce its sending
rate by half (called the multiplicative-decrease phase). The
TCP then tries to increase its congestion-window using the
linear congestion-avoidance phase. The motivation behind
the multiplicative decrease and congestion avoidance phase
was to prevent TCP connections from causing a congestion
collapse in the network. But this motivation assumes that
at Jeast one link in a flow’s path is either utilized by a large
number of flows and/or has a small capacity. However, in
the case of large bandwidth links, the huge decrease coupled
with the slow growth of the congestion window in the con-
gestion avoidance phase limits the throughput of the TCP
connection. Thus, one would like a multiplicative decrease
phase that is small (i.e., reduce the flow-rate in small steps)
when the available bandwidth at the links along its path is
huge but conservative in a normal setting. To implement
such a scheme, an user can either estimate the available
bandwidth on its path or rely on feedback from the routers
which specify the exact reduction in its rate. Such a feed-
back mechanism requires the routers to maintain the state
of each flow. In the current Internet, this is infeasible due to
the presence of a large number of flows. In this paper, we
wish to adapt the multiplicative-decrease parameter of the
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congestion-controller when the available bandwidth along
the path of a flow is large, in order to yield high utilization
while maintaining the normal operation of the congestion-
controlier in a normal setting. We use the current flow-rate
of the user as an indication of the available bandwidth on its
path. We assume a preset level (called z.5) as the thresh-
old to determine if a flow traverses a path of high bandwidth
links. When the current flow-rate is above the threshold
(zrey), we assume uncongested high bandwidth links along
the route and adapt the multiplicative decrease parameter
to achieve a better utilization of the links along the path.
When the current flow-rate is below the threshold (z,ef),
we assume that the flow passes through congested links and
hence use the prescribed value (for backward compatibility
and to be fair to TCP users) of the multiplicative decrease
parameter (eg., for TCP the prescribed value is %).

Adapting the multiplicative decease parameter as a function
of the current flow-rate can also be thought of as adapting
the congestion-controller to the conditions in the network.
One can think of this adaptation as the user adapting its util-
ity function when the link capacities are high. The steady-
state throughput of the congestion-controller is a function
of the marking probability at the link. When the number of
users at the link is sufficiently large (with a high throughput
per user), the effect of an user on the marking probability
.can be assumed to be small. Consider a TCP congestion-
controller with a multiplicative decrease parameter of 3.
The steady state throughput (using a fluid-model) of the
TCP connection (z*) can be written as: £* < ——, where
p is the fraction of packets marked at the link. To achieve
a high throughput, a very small marking probability at the
link is required. As a result, one can think of adapting the
multiplicative decrease parameter as modifying this func-
tion. In [4], the authors propose a protocol which changes
this dependence from ,/p to p®® for TCP. In this paper, we
look at such adaptation from a fluid-model perspective and
study the local stability of such systems. We also assume
 a generalized congestion-controller and a generalized adap-
tation function for the decrease parameter. We then study
the stability of this system assuming an arbitrary topology
of the network and arbitrary round-trip delays for the users.

The rest of the paper is organized as follows: in Section 2
we describe the system model and derive the local stability
properties of the system. We then present some preliminary
simulations in Section 3 that agree with the analytical re-
sults in Section 2. We finally conclude in Section 4.

2 System Model

We adopt the model described in [1]. Consider a network
with a set £ of links and a set R of users. Associate a
route 7 with each user where r is a non-empty subset of L.
The terms user, flow and route will be used interchangeably
throughout the paper. Assume User r generates traffic at a
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rate ,. The rate x, is assumed to have an utility U,.(z,) to
flow r. We will assume that the utility functions are strictly
concave functions and that U,(z) — oo as z — 0 for all
r€R.In this paper we will assume only utility functions
of the form — L for some v, > 1.

For each user 7, let dy (7, j) be the delay from the source to
link 7, do(r, 7) be the feedback delay from link j back to the
source and 7). be the total round-trip delay for route r. Note
that

I, = dl(’l‘,j) + d2('l‘,j), Vjer

Now, let each user r € R employ the following congestion
contro] algorithm
) @

ir(t)=fir€vr ﬂra:r
~ Jay ' Jay .

where Ul (z,(t)) = z,.(t)UL(z,(t)), and dir = d1(4,1) +
da(r,1))), the parameter k, determines the speed of the
congestion controller, w.(> 0) is the weight of user ,
pi{.) is the fraction of packets marked at link [ and 3, de-
notes the multiplicative decrease parameter of user . When
U (z,) = "1 , (1) results in a TCP-like congestion con-
troller [3]. For a TCP congestion-controller, 3, is approx-
imately equal to 0.5. In the absence of feedback delays in
the system, it is shown in [1] that the above congestion con-
trol scheme converges to an unique equilibrium point which
is a function of 3. The local stability of the above scheme
in the presence of feedback delays when proportionally-fair
congestion-controllers are employed is shown in [5]. For
the more general case of utility functions, the following the-
orem states a sufficient condition for the local stability of the
congestion-controller.

Z (D z(t—dir)

ler J:
lej

(t))

Theorem 2.1 The system described by the set of differential
equations in (1) is locally asymptotically stable if for all
reR:

”rﬁr
Ul(2,)

D b+ Zaz

ler ler

. . s
Em) Z%‘ < Z—Tr’
l€m l]E.j
2
where I, and p denote the equilibrium values of the flow-
rates and marking probability.

Proof: The proof is an extension of the proof for log utility
functions shown in {5]. Due to space constraints we omit
the proof in this manuscript. |

In this paper, we adapt the multiplicative decrease param-
eter 3, to achieve high utilizations when traversing high
bandwidth links. Without loss of generality, we assume
that each user starts with a multiplicative decrease param-
eter of Biax. For example, Bnax = 0.5 for a TCP connec-
tion and each user starts its connection assuming this value



of the multiplicative decrease factor. We also assume that

Br € (0, Brmax]-

Now, each user r updates 3, using the following algorithm

Yr (ﬂmax - ,Br(t)) s
Yr (f'r(xr(t)) - ﬂr(t)) )

where f.(.) is a continuously differentiable, strictly de-
creasing function, v denotes the speed of adaptation of the
[r parameter and [, .« is the default value of the multiplica-
tive decrease parameter. We also assume that f.(Tref) =

ﬂmax‘

Note that the particular form of the 3 adaptation is moti-
vated by the desire to maintain the status-quo (or backward
compatibility) of the congestion-controllers in the absence
of high-bandwidth links. That is, in the absence of high
bandwidth links (which is determined by the current rate of
the user.and z,.¢), the equilibrium value of 3, is compati-
ble with current standards. Also note that the choice of f,.
decides the utility function that the user would like to em-
ploy at high bandwidths. As a result, we can consider the 3
adaptation as an adaptation of the congestion-controller to
realize a new utility function for the user.

Ir(t) S xref
:lr(t) > Tref

@m={

We now study the local stability of the system described by
the set of differential equations in (1) and (3). Local stability
results provide design rules for choosing parameter values
in the congestion-control algorithm. The starting point of
our analysis is the linearization of the system given in (1)-
(3) about the equilibrium point. Let z,(¢) = £, + y,(t) and
Br(t) = B+ 2, (t) where &, and B, denote equilibrium val-
ues of z,.(t) and (3, (t), respectively. As seen from the set of
equations, the static relationship between these equilibrium
values are given as;

Br-rr Zpl ij)’

Wy
lEr FRASH]
B - ﬂma.x, Z, < Tref
T fr(zr)a Ty > Trefs

We note that the case when even one £; = T,.s is not
amenable to local stability analysis since the adaptation
function is not differentiable at the point £, = z,.5. We
will simulation to consider this scenario.

In general, in steady state, some of the users will have an
equilibrium rate higher than the threshold value and the rest
of the users will have an equilibrium rate lower than the
threshold value. Let R; be the set of users who have an
equilibrium rate smaller than the threshold value (i,e. &, <
Tre s for all » € R;) and let Ry denote the set of users
who have an equilibrium rate greater than the threshold (i.e.,
Zr > Tpey forall r € Ry). We will assume that Ry UR; =
R.
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Denote
. . Opy oz
Pl(z Z;) by p and 5;—(2: ;) |z;=2, by B}
ji€s k jiaej
Linearizing the system about the equilibrium point, we get

yr(t)

ﬁ ’I’ Z Yyt — di(G,1) — da(r, 1))

l€r jiles
Zpl Yr (t Tr T Z])l ZT

) ler ’) ler
Al zr)ﬁwr )
Puyr(t “)
U’ (Z0))? %;
and
ér(t) = (f'r"(i'r)yr(t) - Zr(t)) . )
Note that (Ulﬁg)’,))z < 0 when Ur(z,) = Zr. Let Yr(s)

denote the Laplace transform of y-(¢) and Z,.(s) denote the
Laplace transform of z,.(t). Taking the Laplace transform of
the set of differential equations in (4) - (5), we obtain

sY,.(s) =
( Brir Z 7 3 el — ()= D)y ()
UI ‘7:"' ler jileg
Zple —oTr Yr (S
r) ler IEr
U’ (-Tr)
/37"771' piYr(s
(U' (&))? lezr )
and
! 7~
Zr(s) = P (&)Y (s).
Define Y (s) := [Y1(s), Ya(s), -+ , ¥jr((5)]7. We can now

write the Laplace transform of the linearized version of (1)
and (3) in matrix form as

Y(s) = —H(s)Y(s), 6)
where,
H(s) 2
. e—sT,. . ~T§:T _ X .
dlag{(s+¢ ¢ )?f’?x )}[J\‘I(S)—FIVX 2,
T 5+'Y1 T r
A UI/ xr)
o = m =B ) B, )
(U ))2 2
Cr é (A ;rr Zpl {r€Ra}> (8)
r ler
]\_fjr(s) = Z ﬁlle—s(dl(r,l)-dl(ﬁl))’
lejnr



W 2 diag {3,y i} and X 2 diag {,}.

ler

Note that, ¢, and ¢, are non:negative quantities given the
definitions of the functions U(z) and f(z). We now state
the main result of the paper.

Theorem 2.2 The system described by the set of equations
(1) and (3) is locally asymptotically stable if forallT € R
Fr(@r) 2 Up(@r) ©)

PREEDD DL

ler ler J:lej

and

ﬁrﬁr

10

max

Qutline of the Proof: We will show that if conditions (9)
and (10) are satisfied, then the eigenvalues of H(jw) cannot
encircle —1. Hence the result follows from the Generalized
Nyquist criterion. Let :

& e~ IuTr
L= dlac{Jw+¢r ]wﬁrcr}
K'rﬁrxr -2 ’{rﬂrxr
Q2 dingly| T G) + WX~ dingly | T
Then,
o(H(jw)) = o(QL)
C P@Co0U{LY}  an

since L is a diagonal matrix and Q = Q* > 0 [5]. Also the
imaginary part of [, can be written as

ImUJ=—%(nMwnK@‘ 2+wgg

weos(wT}) (1 e g)) 12)
7

2 2
- (¢r_73+w2<’> +ut (Hvﬁ CT) '

From (9) and Lemma 2.1, we have ¢, > (.. Therefore,
for w < 2T the imaginary part of /, given in (12) is al-
ways negative. Consequently, the imaginary part of the
convex hull cannot be zero for w < z7—, which means
that the eigenvalues of H(jw) cannot cross real axis for

where,

Tr
+w

2

w < 2T" . On the other hand, for w > ﬁ::, we can
write the followmg inequality B
1 1 2T,
<= —= < = < ez 13
IRe(l}l < lhl = 7= < o< =2 a3)

This implies that for w >
hull cannot be smaller than

2T:M , the real part of the convex
———MKQTW =. Let p(Q) denote the
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spectral radius of the matrix Q. Using the fact that the spec-
tral radius of a matrix is bounded by its row sum and (10)
we can write

p(Q) = p(diag{= T(ﬁr)}[M(jw) +WX?|X)
firﬂr Zpl + Zpl Z .’L'J
ler ler VRIH]
ks
< 2Tma:n. (14)

From (11), (13), and (14), the real part of any eigenvalue of
H(jw) cannot be smaller than —1 for w > . Com-
bining with the result we obtained for w < 2T ", we can
say that the eigenloci of H(jw) cannot enclose —1 which
concludes the proof. n

Lemma 2.1 Given the definitions of ¢, and (r, in (7),(8),
br > G if )
fr(@r) 2 Up(2r)-

Proof: Due to space constraints, we omit the proof in this
paper. | |

Now we state a corollary for TCP-like congestion con-
1

trollers with the utility function Z

Corollary 2.3 The system described by the equations

)

Iy (t): KWy “‘ﬁr(t)xr(t)mr (t_Tr)Z Di (Z z; (t‘dlr)
Yr (Bmax — Br(t))

ler jel
ﬂr(t)={ Tr (—“5’“;‘:(3#1 - ﬂr(t)) 9

Zr(t) < ZTref
is locally asymptotically stable if

ZTr(t) > Tref
K,.LIB,.’E, (Zpl + ZP[ Exr) V reR.
ma:z:

lei led rel

3 Simulations

In this section, we provide simulation results for the fluid
model and the packet level implementation of the conges-
tion controller studied in Section 2. We use the software
package MATLAB for fluid-model simulations and the soft-
ware package ns-2 for the packet model simulations. We
also show simulations that indicate that the system is stable
independent of the initial conditions. In all simulations we
consider a single link aceesed by TCP users. For the fluid
model, we assume an utility function of ‘71, where z is the
flow rate, to approximate the TCP congestion controller [3].



Fluid-Model Simulation: We first consider a link of capac-
ity 1000 units with 5 users traversing the link. The round
trip delay of each user is chosen uniformly between {0, 4]
time units. The values of the parameters are chosen accord-
ing to Corollary 2.3. We choose k, = 0.02, w, = 1, and
Bmax = 0.5 for all users. The users start their transmis-
sion randomly between O and 1000 time units. The marking
function at the link is chosen to be Q‘:}\EK’ where A is the
total arrival rate at the link and C is the capacity of the link.
The evolution of the flow rates of the users with 3 adapta-
tion is shown in Figure 2. We can see that the flow-rates
of all users converge to a small neighborhood around their
equilibrium values when 3 is adapted. The evolution of the
multiplicative decrease parameter (3, is shown in Figure 3.
Once again we can see that the 3, values converge (around
a small neighborhood) for all users.

rates

e . "

2.5
time

Figure 2: Evolution of the flow rates of all users with time.

05,

o4t

oap

beta

osf

Figure 3: Evolution of the multiplicative decrease factor of all
users with time.

In Figure 4, we compare the total utilization at the link when
B is adapted to the total utilization at the link when 3 is not
adapted (i.e., fixed at 0.50). Note that the total utilization at
the link for the adaptive case is higher than the total utiliza-
tion when no adaptation is done by the users. We can see the
effect of an conservative decrease factor in Figure 4. This
difference increases as the capacity of the link is increased
to a more realistic value. We now present a simulation in
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which the equilibrium value of the flow rates of each user
equals the threshold x,.. ;. We set the capacity of the link to
be 100 units while we maintain zs at 20 units. The evolu-
tion of the flow-rates is shown in Figure 5. We can see that
the flow-rates of all users converges to the equilibrium point.
Figure 6 shows the utilization at the link when adaptation is
employed and compares it to the case when no adaptation is
employed by the users. We can see that in this case, the evo-
lution of the utilization is identical as required by the model
(note the scale of the y— axis). Therefore, when the equi-
librium rates are below x,.; the user behavior is identical
to the case with no adaptation.

| —— adaptive beta
e --- beta=0.5
100151 {
1001 i
B
o 10005
= ’ N " I3 /A : A + . . \ . -
! AooA A L \ ' Y Lo no 2
e B T S A S S R S T L O T A B S A A
B [ T Y I R S B T S S A R I S S B
= AR NEN RN
Y T AR T
! [ S A T U O VA £ Y A
¥ i ¢ ] ¥ B Y H b H
ook
€985 B
888 <
2746 2148 215 2152 2154 2156 2158 216 2162 2.164 2.66

time x10°

Figure 4: Magnified total utilization at the link.

un

i s L "
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1 . L "
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Figure 5: Evolution of the flow-rates of all users with time when
the equilibrium flow-rate equals the threshold value.

Packet level simulations: We consider a single link of ca-
pacity 100 Mbps. To provide feedback, we employ an Ac-
tive Queue Management (AQM) scheme called the Adap-
tive Virtual Queue (AVQ) algorithm [3, 6]. One can also
employ other AQM schemes like RED [7], REM [8] or
PI [9]. In the first scenario, we consider a single user with
a round trip delay of 100ms. We set z,.r to be equal to 6
Mbps and each user employs the TCP-Reno congestion con-
trol protocol. Figure 7 compares the evolution of the win-
dow size when the multiplicative decrease factor is adap-
tively set against the conventional TCP algorithm. We can
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100515
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1004751 T
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Figure 6: Evolution of the total utilization with time at the link
when the equilibrium flow-rate equals the threshold
value.

see that due to the adaptation, the TCP algorithm is able to
utilize the link more efficiently than the conventional TCP
congestion-control protocol. This difference is magnified as
the capacity of the link increases.

Window Size vs time(in seconds)

1835 838 338

8

120

Figure 7: Window Size(in packets) vs time(in seconds).

In the second scenario, we consider 5 users traversing the
link. The round trip delay of each user is set at 100 msec.
The' total utilization of the link averaged over 0.5 sec is
shown in Figure 8. We once again observe that in the adap-
tive case, the link utilization is higher when compared to the
conventional non-adaptive scenario.

4 Conclusions and Future work

In this paper we use fluid-models to study the adapta-
tion of the muitiplicative decrease parameter in congestion-
controllers to achieve higher utilizations in high bandwidth
links. We consider arbitrary congestion-controllers and ar-
bitrary adaptation functions. We then study the local sta-
bility of such adaptive congestion-controllers. We show
through simulations that such adaptation indeed increases
the throughput of the congestion-controller and leads-to
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Link Utilization va time
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Figure 8: Link Utilization vs Time for 5 users.

high utilizations at the link.

The adaptation of the multiplicative decrease parameter
comes into effect only when the equilibrium rates of the user
exceed a specific threshold. A high value of this threshold
will reduce the utilization of high bandwidth links while a
low value might give such controllers unfair advantage over
non-adaptive controllers (say, current versions of TCP) on
low bandwidth links. Choice of this threshold is a subject
of future research. Global stability of such schemes is an-
other direction that has to be explored.
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