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CANLANDIRILMIS GOZ DiZiLERININ BAKIS NOKTASI BAGIMLI
KODLANMASI

OZET

Canlandirilmis (dinamik) g6z dizi modelleri 3 boyutlu model ylizeylerinin
gorsellestirilmesi ile {ic boyutlu cisimlerin temsilinde siklikla kullanilmaktadir.
Canlandirilmis sentetik nesnenin hareketi ve diger degisimler nesne yiizeyinin
degisimi ve hareketi ile ifade edilmektedir. Hareketli géz dizi modellerini ifade
etmek icin gerekli bit sayist statik g6z modellerine kiyasla oldukga fazladir. Video ve
resim sikistirma arasindaki fark gibi static g6z modellerini sikistirma ve dinamik goz
dizi modellerini sikistirma yontemleri arasinda farklillk dogmaktadir. Bu nedenle
dinamik g6z dizi modellerinin sikistirilmasi ti¢ boyutlu grafik ile ilgili alanlar i¢in
Onem tasimaktadir.

Bakis noktasi tarafindan goriilen bolgenin belirlenmesi, goz dizi modelleri {izerinde
yapian bircok islemde kullanilmaktadir. G6z dizi modellerini bilgisayar ortaminda
gorsellestirme ve fizik testleri (nesne g¢arpigsmalari, birbirlerine etkileri gibi) gibi
islemlerde kullanilan bakis noktasi tarafindan goriiniirlillik testi islemi sikigtirma
yontemleri tarafindan da kullanilmaya baslanmistir.

Bakis noktasi temelli sikistrma, yani belli bir bakis noktasindan goriinmeyen
kisimlar1 kodlamayarak sadece bakis noktasindan goriinen bolgenin kodlanmasi,
static gdz modelleri i¢in yakin zamanl bazi ¢aligmalarda ele alinmistir. Gérlinmeyen
bolgenin kodlanmamasma dayanmayan fakat, yine bakis noktasi bagimli olan ve
bakis noktasindan gériinmeyen kisimlar1 daha az bitle dolayisiyla daha fazla kayipla
kodlayan sikistrma yontemleri incelenmistir. Bu c¢alismalar bakis noktasina
goriinmeyen bdlgeleri tamamen ¢ikartmamakla birlikte bu bolgeler i¢in harcanan
bitleri azaltarak goriinlir hatalar1 arttrmadan (ama goriinmeyen bdlgede hatalar1
artmasina sebep olarak) dinamik g6z dizi modellerini daha az bitle sikistirmaktadir.

Bu c¢alismada, benzer calismalarda da varsayilan, alici tarafindaki kullanici bakis
noktasi bilgisinin verici tarafinda bilindigi varsayimi kabul edilerek, canlandirilmig
g6z dizi modellerinin sadece goriinen yiizey bolgesindeki diigiimlerin kodlanmasi
onerilmistir. Kodlanan bdlgenin smirlandirilmasi ile kodlanan diigiim sayisin basit
bir varsayimla yar1 yariya azalacagi varsayilmistir. Bu baglamda, bit gereksinimini
diisiirecek temel varsayim zaman i¢inde (gerceveden cerceveye) bakis noktasi
tarafindan goriinen ylizey bolgelerinin biiyiikk degisimler gostermememsidir. Bu
varsayim sonucunda ardigik gergevelerin ikisinde de goriinen bolgede kalan digiim
sayisinin, ardisik bolgelerde goriniir bolgeye giren yada ¢ikan diigiim sayisindan ¢ok
biiyiik olmas: beklenmektedir. Onerilen sistemde bakis noktasindan gdriinmeyen
kisimlarin atilmasi sonucunda, 6nceki gercevede goériinmeyen ancak sikistirilmak
iizere olan c¢ercevede goriinen bolgeye giren diiglimler olacaktir. Bu diigiimlerin
zamansal Ongorii ile kodlanmasi miimkiin olmadigindan uzamsal Ongorii ile
kodlanacaktir. Ayrica kodlanan g6z dizilerinde degisen goriiniirliiliik bilgisinin alict
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tarafina gonderilmesi gerekmektedir. Farkli bir soyleyisle, Onerilen sistemde
kodlama i¢in gerekli bit miktarini degistiren ii¢ etken vardir.

1. Sikistirilacak olan gergevede goériinmeyen diigiimleri kodlamayarak gereken bit
miktar1 diistiriilmektedir.

2. Ardisik cergevelerde goriiniirlikteki degisimi belirtmek i¢in bir miktar bit
gereklidir.

3. Bir onceki gercevede goriinmeyen, ancak sikistirilmakta olan ¢ergevede goriiniir
olan diigiimler bulunmaktadir. Bu diigiimler i¢in zamansal olarak iligskilendirme
yapilarak, konumu i¢in daha iyi 6ngorii yapilmasini saglayan dnceki gergeveye
ait diigiimler 6nceki ¢ercevede kodlanmamistir. Bu nedenle, zamansal (¢ergeveler
aras1) iliskilendirme yapilamaz. Sadece uzamsal iliskilendirme (ger¢eve igi)
yapilmasi, diiglim noktasmin mevcut konumu i¢in Ongorii  hesaplayan
algoritmasinin performansinin diisiisiine sebep olacaktir. Bu performans kaybmin
sebep oldugu bir miktar bit artig1 vardir.

Ik iki etken direk olarak bit miktarin1 etkilemekte ancak {iciincii etken zamansal ve
uzamsal ondorii algoritmalarmn performans farki nedeniyle (kodlanmasi gereken
Ongorii  hatasmin biiylimesiyle) dolayli bir etkisi vardir. Cerceveler arasi
goriiniirliilik degisiminin az olmasi varsayimimizdan yola ¢ikarak, ilk maddede
aciklanan gerekli bit sayisinin diisme miktarmin, ikinci ve {iglincii maddelerde
aciklanan bit sayis1 artisindan ¢cok daha biiylik olmasi beklenir.

Aciklanan islemleri gerceklestirmek icin sikistirmay1 yapan génderici ve goz dizisini
yeniden olusturan alict i¢in asagidaki adimlar tanimlanmustir.

Gonderici:

Goriintliirligiin saptanmasi

Kodlanacak bolgeleri tanimlama

Bolgedeki yiizleri ifade etmek igin tek tek ziyaret etme
Entropi tabanli kodlama

Ongorii Yontemleri

Sayisal ifade yontemi (nicellestirne)

Entropi tabanli kodlama

Alicinin uygulayacagi adimlar1 gergeklestirme
8.1. Ters nicellestirme islemi

8.2. Ongorii Yontemleri

8.3. Alicinin aldig1 bilgiyi olusturma

NG wWNE

Gonderici birinci adimdan doérdiincli adima kadar, cergeveler arasindaki goriiniir
alanda olusan fark bolgeleri kodlamaktadir. Daha sonraki {i¢c adim goriiniir diigiim
noktalarmn kodlanmasmi icerir. Son olarak sekizinci adimda alici tarafin aldigi
bilgilerle olusturacag1 goz dizisini olusturarak, bir sonraki c¢er¢evede uygulanacak
zamansal ongdriiniin iliskilendirildigi diiglim bilgilerinin ayn1 olmasi1 saglanmaktadir.

Goriliniirliliiglin - saptanmas1 adiminda bakis noktasindan diiglimlere 1smlar
gonderilir. Bu 1ginlar ilgili diigiimden daha yakinda herhangi bir yiizle kesistigi
takdirde, ilgili diiglim bakis noktasindan goriinmez seklinde isaretlenir. Bu iglem her
diigiim i¢in yapildiginda goriiniirliiliik tamamiyla belirlenmis olur.

Kodlanacak bdlgeleri tanimlama ve bu bolgelerdeki yiizleri tek tek ziyaret etme
isleminde, onceki adimda goriiniirliiligii test edilen yiizlerden hangileri ile ilgili bilgi
gonderilecegi bir Onceki cerceveye bakilarak karar verilir. Alictya bildirilmesi
gereken yiizler bir dnceki gerceveden sikistirilan gerceveye geciste, goriinlirken

Xviii



goriinmez olan yada goriinmezken goriiniir olan bolgelerdir. Bu bolgeler
Edgebreaker adli algoritmanin degistirilmesiyle olusturdugumuz algoritma ile
isaretler haline getirilir.

Yukarida adim dortde belirtilen entropi tabanl kodlama isleminde, onceki adimda
olusturulan isaretler aritmetik kodlama ile kodlanarak her isaretin karsilasilma
olasilig1 yardimiyla kodlama i¢in gerekli bit miktar1 azaltilir.

Uzamsal 6ngorii i¢in paralelkenar olusturma yontemi kullanilir. Bu yontem kodlanan
diigtimiin, komsu tiggen ile bir paralelkenar olusturdugu varsayimiyla ilgili diigiimiin
gercek konumuna yaklasmayr hedefler. Zamansal 6ngorii yontemi olarak onceki
cergeve ile iligkilendirilmis ortalama algoritmasi kullanilir. Bu algoritma konumu
tahmin edilmek istenen diigiimiin komsularinin, 6nceki c¢erceve ve su anki
cercevedeki konumlarinm ortalamasi alir. Onceki gercevedeki gercek konumu ile
onceki gergevedeki ortalamasmin farkina, suanki gergevedeki ortalamay1 ekleyerek
gercek konuma yaklagmaya calisir. Bir baska deyisle ortalama yontemi ile onceki
cercevede elde edilen hatanin su anki c¢ercevede elde edilecek hataya ¢ok yakin
oldugunu varsayarak bu ozelligi kullanir. Ongérii yonteminin sonucu ile gercek
konum arasindaki farkin alic1 tarafina gonderilmesi gerekmektedir.

Nicellestirme adiminda, devamli gercek say1 olan degerler, smirl sayida tamsayiya
cevirilir. Bu islem belirlenen A genisligindeki tiim degerlerin tek bir tamsayi ile ifade
edilmesi ile saglanir. Bu adimda A sayisinin biiytiikliigii, alicinin aldig1 degerdeki geri
kazanilamayacak olan hata miktarini belirler. Bu adimin sonunda sinirl1 bir tam say1
kiimesi olusur ve bu sayilar entropi tabanl yontemle kodlanir.

Gondericinin son adimi ise, alicmin kayipli very ile yapacagi islemlerin aynisini
yaparak, daha sonraki ¢ergevelerdeki 6ngdrii hesaplarinda kullanilacak olan diigiim
bilgilerinin génderici-alic1 taraflarinda tamamen ayni olamsini saglamaktadir.

Alict:

1. Degisim bolgelerinin alinmasi
1.1. Entropi tabali kodlama
1.2. Alinan isaret ile ilgili yiizii ziyaret etme
1.3. Bolgeleri tanimlama
1.4, Goriiniir bolgeyi olusturma
2. Diigiim bilgilerinin alinmasi
2.1. Entropi tabanl kodlama
2.2. Nicellestirme islemini ters ¢evirme
2.3. Ongorii methodlart
3. Cercevenin alici tarafinda yeniden olusturulmasi

Alict kisminda ilk islem, gondericitarafindan gonderilen goriiniir bélgenin degisimi
ifade eden isaretleri almadir. Bu alinan isaretler entropi tabanl kodlama yardimaiyla,
gonderici tarafinda entropi kodlamadan Onceki anlamli isaretlere cevirilir. Bu
isaretler ilgili bolgenin yiizlerini bir-bir ifade ederek tanimlar. Bu adim sonunda
goriiniir olan ve olamyan bolgeler tamamuyla belirlenmis olur.

Diigtim bilgilerin alinmasi ile baglayan islem, entropi kodlayicinin yardimiyla,
gonderici tarafinda entropi kodlamadan Onceki anlamli tamsayilara cevirilir. Bu
tamsayilar nicellestirme islemi ile belirlenmis bir A araligindaki tiim sayilar1 temsil
ettiginden, gonderilen deger bu araligin orta degeri olarak kabul edilir. Bu deger
gondericinin Ongdrli algoritmasi ile yaptigi yaklagimin hatasi oldugundan, ayni
islemler alic1 tarafinda yapilarak, gondericinin (simdi de alicinin) hesapladigi deger
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ile toplanir. Bu islem sonucunda A araliginin biiyiikliigiine bagli bir hata payi ile alic1
tarafinda diiglim konumu belirlenmis olur.

Yukarida anlatilan 6nerdigimiz sistemin tiim adimlar1 gergeklestirildiginde, bir goz
dizisinin diiglimlerinden sadece goriinenlerin, ve diiglimler arasi baghlik bilgisinin
(diigiimlerin liggen seklinde iliskilendirilmesi ile olusan yiizler) de sadece goriiniir
bolgedeki degisimi ifade edecek kadarmni gonderilmesi saglanmis olur.

Onerilen sistem, bakis noktasi bagimsiz olan, entropi kodlama, nicellestirme ve
Ongoril hesaplari i¢in ayn1 yontemleri kullanan diger yontemle karsilastirilmistir. Bu
karsilastirma “chicken crossing” adli 3030 diigiim noktasi, 5664 yiizii (liggen yiizey)
ve 400 cercevesi olan bir dinamik g6z dizisi ile yapilmistir. Karsilagtirmada farkli ii¢
bakis noktasina gore hata miktari — bit miktar1 bilgileri bakis noktasi bagimsiz
yontemle karsilastirilmistir. Her bir diiglimii ifade ermek i¢in 15 bit harcandigi
durumla 3 bit harcandigi durum araliginda birgok deger belirlenmis ve bu degerlerde,
%25 ile %47 arasinda sikistirma kazanimi oldugu gosterilmistir.

Ayni1 dinamik g6z dizisi i¢in ¢alismanin basinda yapilan diigiimlerin yaklasik
yarisinin goriinmeyecegi varsayimi test edilmistir. Bu test sonucunda {i¢ farkl bakis
noktasi i¢in, bir ¢ercevede bilgisi kodlanan diigiimlerin ortalama sayisi 1598.6
bulunmustur. Yine aym1 dinamik g6z dizisi ve li¢ farkli bakis noktasi i¢in goriiniir
bolgeye giren yiizleri beilrmek i¢in goz dizisindeki ¢ergeve basina 54.5 bit, goriiniir
bolgeden cikan yiizleri belirtmek icin cerceve basmna 51.5 bit harcanmistir. Bu
bolgeleri belirtmek i¢in harcanan bit miktar1 diiglim basma hesaplandiginda, sirasiyla
0.018, ve 0.017 bulunmakta ve diigiim basina harcanan toplam bit sayisinin 3 ile 15
arasinda degistigi dikkate alindiginda ¢ok makul bir miktar oldugu ortaya
¢cikmaktadir.

Onerilen sistemin harcadig1 bit miktarmin sikistirilan gdz dizisindeki nesnenin cesitli
hareketlerine ve diger degisimlere gore degisimi bakis noktasi bagimsiz sikistirma ile
karsilastirilmistir.  Sikistirilan g6z  dizisindeki nesnenin fakli hareketlerini ve
degisimlerini i¢eren gergeveler incelendiginde, dnerilen yontemin bu durumlara karsi
bakis noktasi bagimsiz yontem ile benzer cevap verdigi yani sikistirma basarilarinin
benzer sekilde degistigi goriilmiistiir. Bu sonug, Onerilen yontemin, bakis noktasi
tabanli olmasina ragmen, hizli hareketler ve donme hareketleri gibi degisimlere kars1
basarisiz olmadigini gostermistir.

Bu calismada, Onerilen sistemin ayni parametrelere bagli bakis noktasi bagimsiz
kodlamaya gore %47’¢ varan sikistirma kazanimi oldugu ve goz dizisindeki gesitli
degisimlere kars1 olumlu sonug verdigi basariyla gosterilmistir. Sistemin alt adimlar1
olan, entropi kodlama, Ongdrli hesaplamalar1 ve nicellestirme gibi islemleri yeni
Onerilecek bagka methodlarla degistirilmesi sonucu sistemin gelistirilmesinin
miimkiin oldugu agiktir. Goriiniirliiliik tespiti i¢in, fazla islem zaman1 gerektiren ama
basit olan 1sin-tiggen kesisimi methodu kullanilmigtir. Bu algoritmanin hizlandirilms
alternatifi ile degistirilmesi sonucunda, onerilen sistem gercek zamanli bir uygulama
i¢in olduk¢a uygun bir yontem olacaktir.
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VIEW-DEPENDENT CODING OF ANIMATED MESH SEQUENCES
SUMMARY

Animated mesh sequence models are popularly used for many visualization of
moving synthetic objects in computer simulation, film and game industries. 3D
objects are represented by their surface, and all changes are represented by changes
in surface.

View-dependent processing of 3D meshes are used for many applications like
visualization and physical test (such as, collision, impact of objects to others and
lightening). View-dependency in compression is relatively new research area.

View-dependent compression methods are represented in literature for static meshes.
Moreover, some view-dependent methods for mesh sequences are represented. These
methods mostly based on coarse quantization or similar methods that reduce bitrate
for invisible parts.

In our study, we propose a new method that completely removes invisible vertices
from coding scheme. For such a purpose, visibility for all vertices must be detected
and change in visible region must sent to decoder. We use ray-triangle intersection
for visibility detection. Ray triangle intersection creates rays between viewpoint and
each vertex. If any face intersects ray in a point near then the tested vertex, then the
vertex is flaged as invisible. Otherwise, the vertex is flagged as visible.

After detecting visibility, regions (faces), which become visible or invisible
currently, must be sent to decoder. For this purpose, a revised version of Edgebreaker
is developed. Resulting symbols of the algorithm are encoded with arithmetic coding.
Decoder does inverse of each step reversely to recover connectivity of visible
regions.

Vertices in visible region are predictied with predictors: parallelogram predictor if no
temporal reference available and motion vector averaging predictor otherwise.
Prediction errors are quantized with uniform deadzone quantizer and encoded with
adaptive arithmetic coding. Decoder does inverse of each step reversely to recover
geometry (vertex positions) of current frame.

We compare our proposed method with viewpoint independent system, which uses
same predictor, quantizer and entropy coder. We used proposed method with three
viewpoints to compress chicken crossing mesh. Chicken crossing mesh has 3030
vertices, 5664 faces and 400 frames.

Our experiments showed that view-dependent coding significantly reduces bitrate
(%25 to %47) with compared to viewpoint independent compression.

Regions, which become visible or invisible in proceeding frames, are coded with
average of 54.5 and 51.5 bits per frame respectively. This concludes their bitrates are
0.018 and 0.017 bit per vertex per frame respectively, which is significantly low with
compared to bitrate required to encode geometry (3 to 15 bpvf in our test scope).

XXI



Proposed system is adaptable to most of predictive methods, quantization methods
and entropy coding. Thus, proposed system could be improved by improvement in
any of these steps of proposed systems.

A simple method ray triangle intersection is used. Ray triangle intersection has high
computational complexity. With replacement of visibility detection method and low
complexity of all other steps, proposed system is highly applicable to real-time
purposes.
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1. INTRODUCTION

The use of 3D meshes in computer graphics is increasing, largely because of the need
of representation of real world, characters or systems. 3D animated meshes are
mostly cover computer games, character animations, avatars, physical simulations,

etc.

Real objects are represented by their surfaces, which are composed of connected
polygons. The motion of polygons in mehses represents motion of object.
Additioanlly some other structures of data like, color, materal, are used to represent
objeck completely. However, we only study on shape and motion, which could be

represented by connectivity and geometry of a mesh.

Polygons can vary in meshes, and we work with triangular meshes. Animated
meshes are expressed by a series of meshes, and each of them is a 3D scene, which
called frame. Each frame has two substructures of data: connectivity (topology) and
geometry. Every corner of triangles (polygons in general case) has a 3D position.
Topology (connectivity) part of the mesh handles the connectivity of vertices to
create triangles. When all vertices are connected to its incident vertices as declared in
topology, a 3D object surface is visually composed. Triangular faces in a sample

mesh could be seean in Figure 1.1.

In other words, connectivity represents all groups of vertices that connect as triangle
and creates a face. In this study we work with constant connectivity meshes, which

means the connectivity of all frames are same.

Required bitrate to represent 3D animated mesh sequences are much higher than
required to represent static 3D meshes. Similar to difference between video and
image coding, static 3D mesh coding techniques and 3D animated mesh sequence
coding techniques differs. Because of this, compression of 3D mesh sequences is
very important to represent, transmitt, and store 3D objects in computer

environments.



Figure 1.1: One frame from chicken crossing mesh.

View-dependency is used in many applications on 3D meshes. Most common view-
dependent operations are visualization, occlusion test, effects of objects to others and
lightening of object. Our purpose is to adapt view-dependancy to compression of 3D

meshes.

Removing invisible vertices from coding scheme is applied for static meshes for
some studies ([1], [2], [3], [4]). Additionally, some studies propose methods that
allocate low bits for invisible parts of the static mesh ([5], [6], [7]). These methods
reduce the number of triangles (resolution) of the invisible parts to reduce required
bits for invisible parts. Such methods reduce required bits with reducing quality of

invisible parts.

In our study we assume that viewpoint of the viewer is known or received by encoder
side. This assumption is widely accepted by visibility-based studies. Another

assumption is that connectivity of the mesh is constant over time.

The proposed method is based on removing invisible vertices in each frame of 3D
mesh sequences. With a coarse prediction, nearly half of the vertices could be

removed from coding scheme with removing invisible parts. When we assume that



visibility of the mesh does not change greatly over time, bitrate would significantly

reduced with removing invisible parts.

Decoder must have all visible parts in each frame. In proposed system, because of
removing invisible parts in each frame, change in visibility must be encoded.
Vertices in region, which become visible in current frame, must be encoded with

spatial reference, since there is no temporal reference is available.
In other words, there are three factors, which change bitrate of the compression:
1- Bit reduction with removing invisible vertices

2- Required bit to represent regions which become visible or invisible in current

frame

3- Some vertices lie in a region that is not visible in previous frame, but
becomes visible in current frame. These vertices have no temporal referene.
Thus, efficiency of compression is reduced with the lack of temporal

reference.

First two factors are directly effects the bitrate, while third factor is increase bitrate
as much as the efficiency difference between temporal prediction and spatial

prediction algorithms.

1.1 Purpose of Thesis

A view-dependent coding of 3D mesh is the coding of semi-regular meshes
composed by removing invisible parts. We introduce a new system to compress
animated meshes based on a viewpoint. Purpose of the study is to reduce bitrate with
removing invisible parts and encoding only visible vertices. For such a purpose,
visibility of the vertices must be detected and decoder must be informed about

visibility of vertices.

When working with animated meshes based on viewpoint, each frame has divided
into multiple regions flagged as visible or invisible to the viewpoint. Our
compression system handles the detection of visible and invisible regions, the

changes of regions over time, and changes of geometry in time and space.

Expected benefit is as much as the bitrate required to encode invisible vertices while

drawbacks in each frame is the cost of encoding the change in visibility of regions.



While we assume that nearly half of the vertices are not visible in a frame, a good

algorithm to encode visibility in current frame could result great bit reduction.

1.2 Structure of Mesh Sequences

Animated meshes are composed by meshes over time, and structure of a mesh

sequence is as follows:

(My), f€[O0,...,F-1] is the mesh of frame f which composed by geometry and

connectivity,

(Gy), f€[0,...,F-1] is the geometry of frame f,

(T+), fe[O,...,F-1] is the topology(connectivity) of frame f,

Gr= (X1, Y1, Z9)" , geometry is composed of 3D positions of vertexes
p, " is the vertex v of frame f and composed of 3D position (Xv, Vv, Zv)

(Mo,My,...,ME.) is an animated mesh which has F frames over time.

1.3 Hypothesis

To completely represent all visible regions, change in visibility over frames must be
coded. Change in visibility could be represented by group of regions that included
into or excluded into visible region. When change of visible regions over frames are
relatively small, each of these regions are composed of connected faces with small

number of faces.

When visible regions of the mesh changes slowly over time, regions which included
into visible region in a frame have small number of vertices according to all vertices.
Thus, raise of bitrate caused by compression of these vertices with spatial reference

instead of spetio-temporal reference is low.

Geometry coding allocates most of the bits in all coding scheme. Connectivity
coding could be represented very effectively in vearious ways with different
methods. However, geometry coding means to represent three number for each
vertice. Without coding invisible vertices significant bitrate reduction might be

gained.



Our claim is that overhead of coding changes in visibility significantly lower than
gain of excluding invisible parts. With an algorithm, which represents changes in
visibility between consequtive frames, overhead of the propose method could be very

low.






2. LITERATURE REVIEW

We classified literature review to three category, coding tecniques that are basic
methods in mesh compression, visibility detection methods, region growing
algorithms and lastly other view-dependent techniques in literature.

2.1 Coding Techniques

In this section, we represent and give details of the most promising techniques for
dynamic 3D mesh compressions from literature. Techniques for dynamic 3d mesh

compression are divided into four categories in [8].

2.1.1 Clustering-based approaches

In this method, meshes are divided into subparts so that motion of each part can well
described by rigid transform. As a result, motion of object is defined as motion of
subparts. These clusters have motion which can be represented by transform
operations. Each cluster has vertices of similar motion. Resulting presentation of
mesh has two parts: rigid motion (transform) parameters of each cluster and

prediction errors of each vertex.

MPEG-4 / FAMC is a standardized method, which is commonly used method with
3D affine transform of clusters ([9],[10],[11],[12],[13]). FAMC describes motions of
clusters with a single 3D affine transform and error between transform result and real

vertex positions.

2.1.2 PCA-based representations

Although there are lots of new versions and improvements in PCA-based methods,
first method proposed in [14]. Like other data types, PCA-based approaches are used
in compression of 3D animated meshes. As preliminary work, global motion
compensation is applied to split elastic and rigid body motion. The difference
between the rigid body motion parameterization and actual geometry could be

efficiently represented by a principal component analysis (PCA).



2.1.3 Spetio-temporal predictors

Prediction-based methods predicts a vertex p,/ with a function which uses other
vertices in mesh (spatial prediction) and/or same vertex and adjacent vertices in
previous meshes (temporal prediction). In other words, animation sequence is
processed vertex by vertex with the help of spatially and temporally local

information.
p, = pred(v, f)+r/, (2.1)

Where p{; is the vertex v of frame f, pred(v,f) is the corresponding prediction for

vertex, and r{; is the difference vector between real position and predicted position. If
pred(v,f) is only based on vertices in frame f, then it is called spatial prediction (2.2).
If pred(v,f) has dependency of any vertex in any frame before f, it is called temporal
prediction (2.3).

pred(v, f) = p,5, (2.2)

pred(v, f)=r'7, 2.3)

Predictive coding techniques benefit from low computation cost, while there is no
support for scalable rendering and progressive transmission, which are basically

supply scalability over resolution.

2.1.4 Wavelet-based approaches

According to their representation methods, wavelet-based techniques are divided into
two subcategories: Re-meshing based approaches and irregular wavelet-based

approaches.

The re-meshing based techniques give best results for static 3D mesh encoding. This
approach re-samples the mesh surface to obtain a semi-regular or regular topology

well suited to wavelet reconstruction.

Irregular wavelet-based techniques define wavelet for mesh and encode the mesh

with wavelet parameters, which change from frame to frame.

This method has low computation complexity, but the main problem is deciding

wavelet filter coefficients for first frame. This situation causes the compression



inefficiency for animated meshes, which has no parametrically coherent mesh

sequences.

Figure 2.1 summarizes the advantage, disadvantage, and properties of the families of
3D mesh compression techniques [8]. For this comparison, some samples from most
promising approaches of families are used as listed below.

e The irregular wavelet-based encoding scheme AWC][15],

e The PCA-based approaches PCA[14], LPCA[16], and CPCA[17],

e The vertex prediction-based encoders AFX-IC[18] and Dynapack[19],
e The clustering-based encoders RT[20] and D3DMCJ21].

From Figure 2.1 and explanations in this chapter, low computational cost and widely
applicability occurs for predictive coding techniques in all family of approaches.

Approach Principle Encoding | Progressive Scalahle Applicability
computation | transmission | rendering
complexity
Vertex- MPEG-4 | Local spatio-temporal " no no all meshes
bhased IC prediction
predictive Dynapack | Local spatio-temporal " 1 1 manifold meshes
approaches prediction
Clustering-hased Spatial segmentation,
approaches parametric motion models o i it} all meshes
and temporal prediction
Re- Regular wavelet transform manifold meshes
meshing admitting low-
Wavelet- R ves ves distortion
hased parameterizations
approaches | Irregular | lregular and anisotropic par ametrical ly
wavelets wavelets transform on the coherent manifold
top of a progressive mesh * s Ves mesh sequences
hierarchy
PCA-based approaches SVD decomposition e ves it} all meshes
performed on the set of all
the frames

Figure 2.1 : Families of 3D mesh sequence coding techniques [8].

2.2 Visibility Detection Methods

The structure of a mesh is a set of triangles. For front face detection, two sub steps
are applied to mesh as proposed in [4]: first is view-frustum test, which test the part
of the 3D scene falls inside of the screen, and second a surface-orientation test that
test the front faces, back faces and occluded faces according to the user’s point of

view.



The view-frustum finds which vertices are inside the view pyramid with rectangular

base, which corresponds to screen. Sides of pyramids are defined as
a;x+b;y+c;z+d; =0, (2.4)

for j=1,2,3,4.

A vertex vj is in the frustum if
a;v; +b,v) +c,v +d; >0, (2.5)

for j=1,2,3,4.

In order to detect which surfaces (group of triangles) are facing to the viewer, there

exist two basic approaches: Face normal and ray/triangle intersection.

Face normal method based on calculating normal for each triangle, which represents
a plane. Each triangle gives two normal as inner normal vector and outer normal
vector. The angle between outer normal of a triangle and point of view simply gives
if the triangle faces to the user. Let the calculated angle be 0; for vi. Then, triangle is
on frontface according to the viewpoint if 6; is between -90 and 90 degrees.

Otherwise, triangle is on back face of the object (Figure 2.2 and 2.3).

{a) Fromt view. (b) side view.

Figure 2.2 : Sample 3D scene from point of view and side view [4].

Figure 2.3 : Visibility detection by face normal [4].
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Ray/triangle intersection [22] method determines the visible parts. The principle is to
test the intersection between observation line (lines started with point of view and
directed to the object) and triangles. We test intersected triangles with each ray. For
each ray first intersection of a triangle represents the visible triangle which occludes

others in the case of multiple intersections (Figure 2.4).

Figure 2.4 : Ray-triangle intersection test [4].

2.3 Region Growing Algorithms

Region growing algorithms start with an arbitrary face or edge and grow this region
with neighboring faces. General purposes of region growing (or traversal) algorithms

in 3D meshes are

- to encode connectivity face by face and

- to keep same order of coding for vertices in both sides (encoder-decoder).

Connectivity coding is applied for first frame of animated meshes with constant
connectivity. Following frames has constant connectivity that is known by both
encoder and decoder. After first frame region growing algorithms run both encoder

and decoder to synchronize traversal of vertices.

Region growing algorithms mostly start with an initial face/edge and represent next
face/edge with a symbol. These steps are valid for Edgebreaker ([23],[24],[25]) and
some ather traversal algorithms ([26],[27]), while fifo-based method ([28]) do not

require symbols to represent next face/edge.

2.3.1 FIFO-based method

As a traversal algorithm, FIFO based region-growing algorithm represented in [28].

The algorithm initiates with a seed triangle and its three edges. A region grows by

11



including adjacent triangle to the next edge in the queue. Algorithm guarantees that
each edge in stack has two incident triangles and one of them always lies in the
growing region. This algorithm based on following algorithm:

1- Arbitrarily choose initial triangle
2
3
4

Use PCM-encoding for first triangle
Put edges into FIFO

Repeat
a. Remove first edge ej from FIFO
b. Find adjacent unvisited triangle t;
c. Ift; has unvisited vertex encode the vertex
d. Else remove other edges of t; from FIFO
e. Put outer edges into FIFO

Until all triangles processed

An example run of the algorithm is given in Figure 2.5.

12

(f) (g)

Figure 2.5 : Step by step region growing FIFO algorithm.
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In Figure 2.5, Numbers over edges represent the enqueueing order of edges into
FIFO, and smallest is to next to dequeue including adjacent triangle to the next edge
in the queue. In Figure 2.5, (a) is a sample for step 1 to 3, (b), (c), (d), (e) and (f) are
examples for step 4-c, and (g) is an example of step 4-d.

As a further explanation, Step 4-c and Stem 4-d is the growing steps of the algorithm.
If next triangle is not visited yet, then Step 4-c encodes vertex position and assigns
the traverse order of the vertex as the index of the vertex. Additionallyi Step 4-c
assigns traverse order of face as index of face. In execution of Step 4-d, there is no
newly encountered vertex. However, the newly encountered face is indexed
according to traverse order of the face and the third vertex of the face must indicated
to the decoder.

Fifo-based method rearranges indicies of vertices. Order of vertex occurance in
traversal is accepted as vertex index in both encoder and decoder. Similarly, order of
face occurances in traversal is accepted as face index. As a result of indexing faces
and vertices with mutually known information, no symbol is required to represent
next face of traversal. However, index of the third vertex must be sent to decoder in
Step 4-d.

Fifo-based method does not require encoding symbols for next face to visit.
However, as a drawback Fifo-based method reorder connectivity information and

vertex indicies according to traversal order.

2.3.2 Edgebreaker

A simple method for compressing the connectivity: Edgebreaker algorithm
represented in [23]. Some improvements and implementation methods are
represented in [24] and [25]. Edgebreaker algorithm starts with a gate (initial edge)
and defines a coding scheme to define which face is next to include in growing
region. The algorithm defines five symbols as center (C), left (L), right (R), split (S)

and end (E) according to ceses, which visually defined in Figure 2.6.
As in the study [23], Edgebreaker algorithm with half edge structure is as follows:

IF v is not on border THEN case C

ELSE IF v follows g
THEN IF v precedes g THEN case E ELSE case R
ELSE IF v precedes g THEN case L ELSE case S

13



<X>/X>A<X\®

E S

Figure 2.6 : Decision of symbols in different cases [23].

Edgebreaker algorithm requires less than 2n (guaranteed higher bound) bits and
averagely 1.7 bits (expected) to encode connectivity of a mesh with n triangles.

Example traversal of Edgebreaker algorithm is given in Figure 2.7. Resulting string
of Edgebreaker is “CCRRRSLCRSERRELCRRRCRRRE” for the region displayed
in Figure 2.7.

Figure 2.7 : Example traversal of Edgebreaker [23]

2.4 View-Dependent Methods in Literature

View-dependent compression techniques in literature is mostly proposed for static
3D meshes and could be divided into two category: removal of invisible parts, and
coarse representation of invisible parts.

2.4.1 Removal of invisible parts

Proposed methods for removal of invisible parts are composed of two steps, first is to

detect visibility, second step is to compress visible parts.

Proposes method in [3] uses a hierarchical face clustering approach. This approach

initiates with number of segments equals to number of triangles. Iteratively, some

14



neighbouring segments are merged to compose bigger segments. The study propose a
merging cost to arrenge merging operations. Each segment is encoded separately.
Each segment is weighted with average normal vectors. The proposed method
calculates effective area for a given viewpoint with considering weights and
compression cost. Optimal number of segments are decided with compression size
and transmission size. After all the steps, decided segments are encoded, which leads
to reduction of required bits with the help of representing coarse topology of low
weighted segments (mostly based on angle between face normal and viewing
direction).

Proposed method in [4] removes invisible vertices from coding scheme and uses
distance based bit allocation. As a visiblity test algorithm ray-triangle intersection
method is used. Distance based bit allocation is successed by a quantization function
of the distance between the objects and the viewpoint.

2.4.2 Coarse representation of invisible parts

Coarse representation of invisible partws usually applied by two main steps, first to
detect visibility, second step is to compress all mesh with low bit allocation for

invisible parts.

Proposed method in [6] represents a coarse representation of invisible part. A 3D
mesh split into partitions. Each partition is simplified independent from other
partitions. Partitioning creates a coarse mesh, which is base for refinement.
Refinement of the mesh is succesed by adding vertices into coarse mesh model. The
method proposes to give high priorities to the visible partitions. The progressive

compression reduces required bitrate for invisible partitions in low bandwidth cases.

Proposed method in [7], is composed by three step: remeshing, scaling and zerotree-
like wavelet coder. Number of nodes in tree is equals to number of edges in the
mesh. The method converts original mesh into a semi-regular mesh with subdivision
connectivity. Thus, resulting mesh is composed of base mesh and refinements of
subdivisions. Each refinement step represents a segment (a branch in the edge-based
tree). Each edge-based tree is encoded with wavelet-based progressive mesh coder
separately. The Proposed method assigns weights to subdivision according to their

visibility. With such a system, proposed method delivers base mesh topology

15



loselessly, while rest of bandwidth is uses for encoding of more important trees

(refinements of more importatnt regions).
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3. PROPOSED SYSTEM

3.1 Proposed Codec Steps

Our coding system is represented in Figure 3.1. Two kinds of data are sent from
encoder to decoder, which represent region description (faces) and geometry (vertex

positions).

Encoder is composed of twelve steps. Step-1 is a simple reading of a mesh. Steps 2-3
decide which regions are visible and invisible, and do the required region definitions
to represent changes in visibility of faces/triangles. Step-4 (region traverse) is
actuated by a improved version of Edgebreaker. Purpose of this step is to represent
regions with encodable symbols and reduce required bitrate. In step-5, resulting
symbols of region growing algorithm is entropy coded with arithmetic coding. Step-6
two kind of prediction is used. Vertices that are not visible in previous frame are
encoded with spatial prediction (parallelogram prediction). Vertices that have
temporal reference (which are visible in previous frame) are predicted with motion
compensated averaging predictor. Prediction errors are quantized in step-7 and
entropy coded in step-8. As quantization used in our system, original data in encoder
and reconstructed data in decoder are differs. Step 9-12 simulates actions in decoder
to keep track of values in decoder. These values are the reference of the prediction of
vertices in the next frame. Simulating decoder actions in encoder guarantees that

both side compute same prediction value with same reference values.

Decoder is composed by nine steps. Entropy coded symbols are received and
decoded in step 1. Region traverse with received symbols are executed in step-2.
Step 3 and 4 describes visible and invisible regions. Entropy encoded prediction
errors are received and decoded step-5. Prediction errors are dequantized in step-6.
Step 7 and 8 compute same predictions with encoder, and reconstruct vertex
positions with received prediction errors. As a result, decoder has the reconstructed

mesh.
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Figure 3.1 : Encoder - Decoder system for the proposed method.

3.2 Visibility Detection and Region Definitions

Ray-triangle intersection [22] is applied to meshes to decide which vertex/face

visible in current frame. Suppose R% and R'; represent invisible and visible regions

(connected or unconnected group of faces) respectively in frame f. For any frame f

we must define R and R, to fully represent visibility. Because mesh sequences are

composed by removing invisible parts, each frame has four type of region based on

changes of visibility over frames:

R'00) : invisible in both previous and current frame

Rf(o,l) - visible parts which are invisible in previous frame
Rf(l,o) - invisible parts which are visible in previous frame

Rf(l,l) - visible parts which are also visible in previous frame

18



For first frame (mesh) M;, suppose that we have a previous frame My, which has no
visible face. Thus all regions in first frame are grouped into R*1y and R'(), and we
could define R, for any frame f, where x =0,1 , and y=0,1. Each frame is divided
into two regions as visible or invisible and four regions according to changes in

visibility (Figure 3.2):

M, =Ry +R/, (3.2)
M ,=R; " +R7, (3.2)
RF1p —Rioo—— R
R 1)
Mz
: Ms
}fu.ng
R, Riny R%

Figure 3.2 : Region definitions for transaction from frame (f-1) to f.

In coding phase of any frame f, encoder and decoder has the information R™, and
R™,. As a result of knowledge about previous frame, defining one of Rf(o,o) and
Rf(o,l), also defines the other region while their union region (R™) is known and
there is no intersection of them. Same operations guarantee one of R’ and R'y1)
and knowledge of previous frame is sufficient to define the other. In order to fully
define Ry and R"; (so the current frame), decoder must get at least one of Ry,

R'0.1), and at least one of R'10, R1.1).

Regions, which remain visible or invisible in proceeding frames, are greatly larger
than areas, which become visible or invisible in proceeding frames. As a result, we

send information which defines R’ 1y and R'1,¢) to the decoder.

3.3 Region Description Coding

In order to define any region R, we have developed a new version of Edgebreaker. In
our scheme, encoded regions are the regions which become visible (Rf(o,l)) or become

invisible (R'0).
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The most important reason to develop a traversal algorithm to represent regions is the
varying size of regions. R'p1) and R’y are mostly composed of very small
unconnected areas with a few faces. As a result, overhead to represent each
unconnected region must be low. The traversal algorithm that we propose, has
overhead of indicating initial face for each unconnected region, which is an

obligatory information for all of alternative methods.

Edgebreaker uses an edge to represent gate g. However, we indicate the starting face
of the strip and algorithm uses first edge of the indicated face as gate g, in both
encoder and decoder side. With this approach, we ensure the start (overhead) of each

unconnected region is represented by indicating face number.

Another reason to choose Edgebreaker and enhancing the algorithm is the low bit
requirement for representing a face by using only local connectivity. In our proposed
system, we encode regions, R'o1) and R'ug. With such small regions, Edgebreaker
does not require any connectivity or geometry information of far faces. Edgerbreaker
works with only adjacent faces, what makes the algorithm appropriate for encoding

with local connectivity information.

Additionally, Edgebreaker represents faces with very low bitrate. Since we encode a
region R, chain coding for bounding edges could be used to represent a region.
However, chain coding requires high bitrates for representing each edge in bounding
edges. As an example, assume average edge number of a vertex is seven (there are
six possibility for next edge in a chain of edges), which is very acceptable for general

meshes. Required bitrate would be log,(7—1) =2.58, bits per edge for every edge in

boundary. Additionally, it is hard to fit any probabilistic model to represent next edge
in chain, while there is no meaningfull relation between edges. Morever, for small
regions, representing bounding edges, instead of included faces, requires the

representation of more number of symbols with more bits for each.

Because of the benefits of traversal algorithms and benefits of Edgebreaker itself,

Edgebreaker is adopted for our proposed method.

We define symbols split (S), right (R), left (L) and end (E). In our coding scheme, R
replaces C symbol in Edgebreaker. In our preliminary test, we observe that replacing

C with L or R changes the probability distributions and so entropy coding efficiency
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insignificantly. Starting with a gate g and a triangle X, coding decisions in possible

cases are shown in Figure 3.3.

0900

(a) code:R (b) code:R. (c) code:L (d) code:S (e) code:E
Figure 3.3 : Decisions in different cases of boundary.
In Figure 3.3, (a) case is R that replaces case C in Edgebreaker, (b), (c), (d) and (e)
are same cases with Edgebreaker. Furthermore, we define a possibility space for
decisions with the help of our region definitions in our system. In first step, we

reduce number of possible symbols with the help of boundaries that are known by
decoder. We encode two group of regions which are subset of R’ 1) or Rf1.).

Any face lies in R™, (invisible in previous frame) could not be included into Rf(l,o),
which represents regions invisible in current frame, but visible in previous frame.

Likely, faces in R™; are excluded with faces in R’ 1.

Since the purpose of the traversal algorithm is to visit all faces of a region for once,

any visited face could not be the next to visit.
In case of Rf(l,o), any edge in

1_ Rf—lo
2- Already visited regions

3- Boundary of R
is boundary, and first two types of boundaries are known by decoder.
In case of coding Rf(o,l), any edge in

1_ Rf-ll
2- Already visited regions (including Rf(l,o) )
3- Boundary of Rf(o,l)

is boundary, and first two types of boundaries are known by decoder.
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In order to reduce possible symbols required to encode next face, we exploit the
border knowledge in decoder. According to borders around gate that is known by
decoder there are four different cases (Figure 3.4).

(a) (b) (<) (d) (e)

Figure 3.4 : Different cases of borders known at decoder.

In Figure 3.4, bold edges represent the borders known by decoder. Blue edge is
the gate g, and other dashed lines are unknown to decoder or irrelevant to the

decision.

With no payload and nearly no computational cost, for our specific purpose of
coding discrete subregions of a mesh, required bits to encode region description is
significantly reduced. For (a) and (b) cases, possible symbols are S, L, R and E
(LERS-model), for (c) case possible symbols are L and E (LE-model), for (d) case
possible symbols are R and E (RE-model), for (e) case possible symbol is E (E-
model). Decision for E-model is known by decoder and no encoding required. With
the help of this structure, entropy coding use probabilities symbols in current model

to reduce bitrate.

In an experiment with our system on the chicken crossing mesh sequence, the
following probabilities occur for Edgebreaker with four symbols (replacing C with

R) in Table 3.1 and porposed modification in Table 3.2.

As a result of these probabilities, entropy of Edgebreaker with four symbols
(replacing C with R) is 1.68.

Table 3.1 gives probabilities of each symbol for each probability model in proposed

traversal algorithm with same mesh sequence.

As a result of the probabilities in Table 3.2, the entropy of the proposed version of
the Edgebreaker is 1.62 which is lower than the Edgebreaker with 4 symbols (1.68)

and absolutely lower than the original Edgebreaker (with 5 symbols).
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Table 3.1 : Probabilities of symbols in Edgebreaker (with 4 symbols).

p(S) 0,073
p(L) 0,401
p(R) 0,418
p(E) 0,109

Table 3.2 : Probabilities of symbols in the proposed traversal algorithm.

p(S) p(L) p(R) p(E)
LERS-model 0,076 0,403 0,426 0,095
LE-model 0| 0,651 0| 0,349
RE-model 0 o| 0471 0,529
E-model 0 0 0 1

3.4 Geometry Coding

In our coding scheme we encode two kinds of vertices, which are inside of R'q 1) or
R'11). Both regions are composed of smaller regions which are unconnected with
each other. With such a case, the decoder has knowledge of spatially or temporally

local information.

Vertices inside Rf(o,l) have local spatial reference, but have no temporal reference.
Vertices inside Rf(l,l) have temporal and spatial reference for previous frame (f-1)
and spatial reference for current frame (f), but have no guarantee of higher temporal
reference (...,f-3,f-2). In this case, geometry compression methods that require
temporally or spatially global information (rigid body motion translation, PCA,

Wavelet-base methods, etc..) are not appropriate for the proposed scheme.

Consequently, we use a prediction based geometry compression technique.

Advantages of the prediction based techniques are

1

Appropriate for both spatial and temporal reference

2- Local information is enough

3

Very fast (applicable to real-time)

4

Appropriate for all kind of meshes
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For spatial prediction, parallelogram prediction is used. For temporal prediction,
averaging prediction is used with spatial and temporal reference (Figure 3.5)

formulated for a vertex v in frame f as follows:

pred, ., (v, ) = pred, (v, ) — pred,, (v, f =)+ p, 7, (3.3)

mvavg

avg

i e predparal("- f)

Wedp:ral(”- fl=
pz. . i p{,,, - P‘/,m

pred, (v, f) =
f
11(1){. + p{" + p{.,. + Pom)

v

(a) Parallelogram predictor (b) Averaging predictor

Figure 3.5 : Parallelogram and averaging prediction [28].

Here, pred. (v, f) is the average of all encoded adjacent vertices to the vertex v in

avg

frame f. Reconstructed vertices are known at the decoder. As another notation

rf = =plt- pred,, (v, f -1), (3.4)

is the error of averaging prediction in frame f-1. Prediction error in last frame (r,' ™)

is the prediction of the prediction error in f.

pred mvavg (V’ f ) = prEd avg (V’ f ) + r.\/f _11 (35)

Parallel prediction uses only vertices connected to the p,| . Motion vector averaging

predictor only uses vertices connected to p, in the current and the previous frame.

3.5 Quantization

We quantize residuals by dead zone uniform quantizer with quantization bin width
2A around zero and A everywhere else. The value of A decides the amount of data

loss. Graphical representation of deadzone uniform quantizer is given in Figure 3.6.

Advantage of uniform quantizer is to distribute irreversible data loss uniformly over

definition space (equal-sized bins). With the help of equal sized but different

24



probability bins, uniform quantizer is very effective with entropy coding methods.

Entropy coders exploit probabilities of bins to represent data with lower bitrates.

Output

(5/2)A

(G/2)A

-3A 2A A

Input

-(3/D)A

J(512)A

Figure 3.6 : Deadzone uniform quantizer.

3.6 Entropy Coding

Quantized residuals are encoded with order-0 adaptive arithmetic coding as an
entropy coder represented in [29]. We use probabilities of all previous frames to
compose probability map for current frame. Hence, bitrate allocation of residuals is
dependent on all previous frames, which result with one advantage and one

disadvantage.

In implementation, there is a maximum frequency which indicates maximum number
of occurance of a symbol. If this maximum frequency is reached by cumulative
frequencies of symbols, all frequencies are divided by two. This detail makes
implementation easier by supplying a high limit to frequency values. Additionally,
dividing probabilities by two cause the probabilities of later frames to have higher

weight on probability model.

The advantage is that, system adapts the probabilities better after a few frames and so
reduces bitrate. Because, probability model is created by more samples (with

previous frames).
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As a disadvantage, fast changes in prediction affects the probability distribution of
residuals negatively. Fast changes are sudden changes in motion and size such as;
start or end of a fast motion and likely start or end of a fast expansion, deforming,
etc. These instant changes in probability effects negatively the adaptive probability
space of arithmetic coding. However, if these changes are continuous, then the model
adapts it after a few frames, otherwise it is not a great overhead for bitrate to allocate
bits ineffectively (good but not very near to optimal) for a few frames.
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4. EXPERIMENTS

In our experiments, main criteria iS how much bit reduction is accomplished

compared to same system with full mesh compression methods which do not use

visibility detection to remove invisible parts.

In our system, if we suppose all regions are visible in all frames, then it becomes a

viewpoint independent predictive compression system. For experimental purposes,

we use this ability of codec. Then resulting viewpoint independent system (Figure

4.1) is used in comparisons.

Visibility
Detection

Current Frame

Region
Traverse

Arithmetic

— . =N £ <
Prediction Quantizer Arithmetic = =
Methods ~ | Coder R ol = E
o =
a 5]
. ]
Reconstructed
Current Frame &
/t Reconstruct Prediction Inverse
vertex Methods « | Quantization
positions y
g
& | Arithmetic Region Compose T
'g E'—‘ Decoder Tragverse E Visib?lit E \1511.)le
Bl Y Regions
| &2
= =]
g Reconstructed
= ) Current Frame
% Arithmetic Inverse Prediction v
i i F i ertex
- 8 — |Decoder Quantization Methods Positions
7]
O

Figure 4.1 : Viewpoint independent codec schema.

Standard compression methods send connectivity at once, after that both encoder and

decoder has connectivity information, which is constant. To simulate this case, first
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frame is encoded with our proposed system. Following frames encoded with all steps
except red area (step 2-5 of encoder and step 1-4 of decoder) in Figure 4.1. With this
framework, a viewpoint independent compression system with same prediction

algorithms and same quantization parameter is composed (VIC).

In Figure 4.2 VIC represents the viewpoint independent compression, VDC-1, VDC-
2 and VDC-3 represent result of proposed view-dependent compression system with
three different viewpoints for mesh sequence of chicken crossing. Chicken crossing
mesh sequence is composed of many kind of motion form such as; steady, slow
motion, fast motion, partial motion, slow turn and fast turn. Experiments on chicken

crossing sequence also test behavior of methods in various motion types of object.

0,30

0,25 &\ \
0,20 \
\ -VDC-1
. --VDC-2
--VDC-3
\ \ ==VIC
0,10 % \\\

KG-Error
=
-—""ﬁﬂ:
g

0,05 \\ ~
d ~ e
k ‘*""‘-‘
h-. -""-)IG--..___‘
0,00 fac
3 4 5 6 7 8 9 10 11 12 13 14 15 16
Bitrate (bpvf)

Figure 4.2 : Compression of chicken crossing sequence.

Results show that overhead of coding change in visibility are lower than the gain of
bitrate reduction with removing invisible parts. According to tests in three
viewpoints, invisible parts have average of 1498.4 vertices, which is not encoded. A
significant compression gain (25% to 47% in our experiments) is achieved, using

proposed view-dependent compression method.
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R-D graph in Figure 4.2 represent both region description and geometry bits.
Geometry data is composed composed by traverse of two region group Rf(o,l) and
Rf(l,o). In same mesh sequence, allocated bits for these regions are as follows:

Bitrate ( R’ ) = 0.018 bpvf,
Bitrate (R 0)) = 0.017 bpvf

and this bitrates are constant over distortion. Both of R’ and Ry ) are composed
of unconnected regions, which are group of connected faces. Each connected face
group represents a face strip. Average length of strips are 12.86 face/symbols (L ,E,R
or S) in this experiment. Rest of bits are allocated to encode position of visible
vertices (geometry of Rf(o,l) and Rf(l,l)). Average unconnected region number is 105.7

region per frame.

Considering that chicken crossing has 3030 vertices, 5664 faces and 400 frames,
average of 1358 faces are encoded for each frame to represent changes in visibility
(Rf(o,l) and Rf(l,o) )

More detailed data obout the experiment is given in Tables 4.1 to 4.4. Tables 4.1 to
4.4 are composed by applying algorithms each frame of sequence with different

quantization size A.

Table 4.1 : Detailed result of VDC-1 for chicken crosing.

Al Az A3 A4 A5 A6 A?

Rate 15.648 8.397 7.004 6.243 4.818 3.792 3.035
Min. Rate 8.784  3.317 2.537 2.131 1.522 1.274 1.055
Max. Rate 27.168 21.333 19.762 18.73 16.507 14.342  12.187

Distortion  0.008  0.016 0.025 0.033 0.068 0.138 0.278
Min. Dist.  0.006  0.011 0.016 0.022 0.044 0.093 0.191
Max. Dist.  0.010  0.020 0.030 0.041 0.081 0.162 0.330

Table 4.2 : Detailed result of VDC-2 for chicken crosing.

A]_ Az A3 A4 As AG A?

Rate 15.662  8.462 7.064 6.300 4.859 3.813 3.040
Min. Rate  9.624  4.438 3.535 3.100 2.297 1.745 1.389
Max. Rate 24.735 18.863 17.329 16.413 14345 12565 10.622

Distortion  0.008  0.017 0.025 0.034 0.070 0.141 0.287
Min. Dist.  0.006  0.011 0.017 0.023 0.046 0.095 0.199
Max. Dist.  0.010  0.020 0.029 0.040 0.079 0.159 0.319
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Table 4.3 : Detailed result of VDC-3 for chicken crosing.

Al Az A3 A4 A5 AG A7

Rate 15.361 8.517 7.168 6.422 5.011 3.975 3.205
Min. Rate  9.428  4.403 3.319 2.829 2.135 1.700 1.410
Max. Rate 25.113 20.162 18.808 17.889 16.025 14.095 12.088

Distortion  0.008  0.017 0.026 0.035 0.071 0.145 0.294
Min. Dist.  0.006  0.011 0.016 0.021 0.044 0.091 0.190
Max. Dist.  0.010  0.021 0.032 0.042 0.088 0.179 0.364

Table 4.4 : Detailed result of VIC for chicken crosing.

Al Az A3 A4 A5 AG A7

Rate 29.002 14534 11.789  10.317 7.589 5.681 4.324
Min. Rate 19.005 7.570 5.785 4.179 3.530 2.696 1.978
Max. Rate 42.038 33.486 30.912 29.167 25.135 21.294 17.618

Distortion  0.008  0.017 0.026 0.035 0.071 0.145 0.293
Min. Dist.  0.005  0.009 0.014 0.019 0.039 0.084 0.180
Max. Dist.  0.010  0.020 0.030 0.041 0.081 0.164 0.331

Chicken crossing mesh sequence has different motions of a chicken. More steady
frames of the sequence have lower bitrate, at most 68% lower than average bitrate.
Fast motion frames have higer bitrate at most equal to 402% of average bitrate.
Additionally these changes of bitrate over frames depend on viewpoint of VDC.

Bitrate for any frame varies between

- 0.32 times of average and 4.02 times of average in VDC-1,
- 0.5 times of average and 3.49 times of average in VDC-2,
- 0.43 times of average and 3.77 times of average in VDC-3 and

- 0.46 times of average and 4.07 times of average in VIC.

Ratio of minimum bitrate of a frame and average bitrate over all frames varies
between algorithms slightly, likely to ratio of maximum bitrate of a frame and
average bitrate over all frames. Proposed compression (VDC-1, VDC-2, and VDC-3)
and VIC behave similarly for different motion types. As a result, it is concluded that

VDC is not more vulnerable to these kind of motion type than VIC.

Some example Figures from the experiment are represented in Figure 4.3 to Figure
4.6. Figure 4.3 is the picture of visible parts according to viewpoint-1 (viewpoint of
VDC-1). VDC-1 reconstruction of a frame with quantization A4, which averagely has
6.243 bpvf, is represented in Figure 4.4, and with quantization A7, which averagely

has 3.035 bpvf, is represented in Figure 4.5. Figure 4.6 represent the side view.
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Figure 4.3 : A frame from chicken crossing with viewpoint-1

Figure 4.4 : A restored frame from chicken crossing with VDC-1 and Ag.
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Figure 4.5 : A restored frame from chicken crossing with VDC-1 and A;.

Figure 4.6 : Side view of the visible part according to viewpoint-1.
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Even with this low bitrate, resulting meshes are very similar to original. VDC-1 with
A4 reconstruct very similar mesh to original, while VDC-1 with A7 has little more

variation from original mesh (an example artifact could be seen on the wing).

One problem of the proposed scheme is the special case error of ray-triangle
intersection. If a face is visible while its vertices are invisible, ray-triangle
intersection could not detect the visible face. Result of this special case error could

be seen in the beak, eye and wing of the chicken.
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5. CONCLUSION

In this study, we presented predictive compression of 3D mesh sequences with
encoding only visible vertices in current frame. With the results of experiments, we
showed that view-dependent compression of mesh sequences exploits visibility of
mesh to reduce bitrate significantly (%25 to %47 in experiment scope).

With the high speed of linear predictive methods, proposed system also supports

real-time compression.

Furthermore, our codec design is based on spetio-temporal prediction, quantization
and entropy coding steps, which are easy to replace with new methods.
Improvements in these substeps could be applied to proposed scheme to increase

compression performance.
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