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Abstract

Formation of hydrogen peroxide and oxygenated radical species are the leading cause of
chemical degradation observed in polymer electrolyte membranes (PEM) in polymer elec-
trolyte fuel cells. Recent experimental studies have shown that Pt nano-deposits in the
PEM, which originate from Pt dissolution in the catalyst layer, play an important role
in radical-initiated membrane degradation. Surface reactions at Pt particles facilitate the
formation of reactive oxygen species. The net effect of Pt surface processes on mem-
brane degradation depends on the local equilibrium conditions around the Pt nano-deposits,
specifically, their equivalent local electrode potential.

In this thesis, we first present a multi-step theoretical approach, validated by a collabora-
tive experimental study, to understand the impact of environmental conditions around the
Pt nanodeposits on membrane chemical degradation. In the first step, we developed a phys-
ical analytical model for the potential distribution at Pt nanodeposits in the PEM. Given the
local potential, we identify the surface adsorption state of Pt. Thereafter, density func-
tional theory (DFT) was used to investigate the influence of the Pt adsorption state on the
mechanism of oxygen reduction reaction (ORR), particularly the formation of hydrogen
peroxide and hydroxyl radical as the two important reactive oxygen species for membrane
degradation.

In a separate work, we employed DFT to study the atomistic mechanism for interfacial
place-exchange between surface Pt atom and chemisorbed oxygen at oxidized Pt (111)-
water interfaces. Understanding the criteria for Pt oxide growth is a crucial step to compre-
hend the mechanisms of Pt dissolution during electrochemical processes.

Keywords: Pt Electrocatalysis; Oxygen Reduction Reaction; Pt-In-The-Membrane; Mem-
brane Degradation; Place-exchange Mechanism; Pt Dissolution; Theoretical Modelling;
Density Functional Theory
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Preface
This thesis is based on our theoretical and modelling works carried out since Sept. 2012.
It expands the state of understanding about the origin of Pt nanodeposits in the polymer
electrolyte membrane, as well as their role on radical-initiated membrane degradation in
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place-exchange mechanism at Pt surfaces. These subjects are highly important, particularly
for scientists in the field of fuel cell electrocatalysis. A major part of the thesis has been
published and is to be published as follows:
Chapter 3: M. J. Eslamibidgoli, P. A. Melchy, and M. H. Eikerling, “Modelling the lo-
cal potential at Pt nanoparticles in polymer electrolyte membranes," Physical Chemistry
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Chapter 1

Introduction

1.1 Fuel Cell Technology

Fuel cells are electrochemical devices that convert the chemical energy stored in hydrogen
directly into electrical energy to generate electricity and produce water and heat. They have
the power to significantly reduce our dependence on fossil fuels, and can have nearly zero
emissions of greenhouse gases during operation1–3. With no moving parts, fuel cells are a
highly suitable technology for a plethora of applications such as in transportation, as well
as stationary and portable devices4,5.

The concept of a fuel cell was developed more than 150 years ago6,7. Christian Friedrich
Schönbein (1799 -1868) was a German scientist who first conceived the idea of a fuel cell8.
At the same time, Sir William Robert Grove, a barrister turned scientist in London, built the
first prototype of a fuel cell in 1839, which he named the gas voltaic battery. The schematic
view of his cell is shown in Fig. 1.1. It consists of several primitive cells connected to
a voltmeter7. Grove discovered that with arranging two platinum electrodes immersed in
sulfuric acid, a cell current was maintained as long as oxygen and hydrogen within the
cell were provided. Hydrogen is oxidized at the anode, where protons and electrons are
produced in the hydrogen oxidation reaction (HOR),

H2→ 2H++2e− E0 = 0 V ; (1.1)

where, E0 is the equilibrium potential of the reaction at standard conditions (pressure 1 atm,
temperature 25◦C)9. The electrons are conducted via an external circuit to do electrical
work. Protons are transported through sulfuric acid to the cathode. At the cathode, oxygen,
electrons from the external circuit and protons recombine in the oxygen reduction reaction
(ORR) to form water,
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O2 +4H++4e−→ 2H2O E0 = 1.23 V. (1.2)

The overal electrochemical reaction for the cell is,

O2 +2H2→ 2H2O E0 = 1.23 V. (1.3)

Grove apparently understood how promising and powerful his gas voltaic battery could
be; as he wrote, “the device could shock five people holding their hands and one of them
holding the device”7. However, the fuel cell was not implemented in those years both
because of the development of the dynamo technology, and due to easily accessible oil and
the invention of the combustion engine.

Figure 1.1: William Grove’s picture, and the schematic view of his cell; a battery of five cells is shown filled
with oxygen and hydrogen, labeled "o" and "h" in the drawing. The battery is connected to the voltmeter, the
tubes of which are of the same size as those of the battery. Adapted from Ref. 7.

In the 1950’s another British scientist, Francis Thomas Bacon, demonstrated the first
practical use of a hydrogen-oxygen fuel cell stack, although there was a long history of
scientific curiosities for fuel cell development between the 1840’s and 1950’s10. Building
on these efforts, there has been further development to transform fuel cells into powerful
and practical devices. The first generation of fuel cells was produced by General Electric
in the 1960’s, when an alkaline fuel cell was used to power the electrical system of NASA’s
Gemini space capsules11. Polymer electrolyte membranes (PEM) were incorporated into
hydrogen fuel cells by Grubb and Niedrach in 1960 at General Electric12. Polymer elec-

2



trolyte fuel cells (PEFCs) operate at low temperature (below 100 ◦C), and they generate
power densities in excess of 0.6 W cm−2, higher than that of other types of fuel cells10,13,14.

Nowadays, the most attractive applications of fuel cells are in electric vehicles to re-
place the internal combustion engines. The fuel cell generates electricity that can be used
to power a car, truck, bus or other vehicles as long as hydrogen is supplied as fuel. Hydro-
gen can be produced in many different ways such as water electrolysis and steam methane
reforming1,15,16; once produced, hydrogen can be stored as a compressed gas or liquid, or
in a chemical or metal compound15. If a fuel cell is supplied with pure hydrogen, the emis-
sions of greenhouse gases are nearly zero. Demonstration projects over the last decade have
shown the competitiveness of fuel cell electric vehicles to internal combustion engine pow-
ered vehicles in terms of driving range, performance, reliability, and flexibility in vehicle
design17. These factors have driven the global push towards PEFC technology in automo-
tive applications. However, cost-effective utilization of materials as well as their stability
and cycle life in the operating cell have remained as the major challenges, which must be
successfully addressed in order to commercialize PEFCs for automotive applications17.

1.1.1 Principles of Materials and Operation

Fig. 1.2 illustrates the operation of a PEFC, fuelled with hydrogen. A single PEFC is made
up of two plates (flow field), two electrodes (anode and cathode), and two thin layers of Pt
based catalysts, separated by a plastic membrane. When hydrated, the membrane allows
proton transport across the cell, while it does not conduct electrons. It also minimizes fuel
crossover from the anode to the cathode by separating the oxidizing and reducing envi-
ronments. These components are placed together in the cell along with gas flow channels
(GFCs), and bipolar plates (BP).

The processes that occur during fuel cell operation involve heat transfer, species and
charge transport, and electrochemical reactions. As shown in Fig. 1.2, hydrogen and oxy-
gen are directed from the flow field plates to the respective porous gas diffusion layers
(GDLs) of the anode and the cathode, and diffuse into the respective catalyst layars (CLs).
Hydrogen is oxidized at the anode via the HOR. The electrons are conducted via the carbon
support to the anode current collector, and then to the cathode current collector, via an ex-
ternal circuit. Protons are transported through the membrane. At the cathode CL, oxygen
from the air, electrons from the external circuit, and protons recombine in the ORR to form
water. Water is transported out of the cathode CL through the cathode GDL, and eventually
out of the flow channel; heat is generated due to thermodynamic inefficiencies, mainly in
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Figure 1.2: Schematic of representative PEFC, showing functional components and processes: Flow fields,
gas diffusion layers, catalyst layers, and polymer electrolyte membrane.

the sluggish ORR at the cathode CL, and is conducted out of the cell via carbon support
and BPs.

As for the PEM in PEFCs, various ionomers have been tested such as non-fluorinated
polyaryl ionomers, polystyrene sulfonic acid (PSSA) and perfluorosulfonic acid (PFSA)
ionomers. Among PFSA ionomers, Du Pont’s Nafionr was introduced in the 1970’s,
which could essentially solve the problems associated with proton conductivity and durabil-
ity of previous membranes18. The discovery of Nafionr set new standards in performance,
chemical and mechanical durability, as well as the commercial accessibility of PEMs19,20.
The chemical structure of Nafion is shown in Fig. 1.3. It consists of a polytetrafluoroethy-
lene (PTFE) backbone and perfluorovinylether side chains terminated by sulfonic acid head
groups.

Pt and Pt-based alloys are the most effective materials to electro-catalyze the HOR and
the ORR in the PEFCs21–24. Unfortunately, Pt abundance in the earth is low; thus, Pt is
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Figure 1.3: Chemical Structure of Nafion

expensive, and it contributes a major fraction of the cost of a fuel cell stack (30% to 70%
depending on the electrode design). Therefore, it is essential to bring down the Pt loading
(in mg cm−2), while increasing the cell performance and durability.

Major advancements were achieved to bring down the Pt loading from∼ 4−28 mg cm−2,
as used in the catalysts of Gemini space shuttle25, to less than ∼ 0.4 mg cm−2 26, which is
the state-of-the-art in modern days. Groundbreaking progress was made in the late 1980’s
by developing carbon supported Pt catalysts bound by Nafionr, which led to an increase
of the surface area-to-volume ratio of Pt27,28. The investigations to further bring down
the Pt loadings continue in different ways, which include varying the surface morphol-
ogy and surface roughness of extended surface catalysts29–33; modification in the elec-
tronic structure properties of Pt by mixing it with other metals21–24; varying the size, shape
and morphology of Pt or Pt-alloy nanoparticles34–40, and variation in the support materi-
als24,30,32,37,38,41–44. Extensive investigations aim at finding more stable and less expensive
catalyst materials than Pt, with equal or higher activity for the ORR40,45,46.

The design of a catalyst layer (CL) as a porous gas diffusion electrode, which utilizes
carbon-supported Pt nanoparticles as the active material, and which is impregnated with
ionomer in order to achieve a high proton conductivity, represents the state-of-the-art in
modern day PEFCs13. Fig. 1.4 shows the schematic of a typical PEM fuel cell catalyst
layer structure13.

Understanding the mechanisms of the multi-step ORR at Pt is of particular importance
for fuel cell operation47. The overpotential required to drive the ORR at the cathode con-
tributes in 30% to 40% of voltage losses in PEFCs. The cathode potential in the fuel cell
typically varies between 0.6 V to 0.95 V during operation. In this potential window, ad-
sorbed oxygen intermediates from the ORR compete for free catalyst surface sites with
thermodynamically stable oxygen-containing adsorbates that are present due to the oxida-
tion of water. On the other hand, potentials up to 1.5 V are possible to occur during start
up and shutdown transitions. At this higher potential range, a surface oxide layer is formed
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Figure 1.4: Schematic of a typical PEM fuel cell cathode catalyst layer structure.

at Pt. Potential cycling that repeatedly forms and removes this layer results in a high Pt
dissolution rate48,49. This suggests that the activity of Pt for the ORR and for dissolution
can be strongly correlated50. Theoretically, the activity vs. stability of the catalyst involves
the interplay between parameters related to catalyst composition, morphology, electronic
structure, interactions with the support, surface adsorption state, electrostatic interfacial
effects, and local reaction conditions provided by surrounding system components.

Overall, a deeper understanding of the principles of materials and operation involved
in various components of the fuel cell is required51. To accurately describe the relevant
operation phenomena in PEFCs, and to predict the performance and durability of the fuel
cell, it is essential to develop theoretical models, along with experimental methods, which
range from the atomistic scale up to the system level. The grand challenge in modelling
is the unavoidable coupling between the phenomena occuring in a wide range of time and
length scales. Various approaches have been developed to describe the key processes taking
place at a given scale. In this regard, the state-of-the-art in the modelling of PEFC perfor-
mance and degradation, with correlation to experiment is (i) first-principle approaches at
atomistic level, (ii) microscale simulations, (iii) mathematical modelling of different cell
components, and (iv) modelling at the stack level.
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Table 1.1: Long-term targets and recent milestones for fuel cell vehicles. Adapted from Ref. 18.

Characteristic Units 2007 Sta-
tus

2010 2015 2020—2030

Vehicle efficiency % 50 >50 60 >60
Durability Hours 1,000 3,000 5,000 > 5,000
Operating tempera-
ture

◦C 80 -30 to 90 -30 to 90-
100

-40 to 100-
120

Cost $/kW — (539-647) 108 43

1.2 Motivation

Commercialization of PEFCs is associated with a balance between the coupled character-
istics of durability, performance and cost. Government agencies, particularly in the US,
Europe and Japan, have established targets to guide the efforts in order to improve PEFC
performance and durability, while decreasing cost. Table 1.1 summarizes the long-term tar-
gets and recent milestones for PEFC vehicle efficiency, durability, operating temperature,
and cost, according to the Japanese New Energy and Industrial Technology Development
Organization (NEDO)18. In general, the targets for vehicle efficiency by 2015 have been in
a range of 40% to 60%, with Japan setting the highest goal. In terms of operating temper-
ature and relative humidity (RH), the targets for 2020 to 2030 project operation from 100
to 120◦ C, under non-humidified conditions18. For light duty applications, the durability
targets by 2015 anticipated 5,000 hours of operation with a cost of ∼ $ 110/kW 17. On
the other hand, for the development of the next generation heavy duty (bus) fuel cells with
durability comparable to or better than current diesel engines, 20,000 hours of operation,
including operation with start up and shut down transitions has been targeted52.

1.2.1 Membrane Chemical Degradation

The durability and longevity of PEFCs are strongly affected by structural degradation of
component materials, which is associated with their role in the operation of the fuel cell. In
recent years, degradation of the PEMs has become a major focus of fuel cell research, since
it strongly impacts the lifetime of the device. Understanding the PEM degradation prob-
lem is particularly critical for the development of the next generation heavy duty fuel cells;
PEM degradation is accelerated by the harsh operating conditions and the typical voltage
cycles. Conditions such as low relative humidity, high temperature, and high cell voltage
are known to accelerate the chemical degradation of the membrane53–55, which in turn
results in other issues such as membrane thinning, associated loss of functional ionomer
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side-chains, reduced ionomer molecular weight due to chain scission, and consequently
the gradual loss in proton conductivity56. PEMs are exposed to thermal and mechani-
cal stressors, coupled with the chemical attack of weak bonds of ionomer molecules by
oxygenated radical species, generated as by-products of the fuel cell electrochemical reac-
tions57–59. Experimental studies linked the chemical degradation of the membrane to the
concentrations of these radical species55,60.

Figure 1.5: SEM micrographs of (a) cross-sectional MEA at the beginning of life (BOL) stage, (b) cross-
sectional MEA at the end of life (EOL) stage, and (c) pinhole on the surface of the membrane at EOL.
Adapted with permission61. Copyright 2014, Elsevier.

As shown in Fig. 1.5, chemical degradation of the membrane results in material loss and
membrane thinning, which in turn leads to higher crossover of the reactant gases, which
accelerates chemical degradation itself54,59–61. Moreover, it weakens the mechanical prop-
erties of the membrane, which results in the formation of pinholes, cracks and fractures in
the membrane58,62. This coupling between chemical and mechanical degradation mecha-
nisms eventually leads to fuel cell failure54,55.
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Various experimental techniques have been employed to study the chemical degrada-
tion of the PEMs, such as in situ Fourier transform infrared (FTIR) spectro-electrochemical
methods 63, X-ray photoelectron spectroscopy (XPS)64, solid state nuclear magnetic res-
onance (NMR) spectroscopy65, scanning electron microscopy (SEM), and transmission
electron microscopy (TEM)66,67. The test protocols for membrane mechanical and chem-
ical durability have been recommended by the US Department of Energy (DOE)17. The
accelerated chemical degradation, caused by holding a single cell at open circuit voltage
(OCV) for several hundred hours at 30% RH and 90◦ C, results in degradation of fluori-
nated PEMs and fluoride release. Membrane degradation is monitored by measuring the
fluoride release rate (FRR, also so-called as fluoride emmision rate (FER)) of the cell’s ef-
fluent water68,69, measuring membrane thinning59,62, periodically checking the hydrogen
crossover70,71, and measuring the decrease of ion-exchange capacity72. Fig. 1.6 shows the
voltage decay and a typical FRR profile under the OCV condition test73. Over the course
of 200 hour test, the voltage dropped by 850 µV h−1 and at the end of the test the membrane
lost 42% of the initial fluoride inventory73.

Figure 1.6: Experimental plot of NRE 212CS based MEA under hot, dry OCV (95◦ C, 50% RH) conditions
showing both voltage decay and fluoride release rate (FRR) profiles. Adapted with permission72. Copyright
2008, The Electrochemical Society.
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1.2.2 Origin and Role of PITM on Membrane Degradation

The generally accepted mechanism to explain membrane degradation has been known for
some time to be linked to the formation of hydrogen peroxide. H2O2 is an intermediate of
the ORR in a 2-electron process,

O2 +2H++2e−→ H2O2 Eeq = 0.67 V. (1.4)

H2O2 formation in the PEFCs has been confirmed experimentally74. H2O2 thus formed
could react at iron ion impurities in the PEM to produce attacking radicals via Fenton’s
reaction75–81. It should be noted that impurities are unavoidably present in the membrane
from Fe metal ion contamination, originated from end plates in contact with humidified
oxygen and hydrogen59,82. Conditions such as low relative humidity, high temperature,
and high cell voltage accelerate chemical degradation, due to an increased formation of
H2O2 in the cell53,54,66. Therefore, the pathways to the formation of H2O2 are of particular
importance in order to understand the mechanisms of PEM degradation.

In this context, deposits of Pt-in-the-membrane (PITM) play an important role in initi-
ating membrane chemical degradation. PITM formation is a consequence of Pt dissolution
in the cathode catalyst layer66,81,83–85. Mobile Pt ion complexes diffuse and migrate into
the membrane. They form solid deposits by precipitation in the presence of H2 and O2,
crossed over from the anode and the cathode, respectively. Formation of PITM is a com-
mon observation in the catalyst degradation tests. In the study conducted by Ohma et al.86,
it was found that under typical operating conditions, i.e., equal pressure of H2 and air, the
Pt deposits concentrate close to the cathode catalyst layer, as also shown in Fig. 1.7, form-
ing the so-called Pt band87. The location of the Pt band depends on the partial pressures of
H2 and O2 at the membrane/electrode boundaries. The band is formed closer to the anode
side for lower partial pressure of hydrogen88,89.

The effect of PITM on the durability of the PEM is still under debate. Ohma et al.88

found higher rates of membrane degradation in the proximity of the Pt band. Fig. 1.8 shows
the relative intensity profiles obtained from a micro-Raman spectroscopy study to analyze
the change in the molecular level structure of the membrane. It illustrates a drop in the
vicinity of the band, indicating the role of PITM on membrane degradation. Rodgers et

al. have observed a strong impact of the Pt density on the degradation of Pt-impregnated
membranes85. Ohguri et al. have investigated the formation of •OH at Pt particles in
the membrane90. In their work, •OH is detected at both the anode and the cathode side,
but the amount is much larger for the anode side. Ghassemzadeh et al. have observed
that the chemical degradation rate was higher in the presence of Pt catalyst for a H2-rich
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Figure 1.7: A cross-section of the catalyst-coated membrane (CCM) by transmission electron microscopy
(TEM), showing catalyst layers and the membrane. (A) beginning of life sample, and (B) after voltage
cycling. A Pt band can be identified after voltage cycling. Adapted with permission86. Copyright 2009,
Elsevier.

mixture of H2 and O2 (90% H2, 2% O2, 8% Ar) as compared to an O2 -rich mixture (20%
O2, 2% H2, 78% Ar)75. A similar trend was reported by Aoki et al.76,77, and Ohma et

al.78 Other researchers have observed severe membrane degradation in the presence of Pt
particles79–81; it has also been found that PITM can enhance durability by deactivating
radicals and/or H2O2

84,91,92.
Therefore, solid Pt nanodeposits can play a double-edge role in membrane chemi-

cal degradation. They can provide catalyst surface sites for processes involved in the
formation or scavenging of radicals/hydrogen peroxide. The net rate of H2O2 forma-
tion/decomposition at PITM is considered to depend on three conditions (which also in-
fluence each other): distribution of Pt particles in the membrane (i.e., their size, distance,
number per volume unit)81,85,89; (ii) particle shape,84,91 and (iii) environmental conditions
around particles (i.e., local mole fractions of H2 and O2, temperature, pH and RH)75–81.
The first two conditions have been experimentally well investigated with the observations
that degradation decreased when particles were distributed at a high density85, or as par-
ticles were present in a faceted shape such as star or dendritic shape84. The influence of
electrochemical conditions, however, has not yet been systematically studied, which is the
objective of this work.
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Figure 1.8: Relative intensities of SO and CO vs. CF and Half Bandwidth of CC as a function of the frac-
tional distance from the anode. Adapted with permission85. Copyright 2007, The Electrochemical Society.

1.2.3 Approach to Investigate the Role of PITM on Membrane Degra-
dation

To understand the impact of PITM on the ionomer decomposition under varying operational
conditions, it is essential to develop a multi-step approach, which involves a complex phe-
nomenology of local reaction conditions as well as surface processes at Pt nanodeposits.
Fig. 1.9 summarizes our approach to investigate the impact of Pt nano-deposits on the PEM
degradation.

In step 1, as presented in chapter 3, we determine the local electrostatic potential at Pt
deposits in the membrane, based on a continuum model of crossover of reactant gases in
the membrane coupled with their local electrochemical reactions at the Pt surface93.

Given the local potential from the first step, we identify in an intermediate step the
surface adsorption state of Pt. Thereafter, in step 2, presented in chapter 4, we perform
DFT calculations to study specific surface processes involved in the H2O2 formation at the
model system of Pt (111) - water interface, taking into account the surface adsorption state
of Pt corresponding to the local electrode potential obtained in the first step94.

To validate this approach, we present in chapter 4 a two-step experiment to understand
the role of the local electrochemical conditions around PITM on the membrane degrada-
tion95. For this aim, we first experimentally examine the dependence between reactant
concentration and electrical potential of a Pt micro-electrode in a membrane electrode as-
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Figure 1.9: Approach to investigate the role of PITM on PEM degradation

sembly (MEA). Subsequently, we investigate the dependence of the electrochemical envi-
ronment of Pt deposits on ionomer decomposition by performing a degradation test with
various model cells, some of which contain PITM.

1.2.4 Atomistic Mechanism of Pt Extraction at Oxidized Surfaces

As discussed, Pt dissolves at the cathode at high potentials, and Pt ions migrate through
the membrane due to concentration gradient. In the presence of reactant crossover gases,
i.e., H2 and O2, Pt ions become deposited in the water channels of the PEM in the form
of nanoparticles. Pt dissolution is thus the origin of PITM formation. Understanding the
mechanisms of Pt dissolution under electrochemical conditions is a subject of unfading
interest in corrosion science as well as energy and environmental science96–98. A crucial
step in the comprehension of metal dissolution is to understand surface oxidation, a topic
that has captivated scientific interest for decades99. The third study in this thesis, thus,
focuses on the mechanism of oxide formation at Pt.

Experimental studies have found the formation of subsurface oxygen on oxidized Pt
surfaces100–102. Analysis of CV data of a Pt electrode immersed in 0.5 M aqueous H2SO4,
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Figure 1.10: Cyclic-voltammetry (i vs. E) profile (A) and mass-response (∆m vs. E) profile (B) for
a Pt electrode in 0.5 M aqueous H2SO4 solution recorded at s=50 mV S−1 and T=298 K. Adapted with
permission100. Copyright 2004, Elsevier.

recorded concurrently with mass data from an electrochemical quartz-crystal nanobalance,
showed that the onset potential of surface oxidation is at around 0.85 V101, shown in
Fig. 1.10. Adsorbed oxygenated species caused by water dissociation at the surface are
identified as chemisorbed oxygen at 0.85<φ M<1.10 V, which forms up to half of a mono-
layer (ML) coverage. As the potential increases, further discharge of water molecules leads
to the formation of the second half of a monolayer of chemisorbed oxygen that is accompa-
nied by an interfacial “flip” of adsorbed oxygen and surface Pt atoms — commonly referred
to as place-exchange or irreversible oxide growth103.

Recently performed DFT studies have attempted to obtain more detailed molecular
level insights on how an initial monolayer of oxide is formed and how oxygen occupies
the Pt subsurface104–107. Gu and Balbuena104 focused on the stability of Pt(111) surfaces
with oxygen occupying both hollow sites on top of the Pt layer and tetrahedral sites below
the top Pt layer at varying coverages. Their results suggests that the tetra-I site is the
energetically preferred site for adsorption of atomic oxygen in the subsurface of Pt (111).
However, the large activation barrier of ≈ 2.5 eV renders the transfer of surface oxygen to
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this site a highly unlikely event. Later, the findings in the work by Asthagiri and coworkers
represented a shift in thinking about these surfaces105. They considered not only the typical
oxygen hollow site occupation but also the experimentally observed effect of Pt buckling
at high oxygen coverage102. In the buckling phenomenon, a Pt surface atom is displaced
from its native lattice position. The buckled Pt screens the repulsion between chemisorbed
oxygen atoms, thus leading to more stable phases at oxygen coverage of above half a ML
coverage. In that work, however, the researchers were unable to find the minimum energy
path at higher oxygen coverage due to the convergence failures of the nudged elastic band
calculations; additionally, the possible role of surface water molecules on the buckling
process was not explored.

In chapter 5, we employ DFT to present original insights into the atomistic-scale mech-
anism of interfacial place-exchange between surface Pt atom and chemisorbed oxygen at
oxidized Pt(111)-water interfaces108. The energy diagrams for the processes of Pt extrac-
tion and Oads substitution were generated to determine the local selection criteria for the
process. We address the effect of surface coverage with oxygen and the indispensable
role of surface water molecules. Results are discussed in terms of surface charging effects
caused by oxygen coverage, surface strain effects as well the contribution from electronic
interaction effects.

1.3 Thesis Outline

The chapters of this thesis are organized as follows:

• Chapter 2 presents the basic concepts of Hartree-Fock (HF) and DFT methods, and
the theoretical treatments for periodic systems by using DFT methods.

• Chapter 3 presents a continuum model to determine the local electrochemical condi-
tion at Pt deposits in the membrane. We obtain analytical relations for the crossover
of reactant gases in the membrane coupled with their electrochemical reactions at the
surfaces of Pt deposits in the PEM to determine the local potential at Pt particles in
the membrane.

• Chapter 4 presents DFT calculations to study specific surface processes involved
in the formation of H2O, H2O2 and •OH at a model system of a Pt (111) - water
interface. We take into account various surface adsorption states of Pt, corresponding
to different electrode potential windows. In addition, in this chapter we present a
collaborative experimental study to validate our multi-step theoretical approach and
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to understand the impact of electrochemical conditions around PITM on membrane
degradation.

• Chapter 5 presents a DFT study of the Pt extraction mechanism at oxidized (111)
surfaces. We present original insights into the atomistic level mechanism of inter-
facial place-exchange between surface Pt atom and chemisorbed oxygen at oxidized
Pt(111)-water interfaces, the process which may lead to Pt dissolution.

• Finally, Chapter 6 provides conclusions of this work and an outlook on possible
future developments in the area of research.
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Chapter 2

Theoretical Framework

Density functional theory (DFT) based methods have been widely used in quantum me-
chanical computations of periodic systems, as well for exploring the potential energy sur-
face of clusters or single molecules. In this chapter, we briefly review the molecular or-
bital theory with emphasis on the Hartree-Fock (HF) method and DFT, and we present
the approach adopted for the ab initio study of the electronic structure of periodic systems
employed in this thesis.

2.1 The Solution of the Schrödinger Equation

Molecular orbital theory is concerned with obtaining properties of atomic and molec-
ular systems. The fundamental problem involves finding an accurate solution for the
Schrödinger equation109,110. The non-relativistic Schrödinger equation in the time inde-
pendent form is given by,

Ĥ Ψ(r,R) = EΨ(r,R) ; (2.1)

where, Ĥ is the Hamiltonian operator of the system under consideration, and Ψ is the
wave function; R and r represent the coordinates of nuclei and electrons, and E is the total
energy of the system.
The Hamiltonian for a system containing N electrons and M nuclei can be written as

Ĥ = T̂n + T̂e +V̂nn +V̂ee +V̂ext. (2.2)
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The terms in the Hamiltonian are the nuclear kinetic energy,

T̂n =−
M

∑
i=1

h̄2

2mA
∇

2
A, (2.3)

the electronic kinetic energy,

T̂e =−
N

∑
i=1

h̄2

2me
∇

2
i , (2.4)

the nucleus-nucleus interaction energy,

V̂nn =
M

∑
A=1

M

∑
B>A

ZAZBe2

4πε0RAB
, (2.5)

the electron-electron interaction energy,

V̂ee =
N

∑
i=1

N

∑
j>i

e2

4πε0rij
, (2.6)

and the nucleus-electron interaction energy,

V̂ext =−
N

∑
i=1

M

∑
i=1

ZAe2

4πε0riA
. (2.7)

Here, ZA and mA are the charge and mass of the Ath nucleus, respectively, and me is the
electron mass. The RAB and riA are the relative nuclear distance between the Ath and Bth

nucleus and the distance between the ith electron and Ath nucleus, respectively. ri j is the
relative distance between the ith and jth electrons, h̄ is the Planck constant, and ε0 is the
permittivity of free space constant. The Schrödinger equation is an equation of 3(M+N)
degrees of freedom, where M is the number of nuclei, and N the number of electrons. The
difficulty in solving the Schrödinger equation arises from the two-body Coulomb interac-
tions, which make the equation inseparable. To obtain a solution approximations must be
applied.
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2.1.1 The Born-Oppenheimer Approximation

The first of several approximations used to simplify the Schrödinger equation is the Born-
Oppenheimer approximation111. Since the mass of a nucleus is 1836 times larger than that
of an electron, it is assumed that the time scale of nuclei motion are much slower than
that for electrons. The nuclei can thus be considered as stationary points in space. The
full many-body electronic wave functions can be expressed as a product of single-particle
wave functions. This leads to a separation of electronic variables and to the complete
diagonalization of the Hamiltonian in terms of single particle molecular orbitals for the
system. Correspondingly, the total wave function can be written as a product of electronic
and nuclear wave functions,

Ψ = Ψelectrons×Ψnuclei, (2.8)

The electronic Hamiltonian then becomes

Ĥ = T̂e +V̂ee +V̂ext. (2.9)

where T̂e, V̂ee and V̂ext are given in Eqs. 2.4, 2.6, and 2.7, respectively.

2.1.2 The Hartree-Fock Method

The HF method is served as an essential zeroth-order approximation to the ground state of
interacting electrons. As electrons are fermions, they obey the Pauli exclusion principle.
This requires the total electronic wave function of electrons to be antisymmetric with re-
spect to the interchange of the coordinates of the electrons; it can thus be written as a Slater
determinant. For a 2n-electron system the Slater determinant112 is given by

Ψ(r,s) =
1√
2n!


Ψ1(1)α(1) Ψ1(1)β (1) ... Ψn(1)β (1)
Ψ1(2)α(2) Ψ1(2)β (2) ... Ψn(2)β (2)

... ... ... ...
Ψ1(2n)α(2n) Ψ1(2n)β (2n) ... Ψn(2n)β (2n)

 ; (2.10)
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The factor 1√
2n!

ensures that the wave function is normalized. Here, Ψi is called molecular
orbital (MO), which is a function of the coordinates of ith electron with the spin α (up) or
β (down).

In the HF method (and generally, all other methods of determining electronic energy),
the total energy for a molecular system is given by113

E total = EHF +ENN; (2.11)

where, EHF is the electronic HF energy and ENN is the inter-nuclear coulombic energy.
Applying the variational principle to the total energy114, one obtains the differential HF
equations

F̂(r)Ψi(r) = ε(r)Ψi(r), (2.12)

where F̂(r) is defined as

F̂(r) = Ĥ core(r)+
N

∑
i=1

(
2Ĵi(r)− K̂i(r)

)
; (2.13)

Ĵ is the Coulomb operator and K̂ is the exchange operator114, as will be discussed below.
Substituting the Slater determinant for Ψ and the explicit form of the electronic Hamil-

tonian operator into Eq. 2.9, gives the following equation for the HF energy,

E = 2
n

∑
i=1

Hii +
n

∑
i=1

n

∑
i=1

(
2Jij−Kij

)
. (2.14)

Hii presents the electronic energy of a single electron in the surrounding force field of a
nuclear core, and is given by

Hii =
∫

Ψ
∗
i (1)Ĥ

core
Ψi(1)dυ ; (2.15)
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where dυ = dxdydz. The second and third terms in Eq. 2.14 account for the electron-
electron interactions115. Ji j is the Coulomb integral and it represents the electronic repul-
sion between the electrons in states Ψi and Ψ j, given by

Jij =
∫

Ψ
∗
i (1)Ψi(1)

(
1
rij

)
Ψ
∗
j(2)Ψ j(2)dυ1dυ2. (2.16)

Ki j is referred to as an exchange integral and it accounts for the exchange correlation be-
tween electrons of the same spin. It is given by the following equation115

Kij =
∫

Ψ
∗
i (1)Ψi(2)

(
1
rij

)
Ψ
∗
j(2)Ψ j(1)dυ1dυ2 (2.17)

2.1.3 Basis Set

Ψi can be expanded as a linear combination of basis functions116,

Ψi =
m

∑
s=1

Csiφsi, i = 1,2,3, ...,m (m = MO); (2.18)

where Csi are the molecular orbital expansion coefficients and φsi denotes the basis func-
tions. The widely used basis functions are Slater-type or Gaussian-type functions117. Sub-
stituting the basis function expansions into the HF equations (Eq. 2.12), we obtain a total
of m × m equations,

m

∑
s=1

FrsCsi = ε

m

∑
s=1

SrsCsi, (2.19)

where the Fock matrix elements Frs are

Frs =
∫

φrF̂φsdυ , (2.20)

and the overlap matrix elements Srs are
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Srs =
∫

φrφsdυ . (2.21)

In the Roothaan-Hall approach, the matrix form of algebraic HF equations is

FC = SCε. (2.22)

The total HF energy is given by

EHF = 2
m

∑
s=1

FrsCsi +
m

∑
s=1

SrsCsiεij r = 1,2,3, ...,m, (2.23)

where εi j are the elements of the Lagrange multiplier matrix that are related to the molec-
ular orbital energies. The Roothaan-Hall-Hartree-Fock equations are solved iteratively in
a self consistent way. The process starts from initial guess for the molecular orbital MOs
Ψ and then the matrix elements Frs and Srs are calculated. The eigenvalues εi j and eigen-
functions Ci j of equation Eq. 2.19 are obtained. This process is repeated until MOs do
not change from one step to the next within the convergence criteria. A highly simplified
algorithmic flowchart illustrating the method is shown in Fig. 2.1.

2.2 DFT Method

The main weakness of HF approximation is that it only accounts for part of electron-
electron interactions. The HF approximation is a type of a mean field theory that treats
the exchange interaction between the electrons exactly. DFT is one of the post-HF ap-
proaches that includes the electron correlations beyond the HF approximation. The main
variable in DFT is the electron density ρ rather than the electronic wave function118,119.

2.2.1 The Hohenberg-Kohn Theorems

The basis of the DFT was formulated by Hohenberg and Kohn in 1964120, They stated
two theorems. The first Hohenberg-Kohn theorem is an existence theorem that says that
any ground state energy of a molecular system is a functional of the ground state electron
density, ρ0, moving in the presence of an external potential v(r),
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Figure 2.1: Simplified algorithmic flowchart illustrating the Hartree Fock method.

E0 = E [ρ0] . (2.24)

The exact ground state energy functional form is not known. The second Hohenberg-
Kohn theorem uses the variational principle that says that any trial electron density gives
an energy higher than the true ground state energy calculated with the ground-state electron
density function, that is,

E [ρt ]> E [ρ0] , (2.25)

where the E is the electronic energy of the system.
The ground state electronic energy in DFT theory can be written as follows,
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E0 =
∫

ρ0(r)υ(r)dr+< T [ρ0]>+<Vee [ρ0]>, (2.26)

where the first term is the potential energy due to electron-nucleus interactions, the second
term is the kinetic energy of electrons, and the third term is the potential energy due to
electron-electron interactions. The exchange-correlation energy functional Exc is defined as
the sum of the kinetic energy deviation from the reference system and the electron-electron
repulsion energy deviation from the classical systems

Exc [ρ0] = ∆ < T [ρ0]>+∆ <Vee [ρ0]> . (2.27)

Writing the functional explicitly in terms of the density built from non-interacting or-
bitals and applying the variational principle led to the formulation of Kohn-Sham equa-
tions120

[
−1

2
∇

2 +υeff(r)
]

ψ(r) = εiψ(r), (2.28)

which are similar to HF equations, except that the effective potential is given by

υeff(r) = υ(r)+
∫

ρ (r′)
|r− r′|

dr′+ vxc, (2.29)

an expression that includes an additional exchange-correlation potential, vxc, which is the
functional derivative of the exchange-correlation energy functional Exc with respect to the
density,

vxc(r) =
δExc[ρ]

δρ
. (2.30)

2.2.2 The Exchange-Correlation Energy Functionals

The Kohn-Sham DFT is an empirical methodology, in a sense that we do not know (and
have no way of systematically approaching) the exact functional. However, the functional is
universal — it does not depend on the materials being studied. The form of the exchange-
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correlation energy functional is unknown, and various approximations are used for Exc,
such as local density approximation (LDA), local spin density approximation (LSDA), the
generalized gradient approximation (GGA), hybrid functionals and others109.

The LDA can be considered to be the zeroth order approximation to the semi-classical
expansion of the density matrix in terms of the electron density and its derivatives. A
typical form of the LDA is:

Exc[ρ] =
∫

εxc[ρ]ρ(r)dr (2.31)

where, εxc is the exchange correlation energy for a homogeneous electron gas with density
ρ 121. It applies to a uniform electron gas with the nuclei fixed.

A natural progression beyond the LDA is to include the gradient of the density ρ , that is
referred to as the generalized gradient approximation (GGA), in which first order gradient
terms in the expansion are included109 in the Exc

Exc[ρ] =
∫

ρ(r)εxc[ρ,∇ρ]dr. (2.32)

In the hybrid methods, the exchange functional is a linear combination of the HF ex-
change and a functional integral of the density and the density gradient122:

Exc
hybrid = cHFEx

HF + cDFTExc
DFT, (2.33)

where, cHF and cDFT are adjustable coefficients.
More recently, empirically dispersion corrected exchange-correlation functionals (DFT-

D) were developed and reviewed by Grimme123,124. DFT-D methods have been proven
accurate for the description of non-covalent interactions and the use of these methods is
appearing increasingly more often in the literature125,126.

2.3 DFT Implementation

All electronic structure calculations in this work were carried out with Vienna ab initio

Simulation Package (VASP)127. VASP is a periodic DFT package for performing ab initio

quantum-mechanical molecular dynamics (MD) simulations using pseudopotentials or the
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projector-augmented wave (PAW) method to describe the electron-ion interactions, and PW
basis set to expand the Kohn-Sham orbitals.

2.3.1 Pseudopotentials and the PAW method

Since chemical properties are determined mostly by valence electrons, PAW method ap-
proximations are made for the core electron region to overcome the challenges due to the
sharp oscillations in the wave functions close to the nuclei. In this method, the strong
Coulomb potential of the nucleus and the core electrons are described by an effective ionic
potential. Outside a certain cut-off radius, the pseudopotential is constructed to coincide
with real potentials and reproduce the correct wave functions (see Fig. 2.2). Reduced num-
ber of electrons implemented in this method results in relatively faster calculations for
describing the large systems.

Figure 2.2: Comparison of a wavefunction in the Coulomb potential of the nucleus (blue) to the one in
the pseudopotential (red). The real and the pseudo wavefunction and potentials match above a certain cutoff
radius, rc.

2.3.2 Approach to First-Principles QM Study of Periodic Systems

Given the chemical composition and the solid state structure of a periodic system, the aim
of first principles computational methods is to calculate its chemical and physical properties
as accurately as possible, and at a reasonable computational cost. Therefore, an efficient
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computational scheme must be able to manipulate this information economically with re-
gard to CPU time, storage requirements and the number of input and output operations.

Both HF and DFT method can be applied to solid state calculations. For a periodic
arrangement of nuclei, the single electron wave functions Ψn(r) (where n corresponds to a
given atomic level with eigenvalue En) can be expressed with the help of Bloch’s theorem.
That is, in the periodic potential, each atomic wave function, Ψn(r), would yield N levels
wave of functions Ψn(r+R), where R is the Bravais lattice vectors such that they satisfy
the Bloch condition,

Ψ(r+R) = eik.R
Ψ(r). (2.34)

Given the above equation, the single electron wave function can be written as

Ψnk(r) = ∑
k

eik.R
φ(r+R), (2.35)

where k ranges through the N values in the first Brillouin zone, and φ(r+R) can be atomic
or molecular spin orbital. The atomic orbital can then be expanded in terms of a linear
combination of N basis functions. This approximation is referred to as Linear combination
of atomic orbitals (LCAO) method in solid state128. The substitution of expanded wave
function into the Schrödinger equation results in HF or KS like eigenvalue-eigenfunction
equations depending on the level of approximation used117.

2.3.3 Sampling the Brillouin Zone

Finite integrals over the Brillouin zone in reciprocal space are necessary for obtaining dif-
ferent electronic structure properties. These integrals are numerically calculated at finite
number of k-points in the Brillouin Zone. Various methods have been developed to obtain
accurate description of the systems. In this thesis, minimum energy structures were deter-
mined using Monkhorst Pack k point sampling grids with 3× 3× 1 k points129, tested to
be sufficient to obtain an accurate electronic potential and total energy.

2.3.4 Computational Details

The Kohn-Sham one-electron wave functions were expanded in a plane wave basis set up
to an energy cutoff of 400 eV. Exchange-correlation effects were incorporated within the
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generalized gradient approximation (GGA), using the exchange-correlation functional by
Perdew, Burke and Ernzerhof (PBE)130. This functional consistently describes the proper-
ties of water at metal surfaces125,131,132. Geometry optimization studies were terminated
when all forces on ions were less than 0.03 (or 0.05) eV Å

−1
.
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Chapter 3

Modelling the Local Potential at Pt
Nanoparticles in Polymer Electrolyte
Membranes

As for the first step of our theoretical approach presented in Fig. 1.9 to understand the role
of PITM on membrane degradation, in this chapter we present a physical analytical model
for the potential distribution at Pt nanodeposits in a polymer electrolyte membrane. As
discussed in section 1.2, experimental studies have shown that solid deposits of Pt in the
PEM play an important role in radical-initiated membrane degradation. Surface reactions
at Pt particles facilitate the formation of ionomer-attacking species. The net radical bal-
ance depends on local equilibrium conditions at Pt nanodeposits in the PEM, specifically,
their equivalent local electrode potential. Our model utilizes a continuum description of
crossover fluxes of reactant gases, coupled with the kinetics of electrochemical surface re-
actions at Pt nanodeposits to calculate the potential distribution. The local potential is a
function of the PEM structure and composition, which is determined by PEM thickness,
concentrations of H2 and O2, as well as the size and density distribution of Pt particles.
Model results compare well with experimental data for the potential distribution in PEMs.

3.1 Introduction

Understanding the impact of PITM on the chemical degradation of the PEM involves a
complex phenomenology of local conditions and structure of the PEM, as well as structure-
dependent transport and reaction processes. The balance of competing processes depends
on local conditions such as temperature and relative humidity as well as the structure and
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local chemical composition of the PEM. The local chemical composition of the PEM is
determined by pH and by mole fractions of H2 and O2 provided at opposite membrane
sides. Local values of H2 and O2 concentrations can be calculated for given transport
properties, composition and thickness of the PEM. The same conditions also determine the
size, shape and density distribution of Pt deposits in the PEM89,133–135. On the other hand,
the formation of PITM has a feedback effect on concentrations of H2 and O2 as well as
membrane humidification81. Moreover, the rates of catalytic surface processes depend on
size and shape of Pt nanoparticle deposits66,135–137.

The local open circuit potential (OCP) of a Pt nanoparticle, considered as a nanoelec-
trode in the PEM, is determined by the conditions listed above. Liu and Zuckerbrod have
measured the OCP distribution at a Pt nanoprobe in the membrane, with H2 and air pro-
vided at opposite membrane sides74. They have observed a step-like potential profile. The
local electrode potential in the region close to the anode was found near 0 V vs. RHE. In
the region near the cathode, the OCP was found to attain values between 0.8 V and 1.0 V.
Takaichi et al.138 have measured the OCP distribution determined by H2 and O2 perme-
ation in the membrane. They have observed a change in the step position at different O2

partial pressure and relative humidity139.
Understanding the problem of electrostatic potential at isolated metallic nanoparticles

in an electrolyte is fundamentally interesting and of broader practical impact. Specifically,
the problem of Pt nanodeposits in polymer electrolyte membranes has received significant
attention in recent years. However, to the best of our knowledge only one modelling work
has been devoted to this topic140. Atrazhev et al. have developed a model to predict the
potential distribution at a single Pt particle in the PEM140. Their model employs an “ad
hoc" formulation of the problem, in which the surface concentrations of reactant gases,
H2 and O2, at a spherical Pt particle are obtained as functions of particle position. The
relations are substituted in the Butler-Volmer equations and the charge balance condition
is applied to numerically calculate the local mixed potential at the particle. Their model,
however, suffers from physically inconsistent relations obtained for the current densities of
hydrogen oxidation reaction (HOR) and oxygen reduction reaction (ORR), i.e. Eqs (36)
and (37) in their paper140. As discussed in their paper, at the position of the potential step,
both HOR and ORR are controlled by diffusion of reactant gases to the particle surface;
thus, at this position, each of the current densities must be independent of the particle
potential. However, in their relevant equations the dependency still exists. In addition, the
implementation and parameterization of HOR and ORR kinetics employed in their model
are incompatible with experimental data141–143.
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In this chapter, we present a rigorous and self-consistent formulation of the problem
which results in a physical-analytical model of the mixed-potential distribution at Pt nan-
odeposits in the PEM. The model employs continuum diffusion for the crossover of reac-
tant gases, H2 and O2, coupled with local electrochemical reactions at the surface of Pt
nanoparticles. The analytical solution gives the shapes of the reactant concentrations and
of the potential profile in terms of experimental parameters, including the relative concen-
tration of H2 and O2 at the PEM boundaries, mass transfer coefficients, kinetic parameters
of surface reactions at Pt, and size and density of Pt particles in the PEM. Model outcomes
are compared to experimental measurements of the OCP at Pt nanodeposits in the mem-
brane74,139.

3.2 The Model

The model incorporates a two-scale description of transport and reaction processes in the
membrane, as illustrated in Fig. 3.1. At the macroscale, one-dimensional (1D) diffusion
governs the distribution of redox species, i.e., H2 and O2, along the thickness variable x.
Even though we do not consider the membrane embedded in the fuel cell configuration, we
refer to the side at which hydrogen is supplied as the anode and the side at which oxygen
is provided as the cathode. Concentrations of hydrogen and oxygen in the PEM are cH2 (x)

and cO2 (x). The concentrations at the PEM boundaries are c0
H2

at x = 0 (anode side) and
c0

O2
at x = l (cathode side). At the nanoscale, the hydrogen oxidation reaction (HOR),

H2 ↔ 2H++ 2e−, and the oxygen reduction reaction (ORR), O2 + 4H++ 4e− → 2H2O

proceed at the surface of Pt nanoparticles, which we assume spherical. As Pt nanoparticles
are not connected to an electron source/sink, the resulting OCP must fulfill a condition that
the rates of HOR and ORR processes are balanced at the particle level.

As shown in Fig. 3.2, four regimes can be distinguished to describe the mixed reac-
tion kinetics at the surface of Pt nanodeposits in the PEM. The distinction is based on the
comparison of diffusion and kinetically-limited current densities of HOR and ORR at the
spherical Pt nanoelectrode. The diffusion limited current density of the HOR and the ORR
can be obtained by solving the spherically symmetrical diffusion equation under steady
state conditions,144

1
r2

d
dr

(
r2 dcH2,O2

dr

)
= 0 (3.1)

where r is the distance from the center of the particle, subject to the following boundary
conditions,
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Figure 3.1: Model representation of a Pt nanoparticle in the membrane. The model assumes macroscale
diffusion of H2 and O2 from the opposite membrane boundaries, coupled with local diffusion around Pt
nanodeposits and reactions (HOR and ORR) at the Pt surface.

jHOR = 2FDnano
H2

dcH2

dr

∣∣∣∣
r=r0

, (3.2)

jORR = 4FDnano
O2

dcO2

dr

∣∣∣∣
r=r0

, (3.3)

c∞
H2,O2

= cbulk
H2,O2

(x). (3.4)

The diffusion limited current density of the HOR is then given by

jd
HOR = 2FcH2(x)

Dnano
H2

r0
, (3.5)

and that of the ORR is

jd
ORR = 4FcO2(x)

Dnano
O2

r0
, (3.6)

where F is the Faraday constant, r0 is the Pt particle radius, and Dnano
H2

and Dnano
O2

are the
diffusion coefficients of H2 and O2 at the nanoscale, respectively.

For the faradaic current densities of HOR and ORR at the particle surface, we use
expressions in the form of the Butler-Volmer equation, i.e.,
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Figure 3.2: Schematic representation of HOR and ORR polarization curves, indicating open circuit po-
tential (OCP). Plots (a) and (b) correspond to mixed diffusion-kinetic regimes for HOR and ORR. For the
situation depicted in (c) both reactions are limited by local diffusion, whereas in (d) both reactions are con-
trolled by the kinetics of surface reactions.

jHOR = j0
HOR

((cs
H2
(x)

Cref

)
exp
[

αa
HOR
b

E(x)
]
− exp

[
−

αc
HOR
b

E(x)
])

, (3.7)

and

jORR = j0
ORR

((
cs

O2
(x)

Cref

)
exp
[
−

αc
ORR
b

(E(x)−Eeq)

]
− exp

[
αa

ORR
b

(E(x)−Eeq)

])
,

(3.8)
where b = RT

F , cs
H2

and cs
O2

are surface concentrations of H2 and O2, respectively, and
CRe f = 40.88× 10−6mol/cm3 is a reference concentration145. It corresponds to the O2

concentration at standard conditions. αa and αc are the anodic and cathodic electron trans-
fer coefficients, j0

HOR and j0
ORR are the exchange current densities of HOR and ORR, and

Eeq is the equilibrium potential of ORR (vs. RHE). R and T are the gas constant and
temperature, respectively.
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For a Pt nanodeposit at position x, one of four possible scenarios will determine the
local value of the OCP, E (x): (1) If jd

HOR> jd
ORR, then the HOR is controlled by reaction

kinetics and the ORR is diffusion-limited, as shown in Fig. 3.2 (a); in this case, E (x)

remains close to the equilibrium potential of the HOR. (2) If jd
HOR< jd

ORR, then the HOR is
diffusion-limited and the ORR is kinetically controlled; in this case, E (x) shifts towards the
equilibrium potential of the ORR, as illustrated in Fig. 3.2 (b). (3) The transition between
the two cases occurs at the position where jd

HOR = jd
ORR, as shown in Fig. 3.2 (c); in this

regime, the current density at the particle is independent of E (x); it corresponds to a step-
like change in E (x) at a position x0. From the condition of equal diffusion-limited current
densities in this regime, we will determine the value of x0. (4) The last possible scenario is
that both reactions are controlled kinetically, as depicted in Fig. 3.2 (d); in this case, E (x)

is found from the condition jHOR = jORR, using Eqs. 3.7 and 3.8.
Following the distinction of different kinetic regimes, governing the local current at the

nanoparticle surface, the PEM can be divided into two spatial regions, viz. an anodic region
at x < x0, in which jd

HOR> jd
ORR and a cathodic region at x > x0, in which jd

HOR< jd
ORR . In

the anodic region, the HOR current is kinetically controlled, whereas the ORR is usually
in the diffusion-limited regime. In the cathodic region, the ORR is kinetically controlled,
whereas the HOR is usually in the diffusion-limited regime.

If a reaction at the Pt surface is kinetically controlled, the surface concentration of
redox species will be equal to the bulk concentrations, i.e. cs

H2
= cH2(x) in the anodic

region and cs
O2

= cO2(x) in the cathodic membrane region. For diffusion-limited reactions,
we will assume zero surface concentration of the transport-limited reactant, i.e. cs

O2
≈ 0

in the anodic region and cs
H2
≈ 0 in the cathodic region. As we are interested in obtaining

analytical solutions for the potential profile E (x), we will employ modified forms of the
Butler-Volmer expressions in Eqs. 3.7 and 3.8, given by

jHOR = 2 j0
HOR

(
cH2(x)
Cref

)
sinh

[
1

2b
E(x)

]
, (3.9)

and

jORR = j0
ORR

(
cO2(x)

Cref

)
exp
[
−1

b
(E(x)−Eeq)

]
. (3.10)

In Eqs. 3.9 and 3.10, we assume αa
HOR = αc

HOR = 1
2 (see Ref. 141) and αc

ORR = 1 (see
Refs142,143). In Eq. 3.9 the sinh-expression for the faradaic current density of the HOR
represents a common interpolation146. It allows for a continuous description of the HOR
rate in the limit of small overpotential, E(x)≤ b/3, where cH2(x)≈Cre f , and high overpo-
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tential, E(x) ≥ 3b, where 2sinh [E(x)/2b] ≈ exp [E(x)/2b]. The single term BV-equation
for the ORR in Eq. 3.10 is the standard form, accounting for the irreversible kinetics of the
ORR.

We apply the charge balance condition for anodic and cathodic regions in the PEM
and at the transition between these regions, to obtain analytical relations for the potential
profile. In the anodic region, i.e. for x < x0, we have

jHOR = jd
ORR. (3.11)

Inserting Eqs. 3.6 and 3.9 and solving for E(x) results in

E(x) = 2b sinh−1

[
1
2

cO2(x)
cH2(x)

Jd
ORR

j0
HOR

]
(3.12)

with

Jd
ORR = 4FCref

Dnano
O2

r0
. (3.13)

Similarly, in the cathodic region of the PEM, i.e. for x > x0, we have

jORR = jd
HOR. (3.14)

In this case, using Eqs. 3.5 and 3.10 and solving for E(x), gives

E(x) = Eeq−b ln

[
cH2(x)
cO2(x)

Jd
HOR

j0
ORR

]
(3.15)

with

Jd
HOR = 2FCref

Dnano
H2

r0
. (3.16)

At x = x0, both the current densities of HOR and ORR are controlled by diffusion and,
therefore,

jd
HOR = jd

ORR, (3.17)

which leads to a unique relation between the ratio of the bulk concentrations of the reactant
gases at x0, and the diffusion coefficients,

2cO2 (x0)Dnano
O2

= cH2 (x0)Dnano
H2

. (3.18)
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Eq. 3.18 can be solved to find x0 whence the distributions cO2(x) and cH2(x) are known.
The last possible case is when both current densities of HOR and ORR are controlled by
reaction kinetics,

jHOR = jORR. (3.19)

In this scenario, the potential profile is obtained using Eqs. 3.9 and 3.10, giving,

E(x) = 2b ln

121/3 +
(

κ(x)+
√
(κ(x))2−12

)2/3

181/3
(

κ(x)+
√

(κ(x))2−12
)1/3

, (3.20)

where

κ(x) = 9
(

cO2(x)
cH2(x)

j0
ORR

j0
HOR

)
exp
[

Eeq

b

]
. (3.21)

Eqs. 3.12, 3.15 and 3.20 allow expressing the potential profile in the PEM through the
distribution of concentrations, cH2(x) and cO2(x). In order to obtain the concentrations, we
must solve 1D diffusion equations for hydrogen and oxygen in the distinct PEM regions.

We define ξ = x
l as the dimensionless coordinate along the membrane thickness and

ξ0 =
x0
l as the dimensionless position of the potential step. In the anodic region (ξ < ξ0),

the reaction-diffusion equation for O
2

is

d2cO2(ξ )

dξ 2 = Λ
−2cO2(ξ ), (3.22)

and that for H
2
, using Eq. 3.11, is

d2cH2(ξ )

dξ 2 =
2Λ−2

δ 2 cO2(ξ ), (3.23)

with

δ
2 =

Dmacro
H2

Dmacro
O2

(3.24)

and

Λ =
1
l

(
4πr0nPt

(
Dnano

O2

Dmacro
O2

))
−1/2, (3.25)
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where nPt is the number of Pt particles per unit PEM volume. The product Λl represents the
dimensional reaction penetration depth of O

2
. In the dilute limit of Pt particle distributions

Λ� 1, and in the dense limit Λ� 1.
The diffusion coefficients at nanoscale and macroscale are distinguished as the struc-

ture and effective transport resistance of the medium is different at the two scales. The
macroscale diffusion coefficient corresponds to diffusion in a random composite medium,
with randomly mixed resistances due to polymer and water-filled domains. Nanoscale
diffusion coefficients, on the other hand, approach the values for water. Therefore, the
macroscopic diffusion coefficient will be smaller than the value in water by a factor that
incorporates percolation effects. We consider this value as 10 because the diffusion coeffi-
cient of H2 and O2 in water147 is one order of magnitude larger than its value in Nafionr.
This ratio is included in Eq. 3.25.

Due to large overpotential for the ORR at the anode, we assume that O2 is completely
used up at ξ =0. The boundary conditions of Eqs. 3.22 and 3.23 are given by

cO2(ξ = 0) = 0,cO2 (ξ0) = cξ0
O2
, (3.26)

and

cH2(ξ = 0) = c0
H2
,cH2 (ξ0) = cξ0

H2
. (3.27)

The solution of Eqs. 3.22 and 3.23 subject to the boundary conditions 3.26 and 3.27 are
as follows,

cO2(ξ ) = cξ0
O2

sinh(Λ−1ξ )

sinh(Λ−1ξ0)
, (3.28)

cH2(ξ ) =
2

δ 2 cξ0
O2

sinh(Λ−1ξ )

sinh(Λ−1ξ0)
+

(
cξ0

H2
− c0

H2
− 2

δ 2 cξ0
O2

)
ξ

ξ0
+ c0

H2
. (3.29)

Similarly, in the cathodic region of the PEM (ξ > ξ0), the reaction-diffusion equation
of H2 is

d2cH2(ξ )

dξ 2 = Λ
−2cH2(ξ ), (3.30)

and that of O
2
, using Eq. 3.14, is

d2cO2(ξ )

dξ 2 =
Λ−2δ 2

2
cH2(ξ ); (3.31)
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here, for simplicity, we assume
(

Dnano
O2

Dmacro
O2

)
=

(
Dnano

H2
Dmacro

H2

)
, so that Λ is the same as defined in

Eq. 3.25. The boundary conditions are

cH2 (ξ0) = cξ0
H2
,cH2(ξ = 1) = 0, (3.32)

and

cO2 (ξ0) = cξ0
O2
,cO2(ξ = 1) = c0

O2
. (3.33)

The solutions of Eqs. 3.30 and 3.31 are

cH2(ξ ) = cξ0
H2

sinh(Λ−1(ξ −1))
sinh(Λ−1 (ξ0−1))

, (3.34)

cO2(ξ ) =
δ 2

2
cξ0

H2

sinh(Λ−1(ξ −1))
sinh(Λ−1 (ξ0−1))

+

(
cξ0

O2
− c0

O2
− δ 2

2
cξ0

H2

)
ξ −1
ξ0−1

+ c0
O2
. (3.35)

To obtain the equations for cξ0
H2

and cξ0
O2

, we apply the continuity condition at ξ = ξ0,

dcH2(ξ )

dξ
|
ξ=ξ

−
0
=

dcH2(ξ )

dξ
|
ξ=ξ

+
0

;
dcO2(ξ )

dξ
|
ξ=ξ

−
0
=

dcO2(ξ )

dξ
|
ξ=ξ

+
0
. (3.36)

Inserting Eqs. 3.29 and 3.34, we obtain

(
2Λ−1ξ0

δ 2 coth
(
Λ
−1

ξ0
)
− 2

δ 2

)
cξ0

O2
=
(
Λ
−1

ξ0coth
(
Λ
−1 (ξ0−1)

)
−1
)

cξ0
H2

+ c0
H2
. (3.37)

Similarly, by inserting Eqs. 3.28 and 3.35 into Eq. 3.36, we obtain

(
Λ−1δ 2 (ξ0−1)

2
coth

(
Λ
−1 (ξ0−1)

)
− δ 2

2

)
cξ0

H2
=
(
Λ
−1 (ξ0−1)coth

(
Λ
−1

ξ0
)
−1
)

cξ0
O2
+c0

O2
.

(3.38)
The solution for Eqs. 3.37 and 3.38 for cξ0

H2
and cξ0

O2
can be obtained from following steps:

Rewriting Eqs. 3.37 and 3.38,

Rcξ0
H2

= S cξ0
O2

+T ; U cξ0
H2

= V cξ0
O2

+W (3.39)

cξ0
H2

and cξ0
O2

are given by:
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cξ0
H2

=
S W −T V

U S −RV
, ; cξ0

O2
=

RW −T U

U S −RV
. (3.40)

where,

R = Λ
−1

ξ0coth
[
Λ
−1 (ξ0−1)

]
−1, (3.41)

S =
2Λ−1ξ0

δ 2 coth
[
Λ
−1

ξ0
]
− 2

δ 2 , (3.42)

T =−c0
H2
, (3.43)

U =

[
δ 2Λ−1 (ξ0−1)

2
coth

[
Λ
−1 (ξ0−1)

]
− δ 2

2

]
, (3.44)

V = (ξ0−1)Λ
−1coth

[
Λ
−1

ξ0
]
−1, (3.45)

W = c0
O2
. (3.46)

In the dilute limit of Pt particles, as Λ� 1, cξ0
H2

=c0
H2

(1-ξ0) and cξ0
O2

=c0
O2

ξ0. Substituting the

relations for cξ0
H2

and cξ0
O2

, into Eq. 3.18 the position of the potential step is found as

ξ0 =
1

1+ 2
δ 2

c0
O2

c0
H2

. (3.47)

It indicates that as the uniform distribution of particles is assumed, ξ0 is independent of
the size and density of particles and only depends on the relevant concentrations of reactant
gases at boundaries and the ratio of diffusion coefficients. This result is independent of
the particle shape. The effect of particle shape appears in the form of the diffusion limited
current densities and as well in Λ. ξ0 is obtained by applying the charge balance condition
for the limiting current densities of HOR and ORR as given in Eq. 13. In this equation, as
the parameters affecting the particle shape are assumed to be the same for HOR and ORR,
they cancel out from both sides of the equation for any particle shape. In addition, for a
uniform distribution the step position is independent of Λ, hence of the particle shape.

39



3.2.1 Model Parameters

Physical properties and constants are listed in Table 3.1. The adopted values for the
macroscale diffusion coefficients correspond to H2 and O2 diffusion in Nafionr 117, eval-
uated at 100% RH and 60◦C148. Exchange current densities of the HOR and ORR have
been extracted from Refs. (136) and (130), respectively.

As the molar concentrations of H2 and O2 in Nafionr are reasonably small for the
relevant partial pressures, we use Henry’s law to relate H2 and O2 concentrations at the
membrane boundaries to external partial pressures,

c0
H2

= HH2 p0
H2

; c0
O2

= HO2 p0
O2
. (3.48)

with Henry’s law constants HH2 and HO2 in Nafionr.
Substituting Eq. 3.48 into Eq. 3.47, we obtain

x0 =
l

1+2β
p0

O2
p0

H2

, (3.49)

where,

β =
Dmacro

O2
HO2

Dmacro
H2

HH2

. (3.50)

The value of β used in this work is taken from Ref. (25). It is reported as 0.38±0.05,
evaluated experimentally in permeability tests of crossover hydrogen and oxygen at 100%
RH and 65◦C89.

The evaluated ranges of parameters are listed in Table 3.2 The ranges correspond to
values of parameters reported in the literature. As a baseline for parametric studies, we
consider a membrane with l = 50 µm in which particles with r0 = 150 nm are uniformly
distributed with nPt = 5×109 cm−3. The range of nPt is estimated based on the amount of Pt
in the membrane. Results of electron microscopy-energy dispersive spectroscopy analysis
have been used to quantify the amount of Pt transported from cathode to the membrane89.
This study estimates that ≈ 13% of Pt in the cathode is transported into the membrane
following 3000 potential cycles. This amount corresponds to ≈ 0.38 mg Pt, if we consider
a Pt loading of 0.1 mg cm−2 for a 5 × 5 cm membrane. Equivalently, this amount results
in a uniform distribution of Pt particles with r0 = 150 nm and nPt ≈ 1010 cm−3 across a
membrane with l = 50 µm.

40



Table 3.1: Physical parameters, symbols and values

Description Value Ref.
Faraday constant, F 96485 C/mol
Gas constant, R 8.314 J/mol K
Temperature, T 333 K
ORR equilibrium potential, Eeq 1.23 V
Reference H2 molar concentration, Cre f 40.88 ×10−6 mol/cm3

145

Reference O2 molar concentration, Cre f 40.88 ×10−6 mol/cm3
145

H2 diffusion coefficient in Nafionr, Dmacro
H2

1.2 × 10−5 cm2/s
148

O2 diffusion coefficient in Nafionr, Dmacro
O2

2.1 × 10−6 cm2/s
148

HOR exchange current density, j0
HOR 0.8 × 10−3 A/cm2

149

ORR exchange current density, j0
ORR 5.4 × 10−11 A/cm2

143

Transfer coefficients for HOR, αa
HOR= αc

HOR 1/2
141

Transfer coefficient for ORR, αc
ORR 1

142

Table 3.2: Ranges for parameters

Description Value
H2 pressure at membrane|anode, p0

H2
, kPa 21-125

O2 pressure at membrane|cathode, p0
O2

, kPa 21-125
Particle radius, r0 , nm 50-5000
Membrane thickness, l , µm 25-200
Particle density, nPt , cm−3 107-1010
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3.3 Results and Discussion

Fig. 3.3 shows the concentration profiles of H2 and O2 across the PEM and the step position,
ξ0, in dilute and dense limit of Pt particles. As shown, the position of ξ0, given by Eq.
3.47 (or 3.49), depends on the relative concentrations of reactant gases at the membrane
boundaries. The step shifts towards the cathode as p0

H2
increases relative to p0

O2
and vice

versa. In the uniform particle distribution regime, ξ0 is independent of Λ, as can be seen
from Eq. 3.49.

Figure 3.3: Analytical solution of concentration profiles of H2 and O2 in dilute limit and dense limit of
uniformly distributed Pt deposits for various relative concentrations of H2 and O2 at the PEM boundaries.
The position of potential step position is indicated as vertical dashed line which is independent of particle
density.

As shown in Fig. 3.3, in the dilute limit of Pt particles, as Λ � 1, the concentration
profiles are linear, given by cH2(ξ )=c0

H2
(1-ξ ) and cO2(ξ )=c0

O2
ξ (see Eqs. 3.28, 3.29, 3.34

and 3.35). As Λ→ 1 concentration profiles deviate from linear curves. According to Eq.
3.22 and 3.23, nonlinearity occurs when the local rate of reactant consumption is of similar
order of magnitude as the rate of reactant flux. In dense limit, as Λ� 1, both concentrations
approach to zero at ξ0 which is expected as a trivial solution to Eq. 3.18.

For the case of a dense Pt band formed in the PEM, due to the small rate of transport and
high rate of consumption at the position of the dense Pt layer, the concentration of reactants
must approach to zero at the band position. In this case, the potential step is expected to
occur in the vicinity of the band, as found in experiment89. The particle deposition process
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in the membrane is due to repeated oxidation/dissolution and reduction/deposition of the
migrated Pt ions by crossover O2 and H2, respectively136. At x0 optimal conditions are
provided for the deposition of particles to form the Pt band.

Figure 3.4: Potential distribution at spherical Pt nanodeposits in the PEM. The graphs shown in (a) to (c)
illustrate change in the local reaction regime with increasing size of the Pt nanoelectrode.

Fig. 3.4 shows the potential distribution at spherical Pt particles in the PEM for a uni-
form distribution with nPt = 1010 cm−3. In Fig. 3.4 (a)-(c), the potential profile in the mixed
kinetic regime (see Fig. 3.2 (d) and Eq. 3.20) is compared to those of mixed “kinetic-
diffusion" regimes in the two PEM regions (see Fig. 3.2 (a), Fig. 3.2 (b), Eq. 3.12 and
Eq. 3.15). The results indicate that for particles with radius smaller than r0 ≈ 125 nm, the
transition of ORR from diffusion-limited to kinetically controlled regime occurs at ξ < ξ0.
Similarly, for this particle size range, the transition of HOR from diffusion-limited to ki-
netically controlled regime occurs at ξ > ξ0. In the region between the two dashed lines in
Fig. 3.4 (a), both HOR and ORR are controlled by the reaction kinetics. This case is more
relevant to the Pt in the membrane, as the average PITM sizes reported in the literature are
smaller than 125 nm81. It implies that in the vicinity of the potential step the concentration
gradient of the reactants close to the particle surface is negligible as both reactions are ki-
netically controlled. On the other hand, for particles with radius greater than r0 ≈ 125 nm
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the transition occurs at ξ0, as shown in Fig. 3.4 (b) and (c) (also see Fig. 3.2 (c) and Eq.
3.18).

In Fig. 3.5 (a), the potential profile is plotted as a function of the particle size at a particle
density of nPt = 5×109 cm−3, for a membrane with thickness of l= 50 µm. As shown, the
OCP depends on the particle size, especially close to the step. As the particle size increases
the potential decreases in the anodic region and increases in the cathodic region. The OCP
change as a function of microelectrode size has been experimentally reported150. Particle
size dependence of potential has also been obtained in the model by Atrazhev et al.140.

Fig. 3.5 (b), shows the potential profile for a constant particle size (150 nm) as a function
of nPt . As nPt increases, the potential decreases in the anodic region and increases in
the cathodic region. For a constant particle size and uniform particle distribution, as the
PEM thickness increases the potential decreases in the anodic region and increases in the
cathodic region, as shown in Fig. 3.5 (c). At ξ0, the value of the potential drop only depends
on the particle size. At this position, the ratio of the concentrations of reactant gases is
independent of the particle density (see Eq. 3.18); thus, according to Eqs. 3.12 and 3.15
the potential drop is independent of nPt .

Fig. 3.6 shows the current density distribution at Pt nanoparticles in the PEM as a
function of particle density, corresponding to the potential distribution shown in Fig. 3.5
(b). At ξ < ξ0, the current density increases from zero to a maximum value at ξ0 (see Eq.
3.6); and at ξ > ξ0 the current density decreases to zero (see Eq. 3.5). As nPt increases, the
local flux becomes smaller due to the higher consumption of crossover gases.

Fig. 3.7 compares the model and experimental data of the potential profile for various
relative partial pressures of H2 and O2. In the experimental measurements of Takaichi et

al.139, seven Pt microelectrode probes, with 30 µm in diameter, were used to measure the
OCP determined by H2 and O2 permeating in the PEM. The microelectrodes are sand-
wiched between eight thin membrane films, 25 µm Nafionr (NRE211, Dupont, 3 × 7
cm), resulting in the total thickness of about 200 µm. H2 at ambient pressure was fed to
the anode side. At the cathode side, O2 was held at partial pressures of 21 kPa, 25 kPa, 101
kPa and 119 kPa. In the experimental measurements performed by Liu and Zuckerbrod74,
flattened Pt wires with an initial diameter of 25 or 50 µm were used. Two Pt microelec-
trodes were laminated within a membrane electrode assembly with a dimension of 5 × 5
cm. Three layers of membranes were used. Two 10 µm GORE-SELECT R© (GSM) mem-
branes sandwiched a membrane with variable thickness, X . The two microelectrodes were
laminated in between the outer 10 µm GORE-SELECT membrane and membrane X , both
aligned with the gas inlet region, one close to the cathode and the other close to the an-
ode. The position of the microelectrode area the cathode side was varied by changing the
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thickness of the membrane X . Both anode and cathode were standard GORE-PRIMEA R©

Series 5510 electrodes with Pt loadings of 0.4 mg/cm2. H2 and air under 100 kPa pressure
was fed to the anode and cathode sides, respectively. The potential at the microelectrodes
was measured under OCP conditions at 60◦C.

To compare our model with the experimental data, we assume a spherical Pt micro-
electrode with r0=5 µm in a membrane with l = 200 µm and a dilute particle density of
nPt = 107 cm−3. For the H2 partial pressure we assumed 100 kPa and for the O2 par-
tial pressure we used the values reported in experiment. The variation in microelectrode
shape does not demand a modification of the model; it is merely a parametric effect in the
diffusion-limited current densities at the particle surface144. We use Eq. 3.49 to determine
x0 with β = 0.38 for all the pressure settings.

The potential shapes calculated from the model are in agreement with values of the
potential found in experiment. As shown in Fig. 3.7, the step-like potential profile is re-
produced in the model and the dependence of the position of the step to relative partial
pressures at the membrane boundaries is captured. Discrepancies might be due to a combi-
nation of the effect of microelectrode size and shape. Microelectrodes used in the experi-
ments are large compared to the thickness of the membrane; hence, the spatial localization
of potential values is relatively imprecise and represents effective values. In contrast, the
model predicts the exact local value of the potential at a spherical microelectrode in the
PEM. It is required to perform experimental studies with smaller microelectrodes in order
to obtain better spatial resolution.

In this chapter, we presented an analytical model based on a continuum description of
crossover fluxes of reactant gases to calculate the local mixed electrode potential in the
membrane, which is closely related to the local equilibrium conditions at Pt nanoparticles
for affecting the net radical balance. The results obtained are in good agreement with ex-
perimental measurements. The related parameters were also provided for future reference.
The model will be employed for understanding of the balance of the degrading species
which directly affect the lifetime of polymer electrolyte membrane in the fuel cell applica-
tions.
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Figure 3.5: Analytical solution of the potential distribution at spherical Pt nanodeposits in membrane, for
(a) varying particle sizes, (b) varying particle densities, and (c) varying membrane thickness.
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Figure 3.6: Current density distributions at spherical Pt nanoelectrode calculated in the model, for various
values of the particle density, corresponding to the cases depicted in Fig. 3.5 b.

Figure 3.7: Comparison between potential distributions and those observed in experiment for various
relative partial pressures of H2 and O2 at the membrane boundaries, as indicated in the graphs. Parameters
used in calculations are listed in Table 3.1 and 3.2
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Chapter 4

DFT Study of Oxygen Reduction
Reaction Mechanism at Pt(111)

As for the second step of the approach to understand the role of PITM on membrane degra-
dation, density functional theory was used to investigate the influence of the Pt adsorption
state on the formation of H2O2 and •OH as two important reactive oxygen species. We
generated the free energy diagrams of reduction sequences involving O2 and H2O2 as re-
actants and H2O2, •OH, or H2O as products. The Pt (111) water interface was considered
in three adsorption states that are encountered in different regions of the electrode poten-
tial: an adsorption state with a monolayer of hydrogen (low electrode potential); a clean
surface (intermediate potential); and an adsorption state with 1/3 of a monolayer of oxygen
(high potential). Results reveal a strong impact of surface water interactions on the path-
ways of water oxidation and oxygen reduction reactions. In agreement with experimental
results reported in the literature, we found that the oxygen reduction pathway is highly sen-
sitive to the hydrogen coverage. Coverage by one monolayer hydrogen renders the surface
highly hydrophobic, thereby suppressing its activity for the oxygen reduction. Therefore,
for high hydrogen coverage, the formation of H2O2 by a two-electron pathway becomes a
preferred path. Next, we present our collaborative experimental study to validate the theo-
retical results in the context of radical-initiated chemical degradation of polymer electrolyte
membranes in polymer electrolyte fuel cells.

4.1 Introduction

Cyclic voltammetry (CV) studies reveal the Pt surface adsorption state as a function of
electrode potential;96,151–153 CVs of Pt (be it for nanoparticle-based supported catalysts or
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extended surfaces) distinguish three characteristic potential regions: (i) the region of hy-
drogen under-potential deposition (HUPD region) at electrode potentials between 0.05V <

E < 0.40V vs. RHE; (ii) the double layer region at 0.40V < E < 0.60V vs. RHE and (iii)
the surface oxide region at E > 0.7 V vs. RHE.

Markovic et al.154,155 studied the oxygen reduction reaction (ORR) on a rotating-disk
electrode using Pt low index single crystal surfaces. They found that the ORR is highly
structure-sensitive in the HUPD region. The activity of the ORR on Pt (111) decreases
in this region, reaching half of the value of the diffusion-limited current for the four-
electron process; the diffusion-limited current in this potential region corresponds to the
two-electron reduction of O2 with near 100% H2O2 formation.156 Similarly, the H2O2 re-
duction activity was seen to decrease with hydrogen adsorption154. The authors discussed
that these results imply a change in the mechanism of the ORR in the hydrogen adsorption
region. However, in spite of the importance of this process, to the best of our knowledge, it
has not yet been theoretically addressed157–159.

In the approach to understand the balance of H2O2 and •OH at Pt nano-deposits in
the PEM, in the previous chapter, we presented the reaction-diffusion model to calculate
the local potential at isolated Pt particles in the PEM. The potential depends on the lo-
cal composition of the electrolyte. Under H2-rich conditions, the potential is close to the
equilibrium potential of the HOR; while under O2-rich conditions, it is closer to the equi-
librium potential of the ORR. The transition between the two cases occurs at a point in the
membrane where both HOR and ORR are controlled by diffusion.

Subsequently, we relate the particle potential to specific adsorption states of Pt, us-
ing experimental data156,160,161 and DFT simulations162–166. As a logical continuation,
this chapter focuses on DFT studies of the reaction paths in different surface adsorption
states that correspond to distinct potential regions, discussed in the previous paragraph.
We have evaluated processes that lead to formation or deactivation of H2O2 and •OH at
the Pt-water interface. Our study is different from extensive investigations of ORR at Pt
(111),157,158,167–169 since we take explicitly into account both adsorbates and a water layer
at the surface. By comparison to experimental results, we evaluate the significance of our
findings for reactions at Pt nano-deposits in PEMs, as well as in the broader context of
Pt-catalyzed surface reactions.
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4.2 Model System

The surface was modeled by a super-cell containing a four-layer slab of Pt (111) and a
2
√

3 × 2
√

3 R30o water layer with hexagonal structure on one side of the slab to model
the metal-solution interface. The hexagonal water structure at close-packed metal surfaces
has been studied experimentally170,171 and theoretically131,172. Our model included 12 Pt
atoms per slab layer and 8 water molecules per unit cell. Repeated slabs were separated by
a vacuum region of about 15 Å. Our computational method and model system is similar to
Refs.131,132, for which the convergence tests for DFT calculations had been done.

The simulated slab is asymmetric, with adsorbates and water layer considered only at
one surface. This configuration leads to the accumulation of equal and opposite charges
at opposing surfaces of the slab. A standard dipole correction scheme,173 implemented in
VASP, has been used to compensate the unphysical interaction between opposite surfaces
that correspond to neighboring images across the vacuum region of the periodically re-
peated slab. In this approach, a dipole moment is inserted in the center plane of the vacuum
region that results in a constant potential value.

In all geometry optimizations, the two bottom layers of the slab were fixed in their
bulk positions, while the two top layers together with adsorbates and the water layer were
allowed to relax. It should be noted that at low temperature the arrangement of a mono-
layer of water at Pt (111) has

√
37 ×

√
37 R25.3o and

√
39 ×

√
39R16.1o periodicities,174

as found in high resolution scanning tunneling spectroscopy (STM) images175 and DFT
calculations176; however, we did not use these larger structures assuming that it does not
impact our investigation of the ORR mechanism.

We set out to study the influence of the surface adsorption state on the energetics of Pt
surface reactions; therefore, we considered three adsorption states for Pt (111) that corre-
spond to different potential regions: (1) For the HUPD region, we considered adsorption of
one monolayer (ML) of hydrogen at the fcc sites, which has been found theoretically to be
more stable compared to adsorption at atop and hcp sites132,162,164. (2) In the double layer
potential region, we considered an adsorbate-free Pt surface in direct contact with a water
overlayer as the most stable surface state162,165. (3) For the oxide region, we considered
1/3 of a monolayer of oxygen adsorbed at fcc sites162,165,166.

To account for the orientation of water molecules at the interface, we evaluated two
water structures: 1. The H-up structure, originally proposed by Doering and Madey177,
in which half of the water molecules bind directly to surface Pt atoms with one lone pair
orbital of the oxygen (the so-called flat-lying water molecules), while the other half, i.e.,
every second water molecule in the adsorbed layer, has OH bonds that point away from the
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Figure 4.1: Top view of the final states of the model systems; yellow, light blue, white, brown, and dark
blue colors are used to represent Pt, O, H, H*, and O*, respectively.

surface. 2. The H-down structure, with OH bonds of every other water molecule oriented
towards the surface178. The corresponding structures are shown in Fig. 4.1. The orientation
of surface water molecules depends on electrode potential, adsorption state, and the total
surface charge density; the positively (or negatively) charged surface stabilizes the H-up
structures (or H-down)179. Fully self-consistent computations of these dependences are
still not computationally feasible. In this chapter, we compare reaction pathways and en-
ergetics obtained for the two interfacial water structures with fixed orientation. Consistent
with the study by Schnur and Groß,131 we found that in all cases the H-down structures are
slightly more stable than H-up structures (by less than 0.05 eV). We note that in thermo-
dynamic equilibrium the two orientations will be mixed due to the thermal reorientation of
water molecules131,179.

4.3 Results and Discussion

4.3.1 Oxygen Reduction Pathways at Pt (111)

The ORR is an important and notoriously complex reaction in electrochemistry. First-
principles quantum mechanics calculations based on DFT have been established as a first
and crucial step in a hierarchy of methods to understand the ORR mechanisms at Pt(111)167.
In spite of extensive efforts in this field, pivotal effects such as the sensitivity of the ORR to
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the surface adsorption state or implications of surface-water interactions on reaction path-
ways have not been understood in sufficient detail167,180,181.

In a complete electrochemical ORR sequence, molecular oxygen needs to be associated
with four electrons and protons (O2 + 4H++ 4e−→ 2H2O)182. In the process, electrons
lose potential energy by occupying lower energy levels in the water molecules formed. The
total Gibbs energy change for all four electrons is -4.92 eV, which corresponds to 1.23
eV per electron. The ORR proceeds at the catalyst surface, where electrons are readily
available, at a concentration that is determined by the electronic density of states of the
metal. Protons are supplied from the electrolyte, with a concentration determined by the
composition of the electrolyte and by the distribution of the electrolyte potential13.

The ORR sequence involves surface-adsorbed intermediate species (indicated by a ∗)
such as surface oxygen, O∗, hydroxide, OH∗, superoxide, OOH∗, hydrogen peroxide, H2O∗2
and water, H2O∗. To generate the free energy diagrams (FED) for the ORR, explicit deter-
mination of the binding energies of the intermediates is required.

In this DFT study, we employed a coupled-proton-electron-transfer (CPET) process,
originally proposed by Damjanovic and Brusic,182 for each of the electrochemical reaction
steps. This allowed us to use the original approach developed by Nørskov and coworkers183

to account for the electrode potential in free energy calculations. In this approach the
potential is only included indirectly for reaction steps that involve CPET processes.

The reaction Gibbs energies of the reaction step is obtained using thermochemical con-
siderations158,162,165,183–186, based on the equation

∆G = ∆E +∆ZPE−T ∆S+∆GpH +∆GU . (4.1)

where, ∆E is the binding energy, ∆ZPE is the zero-point energy and T ∆S is the entropy
change; ∆GpH and ∆GU are the free energy contributions due to variations in proton con-
centration and electrode potential, U , relative to a reference state. Zero-point energy cor-
rections and entropic contributions to the free energy of adsorption are typically small
and often neglected in theoretical studies; for example, the contribution corresponding to
∆ZPE-T ∆S for (O∗+H2) is 0.05 eV, and that for (OH∗+ 1/2H2) is 0.35 eV, while the
corresponding calculated reaction heats for Pt(111) system is 1.57 eV and 1.05 eV, respec-
tively183.

Energy optimization studies based on DFT calculations are carried out to find the total
energy change, ∆E, involved in a CPET process, which might correspond to formation,
transformation or release of an adsorbed reaction intermediate at the electrode/electrolyte
interface157,168,187,
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∆E = Etotal +
n
2

EH2
−ERe f , (4.2)

where, Etotal is the total energy of an intermediate adsorbed to the substrate, and n denotes
the number of CPET in each step required to reach the final step, i.e., with two water
molecules as product. For example, n for the step involved OOH∗ is 3, while that for the
step involved O∗ or OH∗, is 2 and 1, respectively. The reference energy, ERe f , corresponds
to the surface configuration optimized with a complete water bilayer and a water molecule
in gas phase (see Fig. 4.1).

In the CHE method183, the reference state corresponds to the standard hydrogen elec-
trode. At standard conditions (T = 298 K and P = 1 atm, [pH] = 0), with USHE = 0 V, the
hydrogen oxidation/evolution reaction (1

2H2(g) ⇀↽ H+(aq)+ e−) is in equilibrium. Thus,
by referring the potential to that of the standard hydrogen electrode, the free energy of
hydrogen in the gas phase (1

2H2(g)) can be used instead of that for electron and proton in
solution (H+(aq)+ e−). Therefore, in this simple and efficient approach, the electrochem-
ical potential can be accounted for without having to perform computationally intensive
and relatively inaccurate calculations of the solvation energy of protons. More generally,
the CHE circumvents taking the molecular electrochemical environment of metal electrode
and reactive species in the electrolyte into account. Deviation of the electrode potential
from equilibrium shifts the reaction Gibbs energy by ∆GU = −e0(U −USHE) = −e0U for
each step that includes a coupled proton and electron transfer step. Variation in the pH is
represented by a term ∆GpH = kBT ln[H+] in Eq.(4.1).

This method has been applied to predict trends in the electrochemical activity of the
ORR158,162,165,183–186. The concept has been expanded to account not only for the mecha-
nisms with coupled proton and electron transfer, but also for other redox couples188. The
method has also been employed to create surface Pourbaix diagrams for surface coverages
of intermediates of ORR and water oxidation at various transition metals,162 and more
recently, for equilibrium coverages of various halides on metal electrodes189.

We considered three possible mechanisms for the reduction of O2 to form H2O or H2O2

(M1 to M3), and three mechanisms for the formation of the hydroxyl radical, •OH (M4 to
M6):
M1. In this mechanism, adsorption of O2 is followed immediately by one CPET to form
OOH∗. Then two water molecules at the surface are involved as catalysts to dissociate
OOH∗, leading to the formation of 3OH∗ and the immediate reproduction of one water
molecule. OH∗ intermediates undergo three further CPET to reproduce the second water
molecule and form two new water molecules as the reaction products.
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Table 4.1: Reaction Energies of the Elementary Reaction Steps (in eV) at U = 0 V

Mechanism Pt-
water-
Hup

Pt-
water-
Hdown

Pt-1/3
ML
O-
water-
Hup

Pt-1/3
ML
O-
water-
Hdown

Pt-1
ML
H-
water-
Hup

Pt-1
ML
H-
water-
Hdown

(1.1) O2 +H++ e−→ OOH∗ -0.83 -0.80 -0.36 -0.36 -0.09 -0.06
(1.2) OOH∗+H2O→ 3OH∗ -1.63 -1.69 +0.43 +0.12 +1.09 +1.26
(1.3) 3OH∗+H++ e−→ 2OH∗+H2O -0.58 -0.51 -1.19 -0.90 -1.57 -1.32
(1.4) 2OH∗+H++ e−→ OH∗+H2O∗ -1.00 -1.28 -2.06 -1.94 -2.40 -2.62
(1.5) OH∗+H++ e−→ H2O -0.87 -0.64 -1.74 -1.84 -1.95 -2.12
(2.1) OH∗+H++ e−→ H2O -0.87 -0.64 -1.74 -1.84 -1.95 -2.12
(2.2) OOH∗+H++ e−→ O∗+H2O -2.72 -2.78 -2.57 -2.64 — —
(2.3) O∗+H++ e−→ OH∗ -0.53 -0.75 -0.81 -0.65 — —
(2.4) OH∗+H++ e−→ H2O -0.84 -0.59 -1.18 -1.27 — —
(3.1) OOH∗+H++ e−→ H2O∗2 -0.60 -0.79 -1.07 -1.09 -1.35 -1.32
(3.2) H2O∗2→ H2O2 +0.09 +0.26 +0.08 +0.11 +0.11 +0.04
(3.3) H2O∗2→ 2OH∗ -2.07 -2.07 -0.48 -0.65 +0.09 +0.01
(4) OOH∗+H2O→ 2OH∗+•OH +1.08 +1.09 +2.52 +2.51 +2.83 +2.72
(5) H2O∗2→ OH∗+•OH +0.68 +0.61 +1.53 +1.67 +1.78 +1.88
(6) 2OH∗→ OH∗+•OH +2.75 +2.68 +2.02 +2.32 +1.68 +1.90

M2. In this mechanism, originally proposed by Anderson et al.,190,191 OOH∗ formed in
the initial step is followed by a CPET to form O∗ and H2O∗. Then O∗ undergoes two
subsequent CPET to form the second H2O.
M3. In this mechanism, O2 adsorption is followed by two CPET to form H2O∗2. The two
electron reduction pathway is completed, when H2O∗2 desorbs from the surface. However,
H2O∗2 might decompose before desorbing, forming 2OH∗, which can undergo two CPET
to form two water molecules.
M4. In this mechanism, OOH∗ formed as in M1, decomposes with water at the surface to
form 2OH∗ and •OH.
M5. •OH could be formed by decomposition of H2O∗2 to OH∗ and •OH.
M6. •OH could be formed by direct desorption of OH∗.

The elementary reaction steps of the mechanisms and the corresponding reaction Gibbs
energies at U = 0 V vs. RHE for the H-up and H-down water layer structures are shown
in Table 4.1. Results indicate that the water orientation exerts a smaller impact on the
reaction energies than the surface adsorption state. The impact of the water orientation on
the reaction energies is due to the different surface potential contributions for H-up and
H-down water layers131.
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We generated the FED of these mechanisms at the Pt (111)-water interface for the three
Pt surface adsorption states defined above. Using binding energies of reaction intermediates
obtained from DFT, we calculated the FED for the HUPD region (corresponding to U=0
V vs. RHE), for the double layer region (at U=0.5 V vs. RHE) and for the surface oxide
region (U=0.9 V vs. RHE). The open circuit potential for the 4e− ORR was considered as
1.23 V vs. RHE and that for 2e− ORR was considered as 0.68 V vs. RHE192.

Fig. 4.2 (a1 and a2) show the FEDs for the ORR along the reaction paths M.1 (green
path), M.2 (black path), M.3 (blue path for the 2e− reduction) and M.4 (red path) at clean Pt
(111), corresponding to U = 0.5 V vs. RHE, with H-up or H-down water layer structures
(upper and lower panels, respectively). Fig. 4.2 (b1 and b2) depict FEDs for reaction
paths M.3 (black) as well as for M.5 and M.6 (in red). The FEDs show that the four
electron pathway of the ORR, resulting in the formation of two water molecules, is clearly
preferred for the clean surface state in the intermediate potential region. The formation of
H2O2 is possible but thermodynamically highly unlikely. Instead, a clean Pt surface could
be expected to be highly effective at reducing H2O2 to water. The spontaneous formation
of •OH is completely insignificant.

Fig. 4.3 (a1 and a2) show the FEDs of the ORR in the surface oxide region, at U =

0.9 V vs. RHE. The increased electrode potential increases the reaction Gibbs energy for
the formation of OOH∗. In addition, the positive ∆G for the decomposition of OOH∗

by surface water molecules suggests that M1 is inhibited for this surface state. Similarly,
the positive ∆G for H2O2 and •OH, prevents the formation of these species in the oxide
region at U = 0.9 V vs. RHE. Instead, H2O2 or •OH, if present as a reactant in solution,
would be scavenged at the Pt surface and reduced to water in this potential regime, as
shown in Fig. 4.3 (b1 and b2). It has also been suggested that the dissociative adsorption
of oxygen (1/2O2→ O∗) offers a more favorable pathway for the ORR at high electrode
potentials158; whereas, the formation of OOH∗ intermediates becomes more favorable as
the potential decreases from 0.6 V to 0.3 V vs. RHE159.

Fig. 4.4 (a1 and a2) show the FEDs of the ORR in the HUPD region, at U = 0.0 V vs.
RHE. For this surface state, M1 is suppressed, as the intermediate state with formation of
3OH∗ involves a high activation Gibbs energy. M2 is also inhibited for this surface state as
the adsorbed hydrogen atoms block the reactive fcc sites necessary for the formation of O∗.
However, M3 proceeds spontaneously in this region, since the 2e− process is exothermic at
U = 0 V vs. RHE. As shown in Fig. 4.4 b, the presence of a monolayer of adsorbed hydro-
gen prevents the HO-OH bond cleavage and stabilizes H2O

2
∗. Therefore, for this surface

state, H2O
2
∗ formed as an intermediate could be released into the electrolyte and thereby

be prevented from further reduction to water by a relatively large energy barrier that could
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Figure 4.2: Free energy diagrams of oxygen reduction reaction (on left) and hydrogen peroxide reduction
reaction (on right) at clean Pt (111)-water interface for U = 0.5 V vs RHE. Results for H-up and H-down
water configurations are shown in top (a1 and b1) and bottom (a2 and b2) panels, respectively. Optimized
structures of the most important intermediate states are shown below the energy diagrams. Yellow, light blue
and white colors are used to represent Pt, O, and H, respectively; oxygen atoms of the intermediates are
shown in red for clarity.

be involved in the formation of 2OH∗. In the following section, we will discuss more about
this effect in terms of hydrophobicity of the hydrogen-covered Pt (111) surface. Experi-
mental observations of a preferential two-electron exchange in the HUPD region at Pt(111),
as well as the detection of H2O2 in this potential range confirm our findings154,193–195.

It should be noted that mechanism M1 has been studied by Rossmeisl et al.186 for a half
dissociated hexagonal water structure at Pt (111), where every second water molecule has
been oxidized to OH*. They found that O2 reduction proceeds via a direct 4e− pathway,
with negligible peroxide formation186. The reaction barrier for proton transfer, calculated
in Ref.186 was 0.26 eV.
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Figure 4.3: Free energy diagrams of oxygen reduction reaction (on left) and hydrogen peroxide reduction
reaction (on right) at 1/3 ML oxygen covered Pt (111)-water interface for U = 0.9 V vs RHE. Results for H-up
and H-down water configurations are shown in top (a1 and b1) and bottom (a2 and b2) panels, respectively.
Optimized structures of the most important intermediate states are shown below the energy diagrams. Yellow,
light blue, and white colors are used to represent Pt, O, and H, respectively; dark blue are adsorbed oxygen
atoms and red are oxygen atoms for the intermediates shown in different color for clarity.

4.3.2 The origin of hydrogen peroxide formation at hydrogen-covered
Pt (111)

Analysis of electrochemical quartz-crystal nanobalance (EQCN) have revealed that the in-
terfacial mass of a Pt electrode reaches a minimum value with the completion of the sat-
uration layer of electroadsorbed HUPD196. Jerkiewicz et al. discussed that the layer of
HUPD modifies the surface dipole moment and the wetting properties of Pt, which in turn
minimizes the interaction of water molecules with the surface. This renders the hydrogen-
covered Pt surface hydrophobic, as has also been addressed in a recent DFT study132.

To evaluate the impact of hydrogen adsorption on the surface hydrophobicity, we cal-
culated the average adsorption energy per water molecule at clean and hydrogen-covered
surfaces, defined as

Eads = (Etotal− (Eslab(−H)+nEH2O))/n, (4.3)
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Figure 4.4: Free energy diagram of oxygen reduction reaction (on left) and hydrogen peroxide reduction
reaction (on right) at 1 ML hydrogen-covered Pt (111)-water interface for U = 0 V vs RHE. Results for H-up
and H-down water configurations are shown in top (a1 and b1) and bottom (a2 and b2) panels, respectively.
Optimized structures of the most important intermediate states are shown below the energy diagram. Yellow,
light blue, and white colors are used to represent Pt, O, and H, respectively; brown are adsorbed hydrogen
atoms and red are oxygen of the intermediates shown in different color for clarity.

Here, Etotal is the total energy of the reference system; Eslab(−H) is the energy for the slab;
EH2O is the energy of a water molecule in vacuum; and n is the number of water molecules
in the unit cell. For a water layer at the surface, we found similar values of Eads =−0.48 eV
and−0.46 eV at the clean and hydrogen-covered surfaces, respectively; which is consistent
with Ref.132.

On the other hand, the adsorption energy for a single flat-lying water molecule (defined
as Eads[monomer], where n = 1 in the above equation) was found to be drastically different
for clean and hydrogen-covered surfaces. For the clean surface it was found to be −0.24
eV and for the hydrogen-covered surface it was found to be −0.04 eV. We calculated the
H-bond energy in the adsorbed water structure, defined as in Ref.197.

EHB =
(

Eads[monomer]NPt−H2O−nEads
)
/NHB (4.4)

58



Here, N(Pt−H2O) is the number of molecule surface bonds and NHB is the number of H-
bonds in the water structure. In this case, we obtained the values of -0.15 eV and -0.29
eV for the clean and hydrogen-covered surfaces, respectively. At the hydrogen-covered Pt
surface, HB among water molecules are stronger as compared to the clean surface.

In Fig. 4.5, the isodensity contours of the total electron density as well as the charge
density difference isosurfaces of a water monomer at clean and hydrogen-covered surfaces
are compared. As shown, the electron density is very small in the region between the water
molecule and the hydrogen-covered surface. Moreover, the distance between the water
molecule and Pt surface is significantly larger in this case (3.55 Å at the hydrogen-covered
surface as compared to 2.46 Å at the clean surface). Similarly, in the case of one water
layer at the surface, the average distance of water molecules from the hydrogen-covered
surface was found to be 4.09 Å (and 3.90 Å) in H-up (and H-down) structures; while, that
for the clean surface was obtained as 3.36 Å (and 3.64 Å), respectively.

Figure 4.5: Isodensity contours for the total electron density (left panel) and the three dimensional charge
density differences (right panel) for a water monomer at clean ((a) and (b)), and hydrogen-covered Pt (111)
((c) and (d)), respectively. In (b) and (d), the isosurface value is taken as 0.002 e per Å

3
.

Fig. 4.6 shows the difference between the total plane averaged charge density of the in-
terfacial system and separately calculated charge densities of the Pt slab and the adsorbates
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Table 4.2: Bader analysis of surface charge (in units of an e) for the electro-adsorbed hydrogen atoms and
the top two Pt layers of the (111) surfaces. The charge is reported relative to the corresponding uncharged
atom. The average distance of water molecules in the water layer from the surface is included for varying
hydrogen coverages.

Pt-
water

Pt-1/4
ML H-
water

Pt-1/2
ML H-
water

Pt-3/4
ML H-
water

Pt-1
ML H-
water

average charge on adsorbed hy-
drogen atoms on surface (e)

— -0.046 -0.056 -0.036 -0.028

average charge in first top Pt
layer (e)

-0.043 -0.019 +0.011 +0.021 +0.034

average charge on second top Pt
layer (e)

+0.044 +0.034 +0.022 +0.010 +0.001

average distance of water layer
from surface (Å)

3.36 3.55 3.82 4.08 4.09

(defined as ∆λ ) as a function of the z-coordinate (normal to the surface). Results reveal
that the adsorption of hydrogen induces charge polarization at the interface with the dipole
moment directed towards the surface, which is consistent with the experimental study196.

To obtain a more quantitative picture of surface charging effects, we performed Bader
analyses198 for various hydrogen coverages. In this method the electron density around an
atom (or ion) in periodic system is analysed to calculate the associated charge of the valence
electrons. The results are summarized in Table 4.2. The values represent the partial charge
excess/deficiency at adsorbed hydrogen atoms as well as the average charge per Pt atom
for the first and for the second layer of the slab. The average charge per Pt atom in the first
layer, changes sign from a negative value in the clean surface state to increasingly more
positive values with increasing hydrogen coverage.

Impact of surface hydrophobicity on the formation of OH*: As discussed in the pre-
vious section, adsorbed hydrogen on fcc sites of Pt (111) inhibits the breaking of the O-O
bond necessary for the 4e− pathway M2, in which O∗ is an intermediate. Even though
H2O2 is a higher energy product than H2O, a two electron pathway to produce H2O2 is
preferred. Uphill reaction steps involved in the dissociation of OOH* to 3OH* (in M1) and
the H2O2* decomposition to 2OH* (in M3) render H2O2 a relatively stable intermediate
reaction product; its diffusion-induced dilution in the electrolyte will suppress the further
reaction to H2O.

As OH* is the key intermediate to understand the path selectivity of the oxygen re-
duction and hydrogen peroxide decomposition at hydrogen-covered Pt (111), it is useful
to generate the surface charge density difference of a system, which contains chemisorbed
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Figure 4.6: Planar average of the induced charge density along the surface normal for clean and hydrogen-
covered surfaces.

OH. This gives information about charge transfer and bond formation. It clarifies moreover
the strength of the interaction between Pt surface and species in the water layer. The charge
density difference function for this system is defined as,

∆ρ = ρtotal−ρslab(−H)−ρwater(−OH), (4.5)

Here, ρtotal is the total charge density of the system; ρslab(−H) is the charge density for
the clean (and the hydrogen-covered) slab; and, ρwater(−OH) is that for OH∗ in the water
layer. Three-dimensional charge density difference isosurfaces of the clean and hydrogen-
covered systems for the H-up and H-down structures are shown in Fig. 4.7. The charge
accumulation zones (positive ∆ρ), shown in yellow, are caused by electron transfer of ad-
sorbed surface species, filling the orbitals close to the Fermi level of the metal. This leads
to the charge depletion zones (negative ∆ρ), shown in blue, inducing a local polarization.

Results indicate that at the clean surface the relatively strong interaction between the
flat-lying water molecules (H-bonded to OH*) and the surface, creates an H2O-Pt bond. On
the other hand, at the hydrogen-covered surface there is almost no charge transfer between
near-surface water molecules and the surface. Indeed, this electrostatic effect is caused by
the surface hydrophobicity in the HUPD region, which renders the formation of OH∗ en-
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Figure 4.7: Charge density difference isosurfaces of chemisorbed OH at Pt (111), for clean surface (on left,
H-up top, H-down bottom) and for 1 ML hydrogen-covered surface (on right, H-up top, H-down bottom).
Yellow shows positive isosurfaces (charge accumulation zones); blue shows negative isosurfaces (charge
depletion zones); gray, dark blue, and white show Pt, O and H atoms, respectively. The isosurfaces value is
taken as 0.002 e per Å

3
.

ergetically unfavorable. As a result, the decomposition of H2O2 to form 2OH∗ is inhibited
in the HUPD region but highly favorable at the clean surface. Similarly, the decomposition
of OOH∗ to 3OH∗, catalyzed by surface water molecules, becomes highly unfavorable at
the hydrogen-covered surface, but a highly favorable process at the clean surface. This
interpretation is consistent with our binding energy calculations.

Moreover, we generated the FED of M1 as a function of hydrogen coverage. The 4e−

and the 2e− ORR are compared in Fig. 4.8 at U = 0 V vs. RHE. As can be seen, at
hydrogen coverage below 1/4 ML, OOH∗ dissociation to 3OH∗ becomes an energetically
preferred step in comparison to H2O2* formation. As the hydrogen coverage increases,
the dissociation of OOH∗ by neighboring surface water molecules is suppressed thereby
enhancing the selectivity of the process to H2O2 formation.
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Figure 4.8: Free energy diagram of oxygen reduction reaction at Pt (111) as a function of hydrogen cover-
age.

4.4 Experimental Validation

Our results support a hypothesis that Pt nanodeposits present in the H2-rich region of a
PEM are responsible for the formation of H2O2. The H2O2 released from Pt in HUPD
surface configuration could react with iron impurities, inevitably present in the membrane
from Fe metal ion contamination originated from the end plates59,74,82, to form •OH and
thereby initiate membrane chemical degradation57. In addition, our studies show that the
spontaneous formation of •OH at Pt nano-deposits is unlikely. It can be expected that Pt
deposits will act as scavengers for •OH, which has also been reported experimentally199.

To check these predictions, in a collaboration with an experimental group at the Institute
of Engineering Thermodynamics in the German Aerospace Center (DLR), we experimen-
tally studied the impact of electrochemical conditions at PITM on ionomer composition.
The experiment was conducted by Dr. Stefan Helmly in Prof. K. Andreas Friedrich re-
search group. Accordingly, this section presents the effect of H2 - and O2-rich conditions
on, first the electrical potential of PITM, and second on their role on membrane degrada-
tion.

In this work, two experiments with model cells were conducted. In the first experi-
ment, the electrochemical condition at PITM in dependence on H2 and O2 concentration
was investigated by measuring the electrical potential of a Pt micro-electrode in a mem-
brane electrode assembly (MEA) at various ratios of reactant concentrations. In the second
experiment, the effect of electrochemical conditions at PITM on membrane degradation
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was studied by operating various cells with and without PITM and with and without the
electrodes. The electrochemical conditions were modulated by varying the reactant con-
centrations between values selected from the first experiment. To obtain a cell with typical
PITM, the PEM was prepared with Pt deposits in it. Experimental details are provided in
Appendix A.

In the first experiment, suitable pressure settings of the reactants were identified to
locally obtain either low potential or high potential conditions at PITM. Therefore, we
prepared a cell in which the microelectrode was positioned in the center (x = 0.5). As
can be seen in Fig. 4.10, the change between low potential and high potential conditions
at the microelectrode is clearly visible as the pressure ratio of oxygen to hydrogen at the
membrane boundaries changes from 1.15 to 1.46.

Figure 4.9: Experimental measurement of mixed potential at microelectrode caused by permeation of H2
and O2 in the membrane as a function of relative pressures at the membrane boundaries. Results are in
agreement with the model prediction (Fig. 4.10).

Fig. 4.10 shows the plot of the potential step position as a function of the relative pres-
sure of oxygen and hydrogen at the membrane boundaries (see eq. 3.47). As discussed in
chapter 3, the step position divides the PEM into low potential region (between the anode
and the step), and high potential region (between the step and the cathode). In agreement
with the experiment for the micro-electrode at x = 0.5, the pressure ratio smaller than 1.27
leaves it in the anodic region, while the pressure ratio larger than 1.27 leaves it in the ca-
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thodic region. Here, it assumed that the micro-electrode does not significantly perturb the
distribution of reactant gases in the membrane.

Figure 4.10: Potential step position in the membrane as a function of relative partial pressure of O2 and H2.
For a micro-electrode at x = 0.5, shown as horizontal dashed line, pressure ration smaller than 1.27 leaves it
in the anodic region, while pressure ratio larger than 1.27 leaves it in the cathodic condition. The distiction
between the two region is shown as vertical dashed line.

In the second experiment, degradation tests were performed for cells of different con-
figuration (with/without PITM, with/without electrodes), under two different pressure set-
tings corresponding to the anodic and the cathodic regions. As degradation data in Fig. 4.11
show, it was found that polymer decomposition is higher for PITM in the anodic condition
(pressure ratio 0.69) as compared to PITM in the cathodic condition (pressure ratio 1.46).
This is consistent with our theoretical finding that in H2-rich conditions H2O2 formation
at Pt nanodeposits is higher. Although, membrane degradation for the cathodic conditions
were clearly lower than for the anodic conditions, it has to be remarked that they vary
strongly whereas the values for the anodic conditions exhibit less variation. We assume
that the variation of FER in the cathodic cnditions is due to the influence of the chrono-
logical order of the experimental settings, as the setting of the pressure ratio was switched
between each measurement from the anodic to the cathodic condition. Apparently, this in-

65



fluence could not be avoided by the delay in collecting condensate of 1-2 h after changing
operation points.

Figure 4.11: FER measurement for various cell configurations and pressure settings. In agreement with
the theoretical findings, results indicate higher ionomer decomposition if PITM is present in the low potential
region.

Furthermore, the fact that cells with PITM had a higher FER than the PITM-free cells
indicates that membrane decomposition was not suppressed by the presence of PITM but
increased under any of the conditions combined. Therefore, we are led to conclude that
the conditions at PITM have a significant influence on PEM degradation; however, they are
not causing an inhibiting effect on degradation as had been observed in other studies84,91.
Apparently, this effect demands a particular particle morphology to be more precise a star or
dendritic shape which means particles contain a high level of Pt(111) surfaces. In contrast,
Pt particles with a cubic or spherical shape were not found to inhibit degradation84. As can
be seen in the micrograph in Fig. 4.12, the Pt particles in the cells tested in our study had
the latter structure. Thus, the inhibiting effect of PITM could not be expected.

In summary, we presented an approach to understand the role of environmental condi-
tions around PITM on chemical degradation of the polymer electrolyte membranes in fuel
cells. It was discussed that the step-like potential distribution at Pt nanodeposits divides the
PEM into two regions of low potential (∼ 0 V) and high potential (∼ 0.8 V). The position of
the potential step depends on the ratio of the partial pressure of reactant gases at the mem-
brane boundaries, as well as the permeability properties of the PEM. This was validated
by our first experimental study of local potential at Pt micro-electrode in the membrane for
varying partial pressures of H2 and O2 at the membrane boundaries. Subsequently, in the
second experiment we investigated the effect of various pressure settings (or local potential
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Figure 4.12: Scanning electron microscope (SEM) image of Pt nanodeposits in the membrane

at PITM) on radical-initiated membrane degradation by measuring the FER as an indicator
of ionomer decomposition. Consistent with our DFT study, in these experiments we found
that PITM located in the low potential region of the membrane leads to significantly higher
ionomer decomposition as compared to the case where PITM is in the high potential region.
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Chapter 5

DFT Study of Pt Extraction Mechanism
at Oxidized (111) Surfaces

This chapter presents a density functional theory study of the atomistic mechanism for in-
terfacial place-exchange between surface Pt atom and chemisorbed oxygen at oxidized Pt
(111)-water interfaces. We generate the minimum energy pathways of the processes of Pt
atom extraction, followed by the substitution of chemisorbed oxygen to the vacancy. The
energy diagrams were analyzed to determine the critical coverages for the Pt extraction and
Oads substitution steps. The Pt extraction process depends on two essential conditions: 1.
local coordination of a Pt atom by three chemisorbed oxygen atoms at the first fcc nearest
neighboring sites; 2. the interaction of the buckled Pt atom with surface water molecules.
From a geometrical point of view, the first condition is fulfilled at above 0.50 monolayer
(ML) O at Pt (111). Substitution of Oads into the vacancy created by the extracted Pt be-
comes thermodynamically favorable above 0.75 ML O, as next nearest neighbor hollow fcc
sites around the Pt atom start to be occupied. We discuss results in terms of surface charg-
ing effects caused by oxygen coverage, surface strain effects, as well the contribution from
electronic interaction effects. The utility of the proposed mechanism for the understanding
of Pt stability at bimetallic surfaces will be demonstrated by evaluating the energy diagram
of a CuML/Pt (111) near-surface alloy.

5.1 Introduction

Experimental studies have found the formation of subsurface oxygen on oxidized transi-
tion metal surfaces101,200–202; yet, so far no coherent theoretical picture of the atomistic
mechanism underlying these processes has emerged99.
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Platinum is the electrocatalytic material of choice in porous electrodes of electrochemi-
cal energy technologies such as low-temperature polymer electrolyte fuel cells (PEFC) and
electrolysis cells46. However, it is known that typical operational conditions such as high
temperature, high potential, low pH and, in particular, extensive potential cycling lead to
unacceptable rates of Pt dissolution203,204. The kinetics of Pt dissolution in turn is corre-
lated with loss of catalyst material, transformation of porous composite structure, decrease
of active surface area, change in wettability of pore walls, decline of electrochemical per-
formance, and ultimately the lifetime reduction of the device13.

In spite of tremendous efforts in both experiment and theory focusing on understanding
degradation issues and improving catalyst stability40,205, the understanding of materials
properties that control Pt stability and mechanisms involved in catalyst dissolution remains
a controversial topic103,206. Especially, the comprehension of the elementary surface pro-
cesses involved is still elusive.

Pt dissolution may proceed through both electrochemical and chemical pathways48,49.
In a recent detailed experimental study, Furuya et al.204 examined the influence of elec-
trolyte composition and pH on Pt dissolution. Analysis of potential versus pH diagrams
(Pourbaix diagrams) suggests that the anion nature has a negligible impact on Pt dissolu-
tion; the pH on the other hand exerts a significant impact on the dissolution kinetics204.

The works of Topalov et al.203, Xing et al.207 as well as Rinaldo et al.208 revealed a
staggering enhancement in Pt dissolution rate by a factor 2000 during voltage cycling in
accelerated stress tests when the upper potential limit of the voltage cycle was increased
above 1.2 V vs. RHE. It was found consistently in these independent studies that the
reduction of Pt oxide during the reduction part of the voltage cycle is responsible for the
hugely increased rate of Pt dissolution. In addition, based on the in-situ electrochemical
scanning tunneling microscopy (STM) observations, Wakisaka et al.209 have found that the
irreversible morphological changes at Pt (111) occur predominantly during the reduction
phase of oxide. The underlying process is sensitive to the formation of the so-called as α-
oxide phase210 that forms as a surface layer upon ramping up the potential to values above
1.1 V vs. RHE203.

On the other hand, there is also a much smaller amount of Pt dissolution that is found
in potential hold experiments at potentials below 1.1 V vs. RHE. The rate of this process
does not depend directly on the electrode potential, but it is affected by the amount of
surface oxide, which in turn determines the surface excess energy or surface tension of Pt
nanoparticles as well as the rate constant of dissolution48,49.

Analysis of the cyclic voltammetry (CV) data of polycrystalline Pt in 0.5 M aque-
ous H2SO4, correlated with electrochemical quartz-crystal nanobalance data revealed that
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the onset potential of surface oxidation lies at E ≈ 0.85 VRHE
101. Adsorbed surface ox-

ide at Pt formed by water oxidation is usually identified as chemisorbed oxygen (Oads at
0.85 < E < 1.10VRHE), which forms up to half of a ML coverage101. As the potential
increases, further dissociation of water molecules forms additional Oads that is susceptible
to undergoing interfacial exchange with Pt surface atoms; this so-called place-exchange is
a basic process involved in oxide growth194,206,211. In situ X-ray scattering100, as well as
STM studies under ultrahigh vacuum conditions102 confirmed the existence of interfacial
place-exchange at Pt (111). The formation of subsurface oxygen has also been observed in
experiments on other oxidized transition metal surfaces200–202.

Density functional theory (DFT), molecular dynamics (MD) and ab initio MD have also
been employed to study involved reaction mechanisms at atomistic scales104–107,212. Fan-
tauzzi et al.107 have performed reactive force field (ReaxFF) MD calculations to determine
the surface energies for structures with up to one monolayer of oxygen on Pt (111). Their
results reveal four stable surface phases corresponding to pure adsorbate, low-coverage and
high-coverage buckled, and subsurface-oxygen structures, respectively. They have found
that stable phases of Pt(111) with oxygen coverage beyond 0.56 ML contains subsurface
oxygen107. The work of Gu and Balbuena104 suggests that the tetra-I site is the energeti-
cally preferred site for adsorption of atomic oxygen in the subsurface of Pt (111). However,
the large activation barrier of 2.5 eV for the transfer of surface oxygen to this site seemed
to render this place-exchange a highly unlikely event104.

In an earlier work, Hawkins et al.105 had used DFT to study the buckling of Pt atoms
at oxygenated Pt (111) surfaces in vacuum conditions. They obtained minimum energy
pathways (MEP) for the process of Oads atom diffusing from surface fcc to buckled hcp
site and then to subsurface tetra-I site at the coverages of 0.25 ML, 0.5 ML and 0.5625
ML. In their work, it was found that Pt buckling by 1.7 Å is energetically favorable at
oxygen coverage of 0.5625 ML, but not at 0.50 ML or 0.25 ML coverages. However, as
mentioned in their article, the MEP for higher Oads coverages was not found because of
the convergence failure of nudged elastic band calculations at 0.75 ML and 1.0 ML105. In
addition, the possible role of surface water molecules in this process was not explored.

Considering that the formation of subsurface oxygen at high coverages has also been
seen experimentally on other oxidized transition metal surfaces200–202, we strive to find a
universal mechanism of metal atom extraction at an oxidized Pt (111) surface and subse-
quent transfer of an adsorbed surface oxygen atom to the subsurface. We will discuss that
the Pt extraction process depends on two essential local conditions: 1. Local coordination
of Pt by three chemisorbed oxygen atoms in neighboring fcc adsorption sites; 2. the interac-
tion of the buckled Pt surface atom with near-surface water molecules. From a geometrical
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point of view, the first condition is fulfilled at above 0.50 ML O at Pt (111). Substitution of
Oads into the vacancy created by the extracted Pt atom becomes thermodynamically favor-
able at above 0.75 ML O, as next nearest neighbor hollow fcc sites around the Pt atom start
to be occupied. We will demonstrate that the extracted phase is energetically more stable
than the buckled phase proposed in Ref.105.

5.2 Model System

The surface was modeled by a super-cell containing a four-layer slab of Pt (111) and a
2
√

3 × 2
√

3 R30o water layer with hexagonal structure on one side of the slab. Our model
included 48 Pt atoms per slab and 8 water molecules in the unit cell. Repeated slabs were
separated by a vacuum region of 15 Å. In all geometry optimizations, the two bottom
layers of the slab were fixed, while the two top layers together with adsorbates and the
water layer were allowed to relax. A standard dipole correction scheme173, implemented in
VASP, compensated the unphysical interaction between opposite surfaces that correspond
to neighboring images across the vacuum region of the periodically repeated slab.

To account for the orientation of water molecules at the interface, we evaluated two
mixed-phase water structures with 1. three H-up and one H-down as well as four flat-lying
water molecules; 2. three H-down and one H-up as well as four flat-lying water molecules.
We note that the preferred orientation of water molecules depends on electrode potential,
oxygen adsorption state, and total surface charge density; the positively (or negatively)
charged surface stabilizes the H-up (or H-down) structures179. In this work, we compare
minimum energy pathways of the extraction mechanism for the two interfacial water struc-
tures with fixed orientation.

5.3 Results and Discussion

In view of understanding the mechanism of Pt atom extraction at oxidized (111) surfaces,
we were interested in generating the energy diagram of the following sequence of elemen-
tary surface processes: (1) extraction of a Pt surface atom along the surface normal (z-
coordinate) and (2) transfer of an adsorbed oxygen atom into the vacant site left by the Pt
atom. For this purpose, we utilized the constrained optimization method169,213–215. In this
technique, the z variable of the transferring atomic nucleus is constrained in defined steps,
between values corresponding to the fully optimized initial and final states. At each of the
z values a full geometry optimization is performed for all other degrees of freedom. This
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Figure 5.1: Illustration of the mechanism of Pt extraction and O substitution at oxygen-covered Pt (111);
gray, red, blue, white and green colors show atoms of Pt, chemisorbed oxygen, oxygen in water layer, hydro-
gen and the local Pt site studied in this mechanism, respectively. Active atoms are labeled with numbers.

method allows the molecules to rotate and translate subject to the above constraint. Using
this procedure, we chose equal increments of z for the Pt atom in the Pt extraction step, i.e.
between the fully optimized structures with Pt atom in the initial lattice position and in the
extracted state by two water molecules. Thereafter, we translated the Oads atom in equal
steps to also create the trajectory along z for the Oads substitution step. This method is
efficient and reliable under the premise that the z-coordinate represents a suitable reaction
coordinate.

Fig. 5.1 illustrates the proposed mechanism of Pt atom extraction and Oads substitution
into the sub-layer. In the extraction step, the threefold Oads-coordinated Pt (labeled as Pt45)
is initially displaced by 1.7 Å from the original lattice position to assume an energetically
more stable position above the surface. This phase, referred to as buckled hcp in Ref.105,
is accompanied by a lateral move of one of the neighboring oxygen atoms (labeled as O1)
from its initial fcc position to the hcp site. Thereafter, two surface water molecules facilitate
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the complete extraction of Pt atom with an overall displacement of 2.6 Å from the initial
lattice position to reach an energetically more stable state. Following Pt extraction by 2.6
Å, one of the neighboring oxygen atoms, which was not bonded to the detached Pt atom
(shown as O6 in Fig. 5.1), substitutes into the subsurface filling the tetra-I site underneath
the hcp site. The energetics of these processes is sensitive to the Oads coverage as will be
discussed.

Figure 5.2: Minimum energy path for Pt extraction and O substitution at coverages above 0.50 ML O and
for two opposite orientations of water layer: (a) three H-up and one H-down, (b) three H-down and one H-up

Fig. 5.2 (a) and (b) show the energy diagrams of the processes illustrated in Fig. 5.1,
as a function of Oads coverage and for the two opposite orientations of interfacial water
layer. Comparing the energy diagrams in Fig. 5.2 (a) and (b), it is clear that the impact of
Oads coverage on the minimum energy pathway is dominant, while the water orientation
plays a minor role. As the coverage increases above 0.5 ML, the concerted sequence of
Pt extraction and Oads substitution at the three-fold coordinated Pt site leads to a thermo-
dynamically more favorable place-exchanged state. The activation barrier energies for the
initial Pt buckling step (by 1.7 Å) were found to be 0.36 eV for 0.58 ML O, and 0.48
eV for 0.75 ML O, and 0.5 eV 1.0 ML O. For this step, the value of Pt displacement is in
very good agreement with STM images under ultrahigh vacuum conditions showing pro-
trusions, interpreted as buckled Pt atoms, with an apparent height of 1.7 Å102. Following
the Pt buckling step, the destabilized Pt atom is completely extracted from the surface and
displaced by 2.6 Å relative to its initial position at the surface in order to find an even more
stable phase. For the extraction step, two flat-lying surface water molecules are necessary
to be involved in the process of forming a chemical complex of [PtO2(H2O)2] at the in-
terface. Notably, we did not find a stable phase with only one water molecule involved in
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the extraction process. The 3D charge density difference isosurfaces for the [PtO2(H2O)2]
were shown in Fig. 5.3, illustrating the electropositive (blue) and electronegative (yellow)
zones that occur between the oxygen atoms of two water molecules (shown as O7 and O15)
and the extracted Pt, as well as the extracted Pt and two neighboring chemisorbed oxygen
atoms (shown as O1 and O14).

In the final step, the neighboring oxygen atom that was not bonded to the extracted Pt
(shown as O6 in Fig. 5.1 and 5.3) transfers to the subsurface to become sorbed on the
tetra-I site underneath the hcp site. This final step is also sensitive to the oxygen coverage
and is only thermodynamically favorable at coverages above 0.75 ML O, as the second
nearest neighbor hollow fcc sites around the Pt atom start to be occupied with Oads (also
see Fig. 5.5 for clarification). This finding is in agreement with the results presented in
the Ref.107. The reaction energies corresponding to Fig. 5.2 and Pt displacements from the
surface for all studied systems are provided in Table 5.1.

Figure 5.3: The 3D charge density difference isosurfaces of Pt45 extracted by two water molecules at
1.0 ML Oads; Blue shows negative isosurfaces (charge depletion zones); yellow shows positive isosurfaces
(charge accumulation zones); the isosurfaces value is taken as 0.002 e per Å

3
.

We further explored the effect of Pt coordination with one and two chemisorbed oxygen
at lower coverages on the buckling and extraction processes. Fig. 5.4 (a) shows the energy
diagrams of the Pt extraction step at θO = 0.42 ML O (where a Pt surface atom is coordi-
nated with one Oads) and at θO = 0.50 ML O (as Pt surface atom is coordinated with two
Oads, also see Fig. 5.5), in comparison with that for triply coordinated Pt (at θO = 0.58 ML
O). As indicated, the formation of threefold Oads-coordinated Pt atom is a critical condition
for the Pt atom extraction at Pt (111), while Pt detachment from the surface is thermody-
namically unfavorable for lower coverages.

Interestingly, the role of surface water molecules is indispensable to stabilize the ex-
tracted Pt atom and provide a minimum energy pathway for Oads substitution. In Fig. 5.4
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Table 5.1: Reaction energies and barriers of the steps of Pt buckling, Pt extraction and Oads substitution (in
eV) for various oxygen coverages and water orientations; Pt atom displacement valies (in Å) are relative to
its initial position at surface.

Pt buckling Pt extraction O substitution
Coverage ∆G(eV ) ∆G+ ∆Z(Å) ∆G(eV ) ∆Z(Å) ∆G+ ∆G(eV ) ∆Z(Å) ∆G+

0.58 MLO
(Hup)

-0.51 0.38 1.36 0.12 0.38 2.45 0.48 0.79 0.09

0.58 MLO
(Hdown)

-0.70 0.36 1.77 -0.12 0.32 2.49 1.08 1.26 0.26

0.75 MLO
(Hup)

-0.65 0.55 1.67 -0.75 0.07 2.49 0.15 0.85 -1.24

0.75 MLO
(Hdown)

-1.11 0.48 1.77 -0.35 0.42 2.60 0.04 0.82 -1.41

1.00 MLO
(Hup)

-2.05 0.54 1.79 -0.31 0.60 2.69 -0.78 0.70 -3.14

1.00 MLO
(Hdown)

-2.08 0.50 1.78 -0.26 0.69 2.68 -0.87 0.67 -3.21

(b), the mechanism is evaluated in the absence of a water layer. In this case, although the
initial Pt buckling step remains energetically viable at θO > 0.50 ML, the extraction step
is prohibited without water molecules, i.e., there is no stable phase for the extraction step;
moreover, without surface water molecules, Oads substitution involves a large activation
barrier of 1 eV which renders the substitution step unlikely.

We discuss the surface charging behavior at oxidized Pt(111) slightly below and above
the critical coverage of 0.50 ML. Fig. 5.5 (a)-(e) illustrate the most stable oxygen surface
atom configurations for Oads coverages, ranging from 0.42 to 1.0 ML. As θO increases in
this range, the calculated average Bader charge198 per atom of the surface Pt layer grows
from 0.27 e per atom to 0.67 e per atom (see Table 5.2), where e is the elementary charge.

For θO > 0.50ML, local Pt sites appear (shown as Pt45 in Fig. 5.5) that are coordinated
by chemisorbed oxygen atoms in each adjacent three-fold hollow fcc site. This state of high
local Oads coordination induces electronic charge depletion at triply coordinated Pt surface
atoms that exceeds 0.7 e. The magnitude of the electronic charge depletion is larger for
triply coordinated Pt as compared to doubly (0.49 e/Pt) or singly (0.26 e/Pt) coordinated Pt
(see Table 5.2). Plots in Fig. 5.5 (f)-(j) show isosurfaces of the charge density difference,
defined as

∆ρ = ρtotal−ρslab−ρads, (5.1)
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Figure 5.4: (a) Comparison between the minimum energy path for Pt extraction at oxygen coverage below
and above 0.50 ML O. (b) Comparison between the minimum energy path for Pt extraction and O substitution
with and without water layer at 0.58 ML Oads.

where, ρtotal is the charge density of the total system; ρslab and ρads are separately calcu-
lated charge densities for the bare slab and adsorbed oxygen atoms fixed in their positions
in the overall system, respectively. The isosurfaces in Fig. 5.5 (f)-(j) illustrate the charge
transfer that has occurred between Pt surface and chemisorbed oxygen atoms. Electroneg-
ative zones (yellow) are created by electron transfer from Pt atoms to chemisorbed oxygen
atoms, which lead to the electropositive zones at surface Pt atoms (blue). As shown, as the
Pt site is coordinated with three oxygen atoms for coverages above 0.50 ML, it becomes
more electropositive inducing a larger local polarization at the site.

Figure 5.5: (a)-(e) Top views of the most stable O surface atom configurations for coverage of (a) 0.42 ML,
(b) 0.50 ML, (c) 0.58 ML, (d) 0.75 ML and (e) 1.0 ML; gray and red colors are used to represent Pt and Oads,
respectively. Green shows the local Pt atom, labeled as Pt45, which participates in the mechanism of extrac-
tion. (f)-(j) show the corresponding top views of the charge density difference isosurfaces of chemisorbed
oxygen at Pt (111). Blue shows negative isosurfaces (charge depletion zones); yellow shows the positive
isosurfaces (charge accumulation zones); the isosurfaces value is taken as 0.002 e per Å

3
.
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Table 5.2: Bader analysis of surface charge for various oxygen coverage (in units of an electron, e) for the
top and bottom Pt layers of the (111) structure and for the active Pt site studied in this work (shown as Pt45).
The charge is reported relative to the corresponding uncharged atom.

0.42
ML O

0.50
ML O

0.58
ML O

0.75
ML O

1.00
ML O

Average induced charge per atom
on top Pt layer (e) for reference
system

0.2730 0.3334 0.3878 0.5097 0.6683

Average induced charge per atom
on bottom Pt layer (e) for reference
system

-0.0634 -0.0719 -0.0578 -0.084 -0.049

Average induced charge per atom
on bottom Pt layer (e) for Pt ex-
tracted system

- - - - - - -0.0444 -0.0572 -0.0335

Average induced charge per atom
on bottom Pt layer (e) for O sub-
stituted system

- - - - - - -0.0562 -0.0550 -0.0457

To rationalize the local driving force for the Pt extraction process, we estimated the
z-component of the local dipole moment at Pt45. The simulated slab is asymmetric with
surface oxide formed only at one side. This asymmetry causes a redistribution of charge
between the two slab surfaces. The net amount of the total surface charge can be determined
after application of the dipole correction to eliminate the electric field between periodic
images of the slab. We determine the total surface charge, Q, induced by this correction for
the oxide-free backside of the simulated slab. For electroneutrality, an equal but opposite
total amount of charge, - Q, must be deposited at the oxide side of the slab. For simplicity,
we assume that this total charge is distributed in equal amounts over the surface Pt atoms
at the oxygen-side of the slab, corresponding to a value of −Q/n per surface atom, where
n = 12 is the number of surface Pt atoms per unit cell. We are interested in the local dipole
moment induced by oxide formation at the Pt45 site. We determine the Bader charge198

for this atom relative to the corresponding uncharged atom, qPt45, and obtain the induced
oxide dipole charge as q = qPt45+Q/n. As for the dipole length we use the distance dz
along z from the center of Pt45 to the plane of the adsorbed oxygen atoms coordinated
to this site. The dipole moment is calculated as µ45 = qdz. Using the same method, we
calculated the local dipole moment between the extracted Pt site and two involved surface
water molecules after completion of the Pt extraction and Oads substitution steps, in order
to estimate the net dipole moment for these phases (see Table 5.3). Values of µ45 were
shown in Table 5.3 for the different oxide coverages considered.
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Table 5.3: Bader analysis for the active Pt site studied in this work (shown as Pt45) for various oxygen
coverage (in units of an electron, e) . The charge is reported relative to the corresponding uncharged atom.
Induced oxide dipole charge at Pt45 (δq) and distance along z from the center of Pt45 to the plane of the
adsorbed oxygen atoms, as well, adsorbed water molecules coordinated to this site (dz) are shown. Values of
estimated net z-component of the local dipole moment at the extraction site are shown indicating the direction
towards or away from the surface.

0.42
ML O

0.5
ML O

0.58
ML O

0.75
ML O

1.0
ML O

qPt45 (e) for reference system 0.2643 0.4894 0.7165 0.7026 0.7282

qPt45 (e) for Pt extracted system - - - - - - 0.9904 1.0184 1.0624

qPt45 (e) for O substituted system - - - - - - 0.8896 0.9070 0.9874

δq (e) for reference system 0.2009 0.4175 0.6587 0.6186 0.6792

δq (e) for Pt extracted system - - - - - - 0.9460 0.9612 1.0289

δq (e) for O substituted system - - - - - - 0.8334 0.8520 0.9417

dz (PtO) () for reference system 1.19 1.04 1.12 1.21 1.24

dz (PtO) () for Pt extracted system - - - - - - 1.19 1.20 1.17

dz (PtO) () for O substituted system - - - - - - 1.20 1.25 1.38

dz (PtH2O) () for Pt extracted system - - - - - - 1.36 1.47 1.54

dz (PtH2O) () for O substituted system - - - - - - 1.32 1.41 1.30

µ45 (D) for reference system 1.15 ↓ 2.09 ↓ 3.54 ↓ 3.60 ↓ 4.05 ↓

µ45 (D) for Pt extracted system - - - - - - 0.16 ↓ 0.26 ↓ 0.38 ↓

µ45 (D) for O substituted system - - - - - - 0.10 ↓ 0.14 ↓ 0.08 ↑
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The calculated dipole moments are consistent with values reported in Ref.206. Upon co-
ordination of Pt45 with three Oads, a strong local dipole moment (> 3.5D) directed towards
the surface occurs, which destabilizes Pt45 and leads to its extraction from the surface. As
a result of Pt extraction and O substitution, the local dipole moment drops to much smaller
values (about 0.1 D) and eventually changes orientation at high oxide coverage of 1.0 ML,
thereby stabilizing the surface at the site, at which Pt extraction and Oads substitution have
occurred. Furthermore, we generated the planar average of the induced charge density
along the surface normal for various coverages shown in Fig. 5.6 (a). The plots were ob-
tained by calculating the difference between the total plane-averaged charge density of the
interfacial system and separately obtained charge densities of the Pt slab and the adsorbates
(defined as ∆λ ) as a function of z. The adsorption of oxygen induces a large polarization
at the interface with the dipole moment directed towards the surface. However, as shown
in Fig. 5.6 b , Pt extraction and Oads substitution steps modify the surface dipole moment,
which as discussed results in obtaining a thermodynamically more stable state.

The surface potential energy is a function of the charge density distribution, which
varies with coverage. Work function, Φ (in eV), is the energy required to bring an electron
from inside of the slab to the vacuum and it is defined as the energy difference between the
Fermi energy, E f , and the electrostatic potential in the middle of the vacuum level, Evac,

Φ = E f −Evac. (5.2)

The surface adsorption state affects the work function; we calculated Φ as the difference
between the potential energy of an electron in the middle of the vacuum and E f in the
middle of the slab. Fig. 5.6 c shows Φ as a function of oxygen coverage for the 2× 2
Pt(111) reference systems. The work function increases with increasing coverage due to
the positive charge carried on the surface layer of Pt atoms.

Coverage by oxygen also affects the surface strain as well as the electronic interactions.
We studied the effect of coverage on the lateral strain using a 2× 2 Pt (111) system. For
this aim, structural optimizations of the slab for varying unit cell parameter were carried
out in order to find the energy profiles as a function of the lateral strain. As shown in
Fig. 5.7, results suggest that for coverage > 0.50 ML surface contraction is favored, with a
maximum of 3 % at 1.0 ML; but, below < 0.50 ML O lateral expansion is favored. This
result is also in agreement with the recent DFT study by Li et al.216

To understand the effect of oxygen coverage on the electronic interactions, we utilized
the d-band model developed by Hammer and Nørskov217. This model predicts the trends in
the adsorption binding energies of various adsorbates on the metal surfaces. An upshift in
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Figure 5.6: Comparison between the planar average of the induced charge density along the surface normal
for (a) oxygen coverage above 0.50 ML; and (b) for surface covered with 1.0 ML O and with one O substituted
surface Pt.

the average energy of the d-states relative to the Fermi level, so-called as the d-band center,
results in a stronger interaction between surface atoms and adsorbates. We first calculated
the binding energy of oxygen as a function of coverage for a 2× 2 Pt (111) system using
the following equation,

∆E = Eslab+nO−Eslab−n/2EO2, (5.3)

where, n is the number of oxygen atoms in the unit cell, and EO2 was considered as 5.87
eV218. As shown in Fig. 5.8 (a), increasing the oxygen coverage lowers the strength of the
interaction of oxygen with the surface and results in decreasing the binding energy. We
also performed density of states (DOS) calculations which is common for understanding

80



Figure 5.7: Percent surface strain caused by oxygen coverage at Pt (111). The energy profile is relative to
the slab optimized in its bulk lattice constant. Coverage above 0.5 ML O results in surface contraction and
coverage below 0.5 ML O leads to surface expansion.

the characteristics of the chemical bonding. DOS analyses provide information about the
distribution of electronic states at energy bands in periodic systems. To determine the
electronic state for a particular ion in a system, the projected density of states (PDOS) is
analysed, where the DOS is projected onto the atomic orbitals. Fig. 5.8 (b) shows the d-
projected density of states (DOS) of surface Pt atoms as a function of coverage for a 2×2
(111) system. The d-band is narrower and higher in energy for the clean surface and as the
coverage increases the d-band center shifts down to more negative values. Consistently, as
shown in Fig. 5.8 (c), the downshift in the d-band center with coverage lowers the strength
of interaction of oxygen with the surface.

Furthermore, we examined the proposed mechanism of Pt extraction for a CuML/Pt(111)
near-surface alloy system. Fig. 5.9 compares the energy diagrams for the Pt extraction and
Oads substitution processes on CuML/Pt(111) with that of Pt(111) at θO = 0.58ML. For this
coverage, the extraction energy for CuML/Pt(111) was found to be -0.17 eV while that for
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Figure 5.8: (a) Calculated oxygen binding energy for varying oxygen coverage at Pt( 111). (b) d-projected
density of states of surface Pt atoms for varying oxygen cover age at Pt( 111). (c) V ariations in the binding
energy of oxygen as a function of the d-band center of surface atoms

Pt(111) was obtained as -0.82 eV. In addition, the activation barrier for the buckling step at
CuML/Pt(111) was obtained as 0.63 eV which is larger as compared to 0.36 eV for Pt(111).
Results suggest that the extraction is both kinetically and thermodynamically less favored
for the CuML/Pt(111) system. Indeed, a recent study have reported the noticeable enhance-
ment in the Pt stability of CuML/Pt(111)219. In the future, we will continue this study to
obtain a relation between the extraction energy and segregation energy for near-surface al-
loys with a range of different metals in the sub-layer, in order to unravel systematic trends
in the stability of these systems.

Overall, the results presented in this chapter are very insightful for the understanding
of the atomistic details of Pt dissolution under electrochemical conditions which is of both
fundamental and applied importance. The approach of anionic species from the solution
could fulfill a similar role as interfacial water dipoles in enabling the Pt extraction pro-
cess. We expect that the proposed re-interpretation of interfacial place-exchange as a local
process will make it possible to extend the proposed mechanism to different Pt surface
structures, ordered or disordered, toward understanding the mechanisms of Pt dissolution
and predicting the stability of various surface structures.
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Figure 5.9: Comparison between the energy diagram s of Pt extraction and O ads substitution mechanism
for CuML - Pt(111) and Pt(111)
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Chapter 6

Conclusions and Outlook

In this work, we studied the impact of electrochemical conditions around Pt nanodeposits
in the membrane on the formation of membrane degrading species. Pt nanodeposits, which
originate from Pt degradation in the cathode catalyst layer, provide catalytic sites for the
production of membrane degrading species. Among them hydrogen peroxide is of partic-
ular importance. Decomposition of hydrogen peroxide at iron impurities in the membrane
(via Fenton’s reaction), leads to the formation of hydroxyl radical which attack the weak
bonds of ionomers and degrade them chemically. Chemical degradation weakens the me-
chanical properties of the membrane, which results in the formation of pinholes, cracks and
fractures in the membrane. Membrane-spanning fractures facilitate the higher crossover of
the reactant gases and eventually lead to fuel cell failure.

Understanding the impact of Pt nanoparticles on the formation/deactivation of reactive
oxygen species in an electrolyte involves a complex phenomenology of local conditions and
structure of the electrolyte, as well as structure-dependent transport and reaction processes
at solid Pt deposits. For this aim, we developed a multi-step theoretical approach:

In chapter 3, we presented a physical-analytical model to determine the potential distri-
bution at spherical Pt nanodeposits in the polymer electrolyte membrane. The approach in-
corporates a continuum description of crossover fluxes of reactant gases at the macroscale,
coupled with the kinetics of electrochemical surface reactions at Pt nanodeposits. The po-
tential distribution is obtained as a function of the local composition of the PEM, which is
given by concentrations of H2 and O2 as well as the size and density distribution of Pt par-
ticles. In good agreement with experimental data, the model predicts a step-like potential
profile. In the anodic region of the PEM, the potential is close to the equilibrium potential
of the HOR. In the cathodic region, the potential is closer to the equilibrium potential of the
ORR. For a uniform distribution of Pt particles, the position of the step is only determined
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by the relative partial pressures of H2 and O2 at the membrane interfaces as well as their
permeation properties in the PEM.

Given the local potential at Pt nanoparticles as a variable to determine their surface
adsorption state, in the second step of this approach, we presented DFT study of the pro-
cesses of hydrogen peroxide and hydroxyl radical formation at clean, hydrogen-covered,
and partaly oxygen-covered Pt (111)-water interfaces. We distinguished three adsorption
regimes, which are discernible in the cyclic voltammograms that span the appropriate po-
tential range of Pt based catalysts. Results demonstrate that in the HUPD potential region
the rate of the 2 e- reduction of O2 to H2O2 is strongly enhanced due to effective inhibition
of the 4 e- ORR. In this region, the metal surface is found to be strongly hydrophobic, in
agreement with findings reported earlier by experimentalists. We also found that solid de-
posits of Pt will always tend to scavenge •OH. In addition, if present in the solution due to
external sources, H2O2 will be decomposed at clean or partially-oxide covered surfaces but
not at the hydrogen-covered surface. This effect is caused by surface hydrophobicity in this
region and weaker interaction of water molecules with the surface rendering the formation
of chemisorbed OH thermodynamically unfavorable.

We generated the energy diagrams corresponding to 2e− and 4e− ORR, as well the dia-
grams corresponding to H2O2 reduction at clean, hydrogen-covered, and partially oxygen-
covered Pt(111) - water interfaces. It was found that the coverage by hydrogen considerably
affects the ORR pathway leading to a 2e− reduction of oxygen and formation of H2O2 for
this surface state. On the clean surface, however, the peroxide formation is negligible and
the 4e- pathway to water formation is thermodynamically preferred. We conclude that sur-
face coverage with hydrogen at Pt deposits, expected in the low potential region of the
membrane, results in significant H2O2 formation which in turn leads to higher membrane
degradation in the H2-rich region of the membrane. Subsequently, in the second experi-
ment we validated this finding by investigating the effect of various pressure settings on
PITM-mediated membrane chemical degradation and measuring the fluoride emission rate
as the indicator of ionomer decomposition. Consistently, in these experiments we found
that PITM located in the low potential region of the membrane leads to significantly higher
ionomer decomposition as compared to the case where PITM is in high potential region.

Overall, this work expanded the fundamental understanding of radical-initiated mem-
brane degradation. We identified the reaction regimes at PITM, which determine their local
potential in the membrane. Next, we studied the ORR reaction pathways corresponding to
the given local condition at PITM. The obtained results are consistent with the experimental
study about the role of electrochemical environment around PITM on the ionomer decom-
position. This work can be linked to a kinetic model to calculate the effective rates of
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radical production at PITM by incorporating the local conditions obtained in the first step.
For this purpose, the activation energies should be calculated from a DFT study. Next, the
model can be incorporated to a more general membrane durability model that can predict
membrane lifetime as a function of operating conditions and load cycles. Understand-
ing obtained from this study, moreover, can help in developing, testing and implementing
strategies for improving membrane durability at the materials science and engineering de-
sign level.

In chapter 5, we proposed a new mechanism of Pt extraction and Oads substitution that
depends on stringent local selection criteria: (i) the destabilization of surface Pt atoms
by the formation of chemisorbed Oads in three adjacent fcc adsorption sites and (ii) the
presence of surface water molecules to stabilize the extracted Pt. Results suggest that the
extraction mechanism is favored above 0.5 ML O, where the first criteria is fulfilled. Oads

substitution to the vacancy left by the extracted Pt, on the other hand, is thermodynamically
favorable above 0.75 ML O, as the second fcc nearest neighbors of the Pt site start to be
occupied by oxygen. We discussed that the strong induced local dipole moment is the
main driving force for Pt extraction; in addition, the role of surface water molecules is
essential to stabilize the extracted Pt atom and provide a minimum energy path for the Oads

substitution.
Moreover, we studied the effect of oxygen coverage on surface strain and electronic

interactions. Increase in the coverage above 0.5 ML O results in surface contraction, while
for coverages below 0.5 ML O surface expansion is favored. The increase of the cover-
age also shifts the d-band center down and leads to lowering the binding energy of oxy-
gen. Moreover, we generated the energy diagram of Pt extraction and Oads substitution for
CuML/Pt(111) system. As compared to Pt(111), it was found that the Pt extraction from
the CuML/Pt(111) surface is both kinetically and thermodynamically less favored for this
system caused by the stronger interaction between Pt surface atoms and Cu subsurface
atoms.

Information obtained from the energy diagrams of the Pt extraction and O substitution
processes can be used as input for the kinetic modelling of oxide formation and growth
on Pt. As discussed, Pt dissolution is dramatically enhanced during the reduction phase of
oxide. Thus, with a full dynamic model of oxide formation and reduction, the side reaction
of Pt dissolution during the reduction phase can be integrated and analyzed, creating a link
between a DFT-based oxide growth models and dissolution models.

Likewise, DFT is considered to be the theory at zero temperature and pressure. How-
ever, in reality catalysts in PEFCs work under harsh operational conditions (high pressures
and temperatures). Therefore, DFT results need to be combined with statistical thermo-
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dynamics to account for the effects of pressure and temperature. The statistical thermo-
dynamic properties of the system can be described by the Gibbs free energy, which is a
function of the number of Pt and adsorbed oxygen atoms, as well as temperature and pres-
sure.
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Appendix A

Figure A.1: Cell configuration of Pt micro-electrode placed in a multi-membrane unit

In the first experiment, the electrical potential of PITM was investigated via a Pt mi-
croelectrode which was inserted into the electrolyte membrane. This method was also
used in other studies to examine the potential distribution within the electrolyte mem-
brane74,138,139.

As Pt microelectrode, a Pt wire with a diameter of 40 µm was used. For sensing the
Pt potential, each end of the Pt wire was soldered to an isolated copper wire which pro-
truded from the electrolyte. This contact redundancy not only yielded a back-up contact
for potential sensing but allowed also checking for contact problems such as breaking of
the mechanically weak Pt wire. To achieve a sufficient spatial resolution for potential sens-
ing, it was necessary to increase the ratio between the electrolyte thickness and diameter
of the Pt wire. Therefore, the electrolyte membrane thickness was increased by stacking
several single membranes to a series connection of membranes, hereafter referred to as a
multi-membrane-unit (MMU), with a nominal thickness of 200 µm. The configuration of
this cell is shown in Fig. A.1.

As membranes, the chemically stabilized membrane types Nafionr NRE-211CS (25
µm thick, DuPont) and NRE-212CS (50 µm thick, DuPont) were used in sheets with a size
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of 65 x 65 mm. The Pt microelectrode was inserted in the middle of the MMU between
two membranes. The membrane on the hydrogen side was provided with an electrode
which served as both, counter and reversible hydrogen electrode. For this, the membrane
was coated beforehand with a catalyst layer at an area of 25 cm2 by dry-spraying and hot-
pressed with a supporting gas diffusion layer (Sigracet GDL 25 BC, SGL Technologies
GmbH) for 5 min at 160◦C with 700 N cm−2.

The catalyst layer consisted of Pt black (Hispec 1000, Johnson Matthey Fuel Cells) and
30 wt Nafionr ionomer powder. The ionomer powder used in the dry spraying technique
is produced by freeze milling Nafionr resin NR-50 (DuPont). The Pt loading was 0.3
mgPt cm−2. Lastly, the MMU with the microelectrode was hot-pressed for 5 min at 180 ◦C
with 700 N cm−2. For operating this cell, it was equipped with an additional gas diffusion
layer (Sigracet SGL-BC25) on the oxygen side and gaskets (Freudenberg FC-PO, 350 µm
thick) on both sides and sandwiched between two cell holders which were bolted together
with a tightening torque of 3 Nm. The flow field in the cell holders had a single serpentine
channel. Both cell holders were arranged in co-flow configuration.

The cell was operated in a test station at 80◦C. For gas humidification, humidifiers were
used which allowed the control of the humidity level by adjusting the dew point tempera-
ture. The dew point temperature was set to 76 ◦C. H2 and O2/air were fed to the cell, each
with a flow rate of 100 sccm. The concentration of H2 and O2 at the Pt microelectrode was
varied by controlling the reactant pressure at the inlet of the cell holder. The electrical po-
tential of the Pt-microelectrode vs. RHE was measured with the potentiostat IM6 (Zahner
elektrik).

Figure A.2: Cell configuration for membrane degradation tests

The degradation experiment was performed with four cells containing a MMU but dif-
fering regarding the presence of PITM and catalyst layers. The four configurations were:
MMU without PITM, MMU with PITM, catalyst coated MMU (CCM) without PITM and
CCM with PITM (see as example in Fig. A.2). In cells without PITM, pristine membranes
were used whereas in cells with PITM, the central membrane of the MMU contained PITM
which was deposited beforehand in a process described in the next section.

The optional catalyst layers were prepared with Pt black as described above. This
catalyst was selected due to the relatively large crystallite size of its Pt particles of around 9
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nm which improves its thermodynamic stability. Therefore, additional Pt deposition from
the catalyst layers during operation can be avoided. The MMU was hot pressed with gas
diffusion layers (GDL) on both sides (Sigracet GDL 25 BC, SGL Technologies GmbH) for
5 min at 160 ◦C with 700 N cm−2. For operation in the test station, the cells were mounted
in the test station as single cells via cell holders as described above. In the degradation test,
the cells were operated at different settings of reactant pressures which yielded either a low
or high potential of the PITM.

The settings were chosen based on the results from experiment with the Pt microelec-
trode and kept for 24 to 70 h each. To check for reproducibility, the settings were repeated.
The cell temperature was set to 80 ◦C. H2 and O2 were fed to the cells with equal flow
rates of 40 sccm at 76 ◦C. The cells were not electrically connected that means current or
voltage was not controlled. During the degradation test, condensate water from anode and
cathode side was collected in polyethylene bottles for analysis of fluoride emission.

For obtaining a blank, i.e. uncoated, membrane containing typical Pt precipitations,
Pt was deposited from the catalyst of a single-side catalyst coated membrane (geometric
electrode area: 5 cm x 5 cm, IP111, Ion Power Inc.) into a blank Nafionr membrane
(size: 6.5 cm x 6.5 cm, NRE-212CS, DuPont) under fuel cell operating conditions. For
this, the membranes were arranged to each other so that the catalyst layer of the IP111 was
facing the blank membrane. In order to increase the oxygen transport across the IP111
membrane to the catalyst layer, the catalyst coated membrane was perforated with a scalpel
beforehand.

The combined membranes were sandwiched between GDL, which was the Sigracet
GDL 25 BC (SGL Technologies GmbH) on the side of the IP111 and a Sigracet GDL 25
BA (SGL Technologies GmbH) on the side of the NRE-212CS. The latter did not exhibit
a micro-porous layer so that the contamination of the membrane by deposition of carbon
from the MPL could be avoided. The arrangement of the membranes is shown in Fig. A.3.
This cell was then assembled the same was as described above and operated in the test
station for 64 h at OCV. As in the other experiments, the cell temperature was set to 80 ◦C
and the temperatures of the humidifiers to 76 ◦C. For dissolving the Pt in the catalyst layer,
50 sccm oxygen was supplied at 150 kPa to the side of the catalyst coated membrane. The
Pt-ions in the blank membrane were reduced to metallic Pt by feeding 50 sccm H2 with
110 kPa to the membrane.

After the preparation of the PITM-membrane, the NRE-212CS membrane (containing
now PITM) was separated from the CCM and rinsed for 4 h in demineralized water which
was heated to 60 ◦C and stirred in a beaker with a speed of 500 rpm. After drying the
membrane between precision wipes (Kimtech, Kimberly-Clark), it was ready for usage as
the PITM-membrane in a MMU for the degradation experiment.

Membrane decomposition was measured based on fluoride ion concentration in the
collected condensate. The concentration was measured with an ion selective electrode
(laboratory meter ProLab 4000 and fluoride electrode F 60, SCHOTT Instruments). The
electrode was calibrated over the range of 10-10000 µmolF l-1 using KF aqueous standard
solutions.

The standard samples and condensate samples (15 ml) were diluted with buffer solution
(TISAB II, Bernd Kraft GmbH) with a ratio of 1:1. The reading of the meter was recorded
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Figure A.3: Cell configuration for Pt deposition in the membrane

after equilibrium was reached; typically 5-10 min after the electrode was immersed into the
solution. The error of the given measurement data include the electrode error of Âś 2

The membrane cross sections were examined with SEM to determine the position of the
PITM and the distribution of Pt particles. Samples with a width (i.e., cross-sectional length)
of approximately 3 mm were cut from the CCM and MMU with PITM after operation in the
test station. For preparation of cross-sections via freeze-fractioning, GDLs were removed
from the samples which were then immersed in liquid nitrogen and broken.

SEM measurements were conducted on an ULTRA plus (Zeiss Corp.) scanning elec-
tron microscope. The images were recorded based on secondary electrons (SE) and backscat-
tered electrons (BE) at 3 or 5 kV. The resolution of the SEM was 1.0 nm at 15 kV and 1.7
nm at 1 kV. SEM micrographs were analyzed with ImageJ 1.46r software (National In-
stitute of Health) to determine the number of single Pt particles as well as their position
and area. Based on these data, the equivalent particle diameter and the nearest neighbor
distance were calculated for each particle. For each MEA sample, the single values of di-
ameter and distance were averaged. Furthermore, the particle density, i. e. the ratio of the
image area covered by particles to the total image area, and the particle intensity, i.e., the
number of particles in the total image area, were determined.
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