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Abstract

The prominent versatility of today’s mobile broadband services and the rapid advancements
in the cellular phones industry have led to a tremendous expansion in the wireless market
volume. Despite the continuous progress in the radio-access technologies to cope with that
expansion, many challenges still remain that need to be addressed by both the research
and industrial sectors. One of the many remaining challenges is the efficient allocation
and management of wireless network resources when using the latest cellular radio tech-
nologies (e.g., 4G). The importance of the problem stems from the scarcity of the wireless
spectral resources, the large number of users sharing these resources, the dynamic behav-
ior of generated traffic, and the stochastic nature of wireless channels. These limitations
are further tightened as the provider’s commitment to high quality-of-service (QoS) levels
especially data rate, delay and delay jitter besides the system’s spectral and energy efficien-
cies. In this dissertation, we strive to solve this problem by presenting novel cross-layer
resource allocation schemes to address the efficient utilization of available resources versus
QoS challenges using various optimization techniques.

The main objective of this dissertation is to propose a new predictive resource alloca-
tion methodology using an agile ray tracing (RT) channel prediction approach. It is divided
into two parts. The first part deals with the theoretical and implementational aspects of
the ray tracing prediction model, and its validation. In the second part, a novel RT-based
scheduling system within the evolving cloud radio access network (C-RAN) architecture is
proposed. The impact of the proposed model on addressing the long term evolution (LTE)
network limitations is then rigorously investigated in the form of optimization problems.

The main contributions of this dissertation encompass the design of several heuristic
solutions based on our novel RT-based scheduling model, developed to meet the afore-
mentioned objectives while considering the co-existing limitations in the context of LTE
networks. Both analytical and numerical methods are used within this thesis framework.
Theoretical results are validated with numerical simulations. The obtained results demon-
strate the effectiveness of our proposed solutions to meet the objectives subject to limita-
tions and constraints compared to other published works.
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Chapter 1
Introduction

The growing demand for today’s high density and high volume mobile data traffic services

is leading to high sophistication in the design and capabilities of both, the cellular devices

and the wireless networks. Today’s statistics [3] show that over 1 billion mobile users

around the globe are intensely using the social networking media, streaming, and gaming

services on a daily basis. Nevertheless, market analysts predict that the growth will remain

in the forseen future. This number, in conjuction with the increasing demand of high data

rates and user/service mobility generated by new diversified wireless applications, creates

serious challenges to the wireless systems’ designers. As a result, diligent efforts are cur-

rently in place to shift the cellular world from the currently deployed fourth generration

(4G) system (i.e., Long-Term Evolution (LTE)) to a more sophisticated technology, the so

called fifth generation (5G) [4]. According to [5], the 5G wireless network is expected to

achieve 1000 times higher capacity, 10 times higher spectral efficiency (i.e., 10Gb/s for

users located at the center of a cell, and 5Gb/s for users located at a cell’s edge), 5 times

reduction to the end-to-end delay, and 10 times longer battery life compared to the current

LTE networks.

Despite the fact that the aggregation of cutting-edge technologies (e.g., massive

multiple-input and multiple-output (MIMO), visible light communication, millimeter waves,

femto-cellular architecture, spatial modulation and device-to-device communication) within

the future 5G system can potentially meet the evolving challenges facing wireless networks,

the current LTE system is showing satisfactory ability to cope with the current demand [6].

Consequently, extensive research efforts [7, 8] and industrial investments are made towards

achieving a fully functional, spectral and energy efficient LTE system from both the net-

work and user equipment’s sides. Considering these facts, in this dissertation, we aim to

present a different vision and opportunity for the medium access control (MAC)- physical

(PHY) cross-layer design and optimization in LTE systems.
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1.1 Background and Motivation

The LTE/LTE-A [5, 9] system is the latest deployed stage of the telecommunications sys-

tems advancement series. The system is considered an evolution of its predecessor, termed

the universal mobile telecommunication system (UMTS). The LTE standards are devel-

oped by the currently dominating standards development group for mobile radio stan-

dards, known as the third generation partnership project (3GPP) [10]. During the past

two decades, the 3GPP has also produced the second generation (2G) of mobile systems

(i.e., global systems for mobile communications (GSM), General Packet Radio Services

(GPRS) and Enhanced Data rates for GSM Evolution (EDGE)) that was employing the

time and frequency division multiple access (TDMA/FDMA) schemes. The third genera-

tion (3G) UMTS, which belongs to the code division multiple access (CDMA) family, was

then launched during the early years of the 21st century to evolve the mobile data com-

munications towards higher spectral efficiency as compared to the 2G. Finally, the current

4G LTE was commercialized in 2010 and afterwards. In contrast to previous generations,

the LTE adopts the latest access technology, known as the orthogonal frequency division

multiplexing (OFDM).

The LTE technology is distinct for its superior data transfer speeds, which theoreti-

cally can reach up to 75Mb/s in the uplink and 300Mb/s in the downlink [11]. The total

bandwidth is divided into several hundreds of sub-carriers, each of which has a bandwidth

of 15kHz and carries 14 OFDM symbols in a 1 msec subframe duration. In a practical LTE

system, each 12 sub-carriers (i.e., contiguous in frequency) are grouped together in the

smallest resource unit called resource block (RB). The available RBs are then scheduled

among multiple users in time and frequency across the LTE frames (i.e., typically 10msec

of duration) to carry their traffic data. This technique is termed orthogonal frequency di-

vision multiple access (OFDMA). The key idea behind OFDMA is that the RB allocation

(i.e., typically done by the base station) addresses the mutli-path fading problem of wire-

less channels in time and frequency. In particular, the base station allocates for each mobile

user the best possible RBs in time and frequency, those for which the mobile device is ex-

periencing the strongest signal (i.e., lowest fading), in order to satisfy its traffic demands

(e.g., rate and delay). The problem is commonly known in literature as wireless resource
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allocation or radio resource management.

The wireless resource allocation optimization problem in LTE has been widely stud-

ied in literature [12, 13]. As highlighted above, the decision of allocating a certain RB to a

certain user requires sharing knowledge between the PHY and MAC layers. The PHY layer

information comprises of the received signal strength, which randomly fluctuates due to the

wireless channel induced noise and fading. According to Shanon capactiy theorem [14],

these fluctations limit the wireless channel capacity for accomodating high transmition data

rates subject to target bit error rate (BER) performance. On the other hand, the MAC layer

involves the MAC buffers’ state information related to the upper layer data packets arrivals.

The importance of the MAC layer information lies in provisioning the buffers length, which

might unfavorably grow during periods of network congestion or deep channel fading lead-

ing to queuing delays and overflow losses. Thus, cross-layer resource allocation schemes

jointly utilize both; the PHY layer’s channel state information (CSI) and the MAC layer’s

buffer state information (BSI), to optimally manage the wireless network resources (i.e.,

power and bandwidth) [15] subject to target quality of service (QoS) requirments.

The major challenging factor, which limits the cross-layer optimization in OFDMA

networks, is the prediction of the signal behavior and error propagation in wireless me-

dia. The subject of wireless propagation prediction (summarized in Chapter 2) has been

studied over the years by the research community. However, there is still a need for agile

and accurate solutions with real-time response capabilities, which enables solid cross-layer

resource allocation schemes in stochastically (and rapidly) varying characteristics of wire-

less environments (e.g., vehicle-to-vehicle (V2V) communications, intelligent traffic and

transportation systems). Such solutions would provide the network’s base stations with re-

liable information about the long-term CSI experienced by mobile users, and hence, would

exploit robust cross-layer predictive scheduling capabilities for the available resources to

improve the network’s spectral and energy efficiencies while meeting the user’s QoS needs.

Consequently, most of the reported works in the literature mitigate the lack of accurate CSI

by scheduling resources in short time horizons, during which the CSI is assumed to be

invariant. Meanwhile, in practical LTE system, the CSI is provided by the channel quality

indicator (CQI) reporting mechanisms [10]. In this thesis, we propose a novel and ag-

ile solution for enabling accurate predictive cross-layer scheduling methodology for LTE
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networks, and study its impact on the network performance.

1.2 State-of-the-Art and Thesis Outline

Predictive resource allocation techniques have been recently perceived as a promising so-

lution for efficiently designing wireless networks [16]. A predictive resource allocation

scheme is capable of utilizing the channel’s future capacity in making optimal allocation

decisions (e.g., allocation of power, rate, and frequency resources in both time and fre-

quency domains). This is in contrast to traditional schedulers which exploit a short-term

knowledge of the wireless channel propagation statistics as commonly provided by vari-

ous channel reporting mechanisms [11]. Recent advances in localization techniques [17]

have enabled location-based services, and facilitated the detection of mobility patterns to

track mobile users’ daily activities. However, the major challenge facing the practicality of

the predictive scheduling techniques remains the absence of a solid predictive scheduling

paradigm with accurate and real-time channel prediction capabilities. In this dissertation,

we successfully tackle that challenge by proposing a predictive cross-layer resource allo-

cation solution based on the state-of-the-art ray tracing (RT) propagation prediction model

[18]. Although studied in the context of LTE, the proposed RT-based model represents an

effective and practical solution, which fits the computing capabilities of the future cloud-

based cellular architecture. This concept will be elaborated in the remaining chapters of

this thesis. Thanks to today’s high performance computing platforms (HPC) (e.g., field

programmable gate arrays (FPGAs), and graphical processing units (GPUs)) that make our

proposed predictive solution realizable. Hence, and in order to reach the thesis objectives,

we start in Chapter 2 by completing a major milestone towards the practical implementa-

tion of the proposed RT-based solution by providing a thorough survey and software im-

plementation for the RT propagation prediction engine. The subsequent chapters then put

emphasis on studying the impact of utilizing the RT engine’s knowledge about the channel

on the efficient management for wireless radio resources.

The rest of this thesis is divided into six chapters. Chapter 2 presents a literature

review on the RT propagation prediction techniques. It also sheds light on a promising

vision for utilizing the RT model in optimizing the management of the wireless network
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resources within various frameworks (i.e., presented in the following chapters). In addi-

tion, a ray tracer MATLAB library is established, and validated using the Wireless Insite

commercial propagation prediction tool [19], as part of our effort towards implementing

a high speed RT engine. Chapter 3 presents the first attempt of utilizing the RT model in

a throughput efficient channel-aware scheduler operating under a particular fairness crite-

ria. In Chapter 4, a rather comprehensive investigation is introduced for the application

of the RT model in the design of QoS-aware energy-efficient predictive scheduler in the

LTE networks. Due to its vital role in determining the QoS levels for today’s real-time ap-

plications, Chapter 5 delivers a rigorous study for delay jitter modelling and optimization

in today’s wireless networks. After presenting these jitter models, the study manifested

a novel trade-off between optimizing the user equipment’s (UE’s) energy efficiency (EE)

and delay jitter performance for VoIP traffic services over LTE networks (i.e., recently por-

trayed as VoLTE). Furthermore, Chapter 6 extends the the vision of the EE and delay jitter

trade-off of VoLTE, presented in Chapter 5, applying it in a heterogeneous traffic LTE net-

work where various QoS requirements are needed to be concurrently addressed. Finally,

Chapter 7 concludes the thesis and proposes future directions for extending the conducted

research.

1.3 Contributions of the Thesis

The major contributions of the thesis are summarized as follows.

1.3.1 Contributions of Chapter 2

1. After conducting a thorough literature review on the RT approaches and the typical

implementation architecture, a newly proposed correction method for the existing

geodesic ray launching technique is presented. The proposed method shows better

uniformity in the generated rays’ angular separation compared to the state-of-the-art

geodesic ray launching technique which directly impacts the prediction results.

2. A ray tracer MATLAB library is developed and cross-validated with the commercial

Wireless Insite propagation prediction software. The ray tracer provides a seamless
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user-interface that can easily read the Wireless Insite’s maps (i.e., in ’.city’ file for-

mat), and the environment’s material and propagation characteristics.

1.3.2 Contributions of Chapter 3

1. A link adaptation analysis for studying the effect of the transmission rate adaptation

time horizon on the channel outage probability is developed.

2. Based on the channel outage analysis, an optimal formulation for the maximum

throughput (MT)-scheduling problem constrained by Max/Min fairness is provided.

The proposed resource allocation scheme is assisted by long-term ray tracing chan-

nel predictions for maximizing the overall cell’s throughput in TDMA uplink.

3. A heuristic algorithm is proposed to reduce the optimal scheme’s computational

requirements. In terms of complexity, the algorithm is ofO(kNlog(N))+O(k2N),

where k is the number predicted channel frames and N is the number of users. The

performance of the heuristic scheduler is evaluated and compared to the optimal

scheduler, and to another existing scheduler.

1.3.3 Contributions of Chapter 4

1. An optimal framework which minimizes the energy consumption of the UE’s re-

ceiver circuit while satisfying the effective bandwidth constraint is presented. The

framework utilizes the ray tracing channel prediction model, and it considers both

the modulation and coding scheme (MCS) and UE circuit operation time.

2. To assure feasible solutions, a second formulation for the optimization problem is

proposed. This is done by relaxing the rate constraint using the penalty method to

cope with the channel capacity limitations.

3. After investigating the dominant factors which affect the UE’s power consumption

budget in the downlink, a further modification for the optimization problem is con-

ducted. That is allowing the scheduler to focus solely on optimizing the number of

wake-up TTIs during which the UE’s receiver circuit is decoding the data packets.

4. To address the complexity of the optimization problem, a low complexity heuristic
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algorithm is designed to solve the scheduling problem with a comparable perfor-

mance.

1.3.4 Contributions of Chapter 5

1. To take a forward step towards facilitating the design of powerful jitter control

schemes, a rigorous mathematical model of the packet delay jitter in a simple queu-

ing system with one traffic buffer of infinite length, one server and a single hop is

developed.

2. A multi-objective optimization problem is formulated for the UE’s EE and the delay

jitter subject to delay constraints for VoLTE services.

3. Due to the inherent complexity in the optimal formulation, we propose two different

heuristic algorithms for solving the resource allocation problem.

4. The obtained results showed a novel trade-off between the UE’s EE and the packet

delay jitter.

1.3.5 Contributions of Chapter 6

1. An optimal packet scheduling framework for optimizing the UE’s EE and the delay

jitter performance for real-time traffic connections in the downlink of heterogeneous

traffic LTE networks is derived. The resource allocation problem is formulated as a

binary integer programming (BIP) problem.

2. The proposed framework utilizes the widespread utility-based prioritization scheme

to simultaneously deal with three different QoS classes denoted as best-effort, rate-

constrained and delay-constrained classes.

3. A two stage paradigm for improving the packet delay jitter is proposed. In the

first stage, a newly proposed metric function which captures the jitter requirement

(side-by-side to the delay requirement) for real-time applications is used. In the

second stage, two jitter-efficient resource allocation mechanisms are proposed for

minimizing the packet delay jitter.

4. Based on the scheduling granularity, two different heuristic versions of our packet

scheduler are proposed. The first version tackles the EE and delay jitter objectives
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within the commonly employed time granularity of a single LTE frame. The second

version provisions further potential improvement in the EE and delay jitter per-

formances by utilizing our previously proposed cloud-based predictive scheduling

model.

5. To enable the predictive version of our proposed scheduler, a window-based mecha-

nism is proposed to alleviate the short-term BSI/long-term CSI imbalance problem.

6. To address the complexity of the optimal scheduler, and to be able to solve the

problem, a total of four different heuristic algorithms are proposed based on the

designed jitter control mechanisms for each version of our proposed scheduler.



9

Chapter 2

Ray Tracing Propagation Prediction: From

Theory to Implementation

2.1 Introduction

The great demand for high QoS in today’s broadband applications requires accurately de-

signed wireless communication systems. To be able to implement efficient mobile network

infrastructures, an accurate method of predicting the propagation of radio signals is always

preferred over expensive and time consuming field measurement campaigns. Therefore,

various radio frequency (RF) propagation prediction models, which fit both indoor and

outdoor environments [20, 21, 22, 23], have been developed since the beginning of 1970’s

[24].

In the literature [25], propagation models are classified into three categories: em-

pirical (i.e., statistical in nature) models, site-specific (i.e., deterministic in nature) models

and semi-empirical models. These models are usually used to predict radio channel pa-

rameters including large-scale (i.e., path loss) and small scale (i.e., fading) effects, which

are known to be a function of the propagation path distance and the mutlipath propagation,

respectively. However, the approach for each category is different. Empirical models (e.g.,

Okumura [26], Hata [27] and Walfisch-Ikegami [28]) use a set of equations extracted from

the measured average of losses along typical radio links. They proved to be accurate as long

as the environment characteristics are invariant [29]. Site-specific models predict channel

parameters numerically based on either the finite-difference time-domain (FDTD) method

[30] or the physical optics (PO) theory [31], both of which use physical laws of wave prop-

agation. These models are able to predict the path loss and other channel parameters more

accurately and reliably than empirical models. However, their drawback is the significant
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computational burden they experience due to their dependence on the detailed and accurate

description of all objects in the propagation environment such as buildings, roofs, walls

and material characteristics. On the other hand, semi-empirical models are considered to

be in the mid-way between their empirical and site-specific counterparts. For example, the

algorithm reported in [32] performs numerical calculations for the diffraction effect of the

building structures present in the environment based on certain ideal assumptions (i.e., uni-

form buildings heights and spacing). The results are more accurate than empirical models,

however, the accuracy is far behind the site-specific models. The same is true for the com-

plexity of the algorithm. As a result, these models were commonly perceived as an efficient

alternative for the traditional field measurements.

The ray tracing (RT) propagation model is a deterministic approach which offers

accurate modelling for predicting propagation effects in wireless communication channels

based on the information provided by a geographic information systems (GIS) database.

This database contains an accurate geometrical and morphological characterization of the

objects existing in the propagation environment [18, 33]. The basic mechanism of any RT

algorithm is to search for all possible radio paths connecting the transmitter and receiver

locations. The searching process must account for all combinations of propagation effects,

such as direct line-of-sight (LOS) as well as reflections and diffractions arising from the

surrounding geographical environment objects. In the literature [33], two methods known

as Shooting and Bouncing Rays (SBR) and Image Method are employed to determine the

ray trajectory between the transmitter and the receiver. More details about the two methods

will be provided below. Regardless of which method is employed in tracing the rays, a

vector summation for the emitted field components associated with the received rays is then

calculated to evaluate the total received power [34] (as will be shown later in Section 2.3.3).

It can be inferred from the previous paragraph that in complicated dense environ-

ments with many scattering objects, the ray tracing process becomes computationally in-

tensive and time consuming since it requires a huge number of ray intersection tests with

the surrounding obstacles. During the last decade [35, 36], and even recently [37, 38],

many efforts were made to accelerate the ray tracing process, mainly by simplifying the

geometry of the ray tracing environment. Use of these techniques leads to a smaller num-

ber of intersection tests and fast elimination of the redundant rays (i.e., rays which miss the
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receiver location).

The rest of this chapter is organized as follows: Section 2.2 presents some of the

potential applications in which the ray tracing model is of special interest, besides the mo-

tivation and the recent trends of the technique. The classification of algorithms employed

in the ray tracing model is provided in Section 2.3. In Section 2.4, some of the reported

ray tracing acceleration techniques, used to improve the computational efficiency (in terms

of processing time and power consumption) of the ray tracing algorithm, will be discussed.

The general architecture of a ray tracing engine is then provided in Section 2.5. Section 2.6

presents MATLAB implementation for the shooting and bouncing rays (SBR) ray tracing

algorithm in conjunction with one of the acceleration techniques discussed in Section 2.4.

The MATLAB ray tracer developed in Section 2.6 is then cross verified in Section 2.7

with the commercial Wireless Insite propagation prediction tool while considering differ-

ent propagation scenarios. Finally, Section 2.8 concludes the chapter.

2.2 Applications, Motivation and Recent Trends

It has become evident that today’s wireless communication technologies have created a

broad spectrum of applications. Some of these applications are cellular networks, satel-

lite networks, radar and marine communications, vehicular communications [39, 40] (e.g.,

vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I) and vehicular ad hoc networks

(VANETs)), wirless local area networks (WLANs), personal access networks (PANs),

wireless sensor networks (WSNs), and internet of things (IoT) [41]. Having these het-

erogeneous wireless networks in addition to the stochastic nature (in time and frequency)

of the radio channel characteristics, makes the development of fast and efficient propaga-

tion prediction platforms, for use in the design of optimized wireless networks (in terms

of capacity, data rate and power), an urgent matter. Ray tracing approaches have provided

a promising solution with higher accuracy compared to statistical models. Ray tracing is

not limited only to wireless systems. It inspired potential applications in the field of medi-

cal device technology. It is capable of simulating electromagnetic radiation propagation in

biological tissue and light scattering materials which is used in the design of bio-medical

devices [42]. Medical imaging and real time visualization of tissue cells and organs [43]
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also require high performance computing and rendering capabilities which could be pro-

vided by ray tracing based techniques.

Rapid and accurate estimation of radio propagation allows utilization of new op-

timization paradigms that would not be possible otherwise. For example, dynamic fre-

quency planning allows the operator to dynamically assign more bandwidth to cells with

more traffic. Although this is partially done in modern networks using some heuristics [44],

full implementation of the optimum planning requires massive computations which is not

practical with traditional tools and processing power margins.

Highly dynamic applications such as V2V and V2I communications can also benefit

from fast (near real-time) channel estimation. In such systems, the direct result is saving

the bandwidth, power and time required for excessively transmitting training signals that

assist in the sensing of channel’s quality. In urban environments, the channel between

two moving vehicles or a vehicle and a fixed antenna can dramatically change in a very

short time. Predicting these sudden changes is an effective solution for enabling reliable

vehicular communications in such environments. The prominence of an efficient urban

vehicular communication is coming from the growing need of today’s wireless market for

such type of communications, especially in modern cities [45].

A practical and efficient method to run the ray tracing algorithm fast enough for the

mentioned applications is to utilize pipeline and parallel architectures of modern FPGA

devices [46]. This chapter provides an insight on how to implement a complete ray tracing

solution using MATLAB. Thus, this chapter serves as a guide to build a solid understanding

of the implementation problem on the system level to further enable the practical imple-

mentation of the hardware solution. It is also worth mentioning that, to the best of our

knowledge, no reported work in the open literature has considered the problem of acceler-

ating the ray tracing engine (in the field of radio propagation prediction) in the hardware

implementation domain. Hence, it is an attractive topic for future investigation.

2.3 Ray Tracing Algorithms

Ray tracing is a deterministic approach which offers an accurate modelling for predicting

propagation effects in wireless communication channels based on the provided informa-
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Figure 2.1: Three-dimensional scene rendered using real-time FPGA ray tracer [2]

tion in a Geographic Information Systems (GIS) database. It is an extension of its foremost

illumination model used primarily in rendering high quality 3D graphics [18]. When ap-

peared, the ray tracing model was used to simulate the propagation of light. An example of

a generated graphic using the ray tracing model [2] is shown in Fig. 2.1.

Since radio signals and visible light are both electromagnetic (EM) signals, the prop-

agation of radio signals can also be modeled using the same method. However, because of

the vast difference in the operating frequency of each of these EM signals, some assump-

tions should be made in each case. For example the diffraction, which plays an insignificant

role in a typical scenario for rendering graphics, accounts for a significant portion of the

radio signal propagating in urban areas [47]. Consequently, important modifications on

the mathematical formulation have been applied to the ray tracing model to consider the

signal phase and polarization of each individual ray [33]. The objective of this RF-based

model is to provide the wireless network designer with an accurate estimation of the sig-

nal propagation statistics such as: received signal strength (i.e., important for measuring

network geographical coverage), power delay profile, delay spread, and angles of arrival

and departure. These parameters are widely known to enable efficient designs of wireless

communication systems. Ray tracing algorithms are broadly classified into two categories:

Shooting and Bouncing Rays (SBR) and Image Method [33]. More details about these two

methods are provided in the following subsections.
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Figure 2.2: SBR method

2.3.1 Shooting and Bouncing Rays Method

The basic mechanism of SBR is that rays, which represent the radio signal wave-front, are

launched from the location point of the transmitting antenna covering all directions in the

3D environment. The traversed path by every launched ray is then traced in the propaga-

tion environment geometry using the optical laws of reflection and geometrical theory of

diffraction (GTD) [48]. Every object hit by a ray interacts with it and changes some of its

characteristics (e.g., polarization and strength) until the ray either reaches the receiver’s tar-

get location or gets lost beyond the reception area. This is further illustrated in Fig. 2.2. A

vector sum for the emitted field components associated with the successfully received rays

is then calculated to determine the total received signal power. The propagation effects

that are modeled in this process are the reflection, diffraction and transmission of the ra-

dio signal through the environment’s physical obstacles (e.g., buildings, cars, trees, ground

surface, lamp posts, etc.). A ray might experience different combinations of these effects

along its path from the transmitter to the receiver.

Generally speaking, the SBR ray tracing method is an iterative process based on

testing all of the launched rays (in the order of several hundreds of thousands [33]) in the

propagation environment for possible reception by the receiver antenna location. For each

ray, the testing is done by applying a series of ray/object intersection tests [18] with all of
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the objects (i.e., modeled by their facets) located in the environment. Due to the very large

number of degrees of freedom, the process for testing all of the bounced rays is compu-

tationally expensive, especially for highly dense propagation scenarios. That complexity

is known to be the main driver of a main stream research [35, 36, 37, 38, 49] devoted for

developing efficient ray tracing acceleration techniques.

2.3.1.1 SBR launching method

Two major criteria should be satisfied by any launching technique. Those criteria are large-

scale uniformity and small-scale uniformity [50]. The first characteristic ensures that all di-

rections of space are illuminated equally, which requires uniform distribution of the launch-

ing points along the surface of a sphere. The second characteristic defines the importance

of having equal angles between all neighboring rays in order to achieve uniform distribu-

tion of rays along the wave-front. The only computer generated geometry found to satisfy

the two aforementioned characteristics is the geodesic sphere [50]. A geodesic sphere can

be approximated by subdividing (or tessellating) the faces of an icosahedron (i.e., inscribed

inside a unite sphere) and extrapolating the intersection points to the surface of a sphere. It

should be noted that the tessellation of an icosahedron face has to be in a way such that no

overlaps or gaps occur. Fig. 2.3 provides detailed illustration about tessellating a regular

icosahesron with a frequency of 4 to produce a geodesic sphere. Also, a MATLAB gener-

ated geodesic sphere with a tessellation frequency of 4 is depicted in Fig. 2.4. The vertices

of the hexagonal patches (i.e., equal to 10ft
2+2, where ft is the tessellation frequency) sur-

rounding the sphere (i.e., bold dots in Fig. 2.4) are then taken as the rays launching points.

The approximated geodesic sphere has adequate uniformity. However, due to different

sizes of hexagons generated by this technique, the generated rays have some discrepancies

in their angular separation. That discrepancy will be discussed later in detail in Section 2.7.

2.3.1.2 SBR receiving model

An important factor that affects the estimation accuracy and computational time for a ray

tracer is the reception criteria. Since radiation wave-front is modeled by several rays in

a discrete manner, almost surely none of the rays hits the receiver point, but they pass
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a) Tessellation of a regular icosahedron to produce a geodesic 

sphere (i.e., tessellation frequency =4 )

b) Tessellation of a regular icosahedron face into 4 equal 

segments (i.e., tessellation frequency =4 )

Figure 2.3: Geodesic sphere with tessellation frequency of 4

Figure 2.4: A MATLAB generated geodesic sphere with tessellation frequency of 4
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very close to it. The problem of identifying which ones should be considered as received

rays is not a straight forward problem and creats a potential trade-off between accuracy and

complexity. It also relates to the ray launching technique. This problem has been rigorously

investigated in [50, 51] where two different techniques have been proposed. The following

paragraphs summarize the works reported in [50, 51] and discuss the implementation issues

in terms of complexity and accuracy.

The ray launching technique is the first step in implementing an SBR-based ray trac-

ing model. In any ray tracing algorithm for electromagnetic radiation modelling, the ray

tracer’s main function is to determine all the possible paths between two points; a transmit-

ter and a receiver. In SBR, the transmitter launches a huge number of rays in all possible

angles. In general, more rays translates to better accuracy. Moreover, since the rays spread

more as they travel further from the transmitter, greater number of rays are required for

studying large areas.

The question of receiving rays that pass close to the receiver point is addressed in

[50] and [51]. In [51], the receiver is assumed to be a sphere centered at the receiver

point. To account for the divergence of rays as they travel away from the transmitter, the

radius of the receiving sphere is a function of the ray’s length and the angular separation

between adjacent rays. The ray is considered received if it intersects the sphere at any

point. Although the ray/sphere intersection test [18] is known to be simple and fast, the

major drawback of this technique is that received rays might have double counting errors,

occuring when the same wave-front is counted twice, resulting in +3dB error as reported in

[50]. Another disadvantage of this technique is the phase error, which is due to the fact that

rays hitting different points of the sphere have different length and consequently different

phases. If not accounted for, this phase error can cause severe power error when several

rays are added together.

Another reception technique, proposed in [50], mitigates the reception errors that

are inherent in the reception sphere model proposed in [51]. This technique, namely dis-

tributed wavefronts, assigns a weighting factor to each of the rays in the vicinity of the

receiver. The approach utilizes the approximate uniformity of the geodesic rays to define a

symmetric weighing function. In this technique, the contribution of each nearby ray to the

total received field, is specified based on its radial distance from the receiver point along the
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Figure 2.5: Ray reflections in image method

potential wave-front. As the radial distance becomes large, the ray contribution decreases.

2.3.2 Image Method

The image method finds the path between the transmitter and the receiver based on the im-

age theory [33]. It creates virtual source points, called image sources, which are the mirror

image of the original source with respect to the reflecting surface. The reflected rays are

then assumed to be radiated directly from these image sources. The intersection between

the line connecting the virtual source image and the observation point (i.e., receiver point)

with the reflecting surface, usually termed as facet, determines the ray reflection point.

This approach is illustrated in Fig. 2.5 for the single and double reflection cases. A single

transmitter image (i.e., denoted as Tx’) is created in the single reflection case, while two

images (i.e., denoted by Tx’ and Tx") are created in the two reflections case. The maximum

number of reflected rays (equal to the number of images created) that could possibly hit the

receiver point is equal to the number of facets in the scenario. Similar to the SBR method,

the calculated field at the receiver point is based on the radiation characteristics of the orig-

inal source and the electrical properties of the reflecting surface. Generally speaking, the

receiver point will be aimed by a reflected ray from a facet only if the receiver is located

inside the facet’s reflection space. The facet reflection space is illustrated in Fig. 2.6.

Despite the simplicity of the method, it can only be used for calculating field com-

ponents due to reflected rays. However, tracing diffracted rays is more expensive in terms
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Figure 2.6: Facet reflection space

of computations due to the infinite degrees of freedom for the direction of diffracted rays.

In addition, in complicated 3D urban scenarios (e.g., city of Manhattan) that contain very

large number of obstacles, the image method will not be an efficient solution in terms of the

required CPU time and memory as the number of required virtual sources will be signifi-

cantly high. Hence, the SBR is the method of choice for modelling complicated 3D scenes

while the image method is known to be more efficient in simple 2D cases. From another

perspective, the image method is highly accurate as it determines the exact propagation

paths to the receiver’s location without introducing phase errors. In the case of SBR, the

accuracy is dependent on the angular separation of the launched rays. As a result, some im-

plementations use the image method to augment SBR and correct the possible phase error

caused by inaccuracies in the reception.

2.3.3 Electric Field Evaluation

In a 3D environment, the evaluation of the final electric field complex vector for each

of the successfully received rays is an intricate process irrespective of which ray tracing

method is employed. This is due to the fact that the electric field has two polarization

components at each reflection boundary. One component is parallel (i.e., vertical) to the

plane of incidence and the other is perpendicular (i.e., horizontal) [34]. In the case of a ray

with only multiple reflections, the final received electric field complex polarized vector is

calculated in an iterative process at each reflection point. To simplify the explanation of

this iterative process, let us first consider the case of single reflected ray, and from there the

generalization to N-reflected ray will become obvious. The complex polarized vector for
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the reflected ray electric field is given by:
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(2.1)

where
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‖ and
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⊥ are the parallel and perpendicular polarization vectors of the reflected

electric field, respectively, β is the propagation constant, d is the total traversed distance by

the ray (from the transmitter to the receiver).

It should be noted that the total traversed distance is given by d = d1 + d2, where

d1 is the distance traveled by the ray from the transmitter to the reflection point, while d2
is the distance from the reflection point to the receiver. The importance of highlighting d1
and d2 will be seen shortly, when generalizing the field calculation process for an arbitrary

number of reflections. The field polarization vectors in (2.1) is given by:
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where Er‖ = R‖E
i
‖ and Er⊥ = R⊥E

i
⊥ are the magnitudes of the parallel and perpendicular

polarization field vectors, respectively, Ei‖ = êi‖.
⇀
Ei, Ei⊥ = êi⊥.

⇀
Ei, êr‖ =

kr × êi⊥∣∣∣kr × êi⊥∣∣∣ is

the parallel polarized reflected field direction, êi⊥ = ki× n̂
|ki× n̂| is the perpendicular polarized

incident field direction,R‖ andR⊥ are the parallel and perpendicular polarized components

of the Fresnel dyadic reflection [47], respectively, êi‖ =
ki× êi⊥∣∣∣ki× êi⊥∣∣∣ is the parallel polarized

incident field direction,
⇀
Ei = Eoe

−jβd1 is the incident field vector at the reflection point,

Eo is the emitted electric field, ki and kr are the incident and reflected field directions,

respectively.

As can be seen from (2.1) and (2.2), the complex polarized vector for the final re-

ceived electric field is calculated in a single iteration since only single reflection point is

considered. In general, for N-reflected ray (i.e., N-reflection points), only the calculation

of the polarized components shown in (2.2) is executed recursively at each reflection point

having the
⇀
Ei at the reflection point-(n) set to be equal to

⇀
E
r

‖ +
⇀
E
r

⊥ that is previously cal-

culated at reflection point-(n-1). The final complex received field vector will be calculated

once at the end of the process using the formula in (2.1) after calculating the
⇀
E
r

‖ +
⇀
E
r

⊥ at
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the final Nth reflection point. It is also worth mentioning that the calculation of R‖ and R⊥
in (2.2) depends mainly on the operating frequency and the material characteristics of the

reflecting surface as follows [47]:

R⊥(y) =
sin(y)−

√
εc−cos2(y)

sin(y)+
√
εc−cos2(y)

,

R‖(y) =
εc sin(y)−

√
εc−cos2(y)

εc sin(y)+
√
εc−cos2(y)

(2.3)

where y is the angle of incidence, εc = εr − j60σλ is the relative dielectric constant, εr
is the permittivity, σ is the special conductivity of the reflecting surface, and λ is the wave-

length. Further details about the calculating the electric field vector in case of diffracted

rays could be found in [33].

2.4 Ray Tracing Acceleration Techniques

A major ray tracing problem which has drawn the attention of many researchers is the high

computational complexity, and hence, execution latency of the algorithm. These limitations

become notable in complex scenarios composed of large capacity geographical databases.

Therefore, the ray tracing algorithm should be improved for faster and more efficient pro-

cessing. Most of the common acceleration techniques can be found in [25, 35, 36].

An acceleration technique can generally improve the ray tracing efficiency by utiliz-

ing one or more of the following strategies [18, 33]:

• Using simple and faster ray/object intersection test: simpler and faster tests implies

decomposing a single primitive object into many simpler objects. The facet decom-

position model, which uses polygonal plane facet as its primitive object, is known as

the model with the simplest ray intersection test. Thus, most of the implementations

adopt a variant of it.

• Reducing the number of ray/object (or ray/facet) intersection tests: a wide range of

existing acceleration algorithms focus on reducing the number of ray/facet intersec-

tion tests (i.e., known as shadowing tests) that need to be performed. This is due

to the drastic increase in the number of tests required for complex environments.
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Instead of testing the intersection of a ray with all the facets in the environment in

a brute-force manner, the acceleration algorithm simplifies (i.e., partitions) the en-

vironment to find out the potential intersecting facets and executes the test only on

them. Different ways for partitioning the environment will be discussed in the fol-

lowing acceleration algorithms.

• Reducing number of rays in the environment: rays with a little contribution in the

final received field can be safely discarded in order to minimize calculations and

increase the speed. This is typically done by setting a minimum threshold value for

the ray’s field strength (or power). Consequently, if at any step of the tracing process

the value of any ray’s field strength falls below the defined threshold, the algorithm

can safely discard (i.e., stop tracing it) that ray.

• Using generalized entities other than rays: the main idea behind generalizing rays

is to trace many rays simultaneously by replacing pencil rays, for instance, with

cones having circular or polygonal cross sections. However, this methodology has

not been practically implemented for electromagnetic modelling although being used

extensively in computer graphics applications.

In the rest of this section, three famous acceleration techniques which belong to the

second strategy of those discussed above.

2.4.1 Binary Space Partitioning

In this method [52], the space is partitioned into several sub-spaces, each of which has one

facet inside. The sub-spaces are sorted into a tree graph called BSP tree. The tree contains

the relative position (visibility) of each facet with the rest. At each step of building BSP

tree, the space is divided into two half-spaces (branches), one contains facets in front of the

root facet and the other contains the facets behind. The facets in the two half-spaces are

designated with respect to the facet’s surface normal vector. The root (starting) facet of the

tree could be any facet in the environment. The subsequent tree branches then undergo the

same partitioning procedure till each branch of the tree contains only one facet.

The BSP tree is referred to see if there is possible interaction between receiver and

the transmitter. Hence, the ray is only tested with the facet (or the portion of it) that is
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collocated in the ray area. More details about the algorithm and the generation of the BSP

tree could be found in [33].

2.4.2 Space Volumetric Partitioning

This algorithm works by dividing the space into equal size cells called voxels [53]. Voxels

are cubes with sides parallel to the study area’s (i.e., geographical environment) coordinate

system axis. Each facet in the study area will be registered inside a voxel whether it lies

totally or partially within its boundaries. The registration information will be stored in a

matrix which will be queried at each iteration of the tracing process. Similar to the BSP

method, the SVP registration matrix generation does not depend on the transmitter and

receiver locations.

To trace each ray, the algorithm first determines the voxels of interest in which the

ray intersects. Those voxels are then sorted according to their distances from the ray origin,

starting from the voxel that contains the source. It should be noted that ray origin is the

transmitter location in case of direct ray or the last reflection point in case of reflected ray.

In the next step, only the facets registered within the sorted voxels are tested for intersection

with the ray in a sequential manner. The test stops with the first detected intersection. It

is worth noting that the distance-based arrangement guarantees that decided intercepting

facet, at the end of the testing process, is practically the right one (i.e., closer to the ray

origin) compared to those which might theoretically intercept the facet as well (i.e., facets

existing within subsequent distant voxels). As a result, the number of shadowing tests

required will be dramatically reduced.

The voxel size is known to be the major parameter affecting the efficiency of the SVP

algorithm. Large voxel size results in minimal elimination of the facets in the environment.

Conversely, setting the voxel size to small value leads to creating large number of voxels

which requires more processing and storage requirements. As a consequence, the author in

[33] suggests to set the voxel size close to the size of the facets.
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2.4.3 Angular Z-Buffer

The Angular Z-buffer (AZB) [35] algorithm is very close to the SVP algorithm. Like SVP,

the AZB algorithm divides the space into equally sized angular partitions in the spherical

coordinate system. In other words, the 3D space is divided into equal angular sections

named anxels. All anxels are defined using the spherical coordinate system that assigns

horizontal and vertical angles for each. The origin of the coordinate system will be taken

at the ray origin. Therefore, the partitioning process depends on the transmitter location

unlike previous techniques. The algorithm works similar to the SVP method. Each facet

in the environment will be located totally or partially inside an anxel. The facets within

the anxel containing the traced ray, are then arranged according to their distance from the

ray origin. This information will be stored in the AZB matrix. Additional elimination for

distant facets within the anxel can be achieved by removing those which are completely

shadowed by others closer to the ray origin (i.e., painter’s algorithm [54]).

For a given observation point, the ray path will be tested sequentially for shadowing

only with the sorted facets located in the anxel comprising the ray. Hence, the number

shadowing tests conducted will be far less than the total number of facets existed in the

environment.

It is very important to note that the efficiency of the AZB algorithm depends on the

number of anxels used in partitioning with respect to the size of the environment. It means

that for bigger scenarios, the number of anxels should be designed carefully to keep the

number of facets in each anxel from growing remarkably. This is because anxels diverge

with distance, which in turn increases the anxel volume, and thus, large number of facets

will be registered in a single anxel. Consequently, the efficiency of the algorithm decreases.

It should be noted that this problem does not exist in small scenarios (e.g., micro and pico

cells) in which the attained efficiency is usually high.

2.5 Ray Tracing Engine Architecture

The typical block diagram of a ray tracing system is depicted in Fig. 2.7. It is composed

of three layers. The first is designated for initializing and arranging the engine input data
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Figure 2.7: Ray tracing system architecture

which includes: the environment’s geometrical and morphological data that is provided by

a geographic information system (GIS) database, information of the generated rays from

the launching mechanism, and transmitter and receiver locations.

The second layer starts by pre-processing the environment based on the data supplied

by the preceding layer for accelerating the speed of the subsequent ray tracing algorithm.

The pre-processed environment then becomes simplified and ready for tracing the launched

rays and finding reflections, diffractions and transmissions with the surrounding obstacles

using the selected ray tracing method (i.e., either SBR or image). When implementing the

ray tracing system in MATLAB, as will be discussed in the next section, the SBR method,

geodesic ray launching and the distributed wave-fronts method [50] are employed as the

ray tracing method, ray launching mechanism and receiver model, respectively. For each

received ray detected by the ray tracing algorithm (i.e., SBR), a field evaluation procedure

(as discussed in Section 2.3.3) is executed for calculating the corresponding final complex

field vector. All vectors corresponding to received rays are added together to determine the

total received field intensity, and hence, the path loss at the receiver’s location. The same

process is subsequently repeated along the receiver route. All obstacles’ (e.g., building
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walls) electromagnetic properties such as relative permittivity and conductivity are pre-

determined before calculating the ray’s field components. Among the resulting information

is the path loss which defines radio coverage, a vital information for planning a cellular

network.

The third layer will be responsible for storing the processing output data for further

analysis and displaying purposes. The output data is stored in a file which contains informa-

tion related to successfully received rays such as: ray coordinates, number of reflections,

assigned weighting factor, reflection angle and point at each boundary, total propagation

distance, field vector, path loss, and field intensity. This data can be used to calculate other

important channel parameters, such as delay spread, power delay profile, direction of arrival

or departure. Optimal design for the ray tracing engine, in terms of speed and accuracy,

would enable efficient planning of wireless networks and configuring the network in real

time to dynamically match the stochastic nature of the channel and traffic data streams.

2.6 MATLAB Ray Tracer

As the first step towards implementing a high speed ray tracing engine, a fast prototyping

platform for the whole system is developed and tested in MATLAB. The main purpose

is to establish solid understanding of the ray tracing problem mechanics and to provide a

reference simulator (especially for MATLAB users) that could be used for verifying and

facilitating future hardware designs. Thus, the technical hardware challenges of implemen-

tating the ray tracing engine in a cellular network is out of this chapter’s scope. This section

introduces the detailed structure of the MATLAB system model. In the next section, the

MATLAB ray tracer will be presented and cross-verified with a commercial propagation

prediction software. To avoid confusing the reader, it is imperative to point out that the

MATLAB model presented in the following discussions represents a direct MATLAB re-

alization for the components of the typical ray tracing system (i.e., illustrated in Fig. 2.7)

known in the literature [47].

For the sake of designing a scalable MATLAB model that could be seamlessly ad-

justed and configured based upon the target simulation scenario requirements, a modu-

lar MATLAB architecture, which consists of several interconnected subroutines, is estab-
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lished. The developed architecture and its operation can be simply described with the aid of

the flowchart illustrated in Fig. 2.8. It starts by initializing the ray tracing input parameters

such as: number of launched rays required for the ray tracing algorithm (i.e., N), number of

receiver locations along its route (i.e., M), transmitter and receiver location coordinates in

the Cartesian 3D space, the study area boundary limits of the propagation environment in

the x-y plane and the vertices’ coordinates for each facet within the study area boundaries

(i.e., typically 4 vertices per every facet). To reduce the time and effort spent in the initial-

ization stage, especially in arranging the detailed and complex geometry of the propagation

scenarios, a MATLAB interface (i.e., script file) is built to seamlessly and directly read the

geometrical information of all of the environment’s obstacles from the GIS database. In our

case, the MATLAB interface is designed to read the ’.city’ file which uses the facet model

[33] to describe the environment’s geometry. The ’.city’ file is supported by the Wireless

Insite propagation prediction tool (i.e., used later for verifying our MATLAB ray tracer)

offered by Remcom Inc. [19]. The file can be easily created as the Wireless Insite tool

encompasses a handy GUI-based editor. This is in addition to the Insite’s built-in convert-

ers which read popular 3D computer-aided design (CAD) formats (e.g., AutoCad’s ’.DXF’

files, and environmental systems research institute (ESRI) ’.shape’ files) and convert them

to the ’.city’ format. To further illustrate the MATLAB interface function, Fig. 2.9 shows a

MATLAB plot for the directly extracted information from a ’.city’ file created on the Wire-

less Insite software for 3D urban scenario. As a result, the interface enables the migration

from the Wireless Insite domain to the MATLAB domain in one step. It is also worth not-

ing that the MATLAB architecture in Fig. 2.8 is designed for 3D ray tracing, and hence, all

computations are carried out using the Cartesian coordinate system.

Following the initialization of the ray tracing parameters, the SVP partitioning algo-

rithm takes place to have each facet fully or partially registered in a voxel, as explained

in Section 2.4.2. The partitioning algorithm only requires the study area boundaries and

the environment’s geometry facets from the preceding initialization stage. Meanwhile, if

not initially specified by the user, the voxel size is calculated based on the maximum facet

size in the environment. Based on the selected value of N, the geodesic rays’ generation

function generates the tracing rays in such a way that the angular spacing between them is

constant.
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Figure 2.8: Flow chart describing the MATLAB implementation of the ray tracer
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Wireless Insite 3D urban scenario in ‘.city’ format

MATLAB GIS interface

Figure 2.9: Reading the Wireless Insite 3D map in MATLAB
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For the first receiver location point, the SBR algorithm starts tracing each of the N-

generated rays with the voxels’ registered facets in a fast and efficient manner as explained

in Section 2.4.2. Tracing each ray continues until successfully received or reaches the max-

imum number of allowed reflections defined by the user. The receiver model employed in

the SBR algorithm is the distributed wavefront model [50] highlighted in Section 2.3.1.2.

The SBR algorithm is designed to consider direct and reflected rays. For each received ray,

the SBR algorithm output contains information about: reflection (or hit) point at each facet,

reflection angle at each facet, directions of incidence and reflection at each facet, facets’

normal vector directions, total path distance, number of reflections, and the weighting fac-

tor. Besides, a counter variable tracks the number of conducted ray/facet intersection tests

for further performance comparison between the SBR algorithm and its SVP accelerated

version. This information is then stored for calculating the complex e-field for each ray. It

should be noted that in all the considered propagation scenarios, the radio paths traced by

the SBR algorithm are those due to reflections from static objects (e.g., buildings) described

by the GIS database of the propagation environment. Other scattering moving objects such

as vehicles and people are not considered in our tests due to the difficulty of predicting their

existence in a deterministic ray tracing environment.

After tracing all rays, the stored ray tracing information database will be used by the

field calculation function to compute the complex polarized e-field vector associated with

each received ray, as described in Section 2.3.3. After multiplying each e-field vector with

its corresponding weighting factor, the weighted field vectors for all of the received rays

are then added together to determine the final received field and path loss at the current

receiver location.

The same process is repeated for all other receiver locations along the receiver’s

route. Based on the ray tracing scenario, and if applicable, the estimated path loss is then

compared to theoretical calculations for measuring the accuracy of the ray tracing calcula-

tions. Further analysis for the processing time complexity of the ray tracing engine, which

is not considered in this work, could be efficiently conducted using the MATLAB’s built-in

timer functions for speed comparison purposes.
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2.7 Numerical Simulations and Verification with

Commercial Software

A commercial propagation estimation tool, developed by Remcom Inc., named Wireless

Insite [19], which is a popular product in the market and used extensively by researchers

and engineers, has been selected to be running in parallel with the MATLAB ray tracer in

order to enable comparison of results for verification purposes. It implements ray tracing

models and EM calculations for predicting radio propagation characteristics in wireless en-

vironments. Insite has a user-friendly GUI which enables the designer to set the simulation

parameters easily. It also provides useful interactive project view, various plots and 3D

visualizations of the study area overlaid by the propagation paths and signal strength for

each path. Moreover, it has the capability of creating user defined floor plans for studying

indoor scenarios and buildings’ structures.

To perform a comprehensive validation for the performance of the developed MAT-

LAB ray tracer with the Wireless Insite, a complex simulation scenario is chosen. The

selected scenario focuses on radio propagation in an urban wireless communication envi-

ronment. However, as shown below, other prelminary tests have been conducted to verify

the performance and integrity of the developed MATLAB ray tracer. These tests are: line-

of-sight with fixed receiver distance, free space path loss and two-ray propagation [55].

The settings and results for each test are described in the following sections.

2.7.1 Line-of-Sight Test with Fixed Receiver Distance

The main purpose of this test is to validate the uniformity of the reception technique and

highlight the effect of the geodesic rays aberration on the ray tracing accuracy. The test

assumes that the transmitter is located at the center of a sphere, while the receiver is placed

at different points along the sphere’s surface. Ideally, all points on the surface of a sphere

receive equal power. This test precedes the following two tests due to the importance of

assuring that the generated tracing rays satisfy the properties explained in Section 2.3.1.1

before investigating a ray tracing scenario.
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Figure 2.10: Snap shot for a sample of geodesic rays vs. corrected rays deviation angle

The calculation of the angular separation between rays shows that the geodesic ray

launching method does not provide ideal uniform distribution to the rays as explained in

[50]. To correct this, a simple heuristic approach is developed on MATLAB to finely adjust

the transmission angle of the rays. The correction approach performs an iterative shifting

process for the locations of the geodesic sphere vertices to establish equal angular distances

between neighboring rays as much as possible. The idea is inspired by the movement of

electron charges on the surface of a spherical conductor. By imagining the geodesic sphere

vertices as electrons, the repulsion forces between points (i.e., electrons) will keep pushing

and displacing them along the sphere’s surface until all points reach the equilibrium state.

Consequently, a uniform spatial distribution of all points on the surface of the sphere is

obtained. The equilibrium state occurs when all points on the geodesic sphere incur per-

fectly equal forces (i.e., represented in MATLAB by the Euclidean distance) from the six

neighboring points. It is worth noting that every point on the tessellated geodesic sphere,

shown in Fig. 2.3a, has six hexagonal neighboring points, except for the original icosahe-

dron vertices which have only five pentagonal shaped neighboring points instead.

The results of correcting a total of 2562 rays (i.e., equivalent to a tessellation fre-

quency of 16) are reported. Fig. 2.10 shows the aberration in the rays’ angular separation



Chapter 2: Ray Tracing Propagation Prediction: From Theory to Implementation 33

Figure 2.11: Geodesic rays vs. corrected rays weighting factors summation at different
receiver points along the surface of a sphere

for both, the geodesic launching scheme and its corrected version (i.e., explained in the

previous paragraph), with respect to the constant theoretical value (i.e., 1.205/ft rad [50]).

As expected, the observed variations confirm that geodesic rays are not 100 percent uni-

form. However, Fig. 2.10 shows that the developed correction method (used to correct the

geodesic points’ locations) improves the rays uniformity by decreasing the rays’ angular

separation variance by 41.6%. On the other hand, Fig. 2.11 shows the summation of the

received rays’ weighting factors at each receiver point along the sphere’s surface. It is ob-

vious that the weighting factors for both techniques do not exactly add up to one. However,

the corrected geodesic rays show better accuracy compared to regular geodesic rays.

Further illustration for the improved geodesic uniformity by the implemented cor-

rection approach is depicted in figures 2.12 and 2.13, by looking at the weighting factors

distribution along a geodesic sphere of receiving points for the geodesic and corrected

geodesic rays, respectively. The geodesic aberration of rays is clearly shown in Fig. 2.12

as of the cyan colored triangular patterns of points on the sphere’s surface. These points

denote deviated rays from their target receiving points having weighting factors (i.e., based

on the ray deviation angle) less than one. On the other hand, the corrected geodesic rays

show better uniform distribution of weights (i.e., less pattering of colored points) along the
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surface of the sphere as shown in Fig. 2.13.

Figure 2.12: The distribution of weighting factors for the geodesic rays on a geodesic
sphere centered at the transmitter

Figure 2.13: The distribution of weighting factors for the corrected geodesic rays on a
geodesic sphere centered at the transmitter
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(a) MATLAB ray tracer 3D view for the FSPL test (b) Wireless Insite 3D view for the FSPL test

Figure 2.14: 3D view for the Matlab/Wireless Insite FSPL test

2.7.2 Free Space Path Loss Test

This test is designed to compare the theoretical free space path loss (FSPL) with that es-

timated by the developed MATLAB ray tracer and the Wireless Insite software. Thus,

it is the first test to measure the prediction accuracy of the developed MATLAB ray tracer

against the Insite tool with respect to theory. The theoritical FSPL is given by the following

formula [55]:

FSPL = 10 log10

((
4π d f

c

)2
)

dB (2.4)

where d is the Rx-Tx separation distance in meters, f is the signal frequency in Hz and c is

the speed of light in m/sec.

A three dimensional view of the test set-up used for both the MATLAB and Insite

environments, is shown in Fig. 2.14. The transmitter and receiver antennas are elevated

to 50m and 2m above the ground, respectively. The receiver is initially located 48m apart

from the transmitter. Then it starts moving away from the transmitter in a straight path with

a total route distance of 3.3km in 1.64m steps. At each step the path loss is calculated using

MATLAB, Wireless Insite and theory. To match the theoretical calculations with the simu-

lation environments, only the LOS ray is considered in the MATLAB and Insite ray tracing

domains, while discarding ground reflections. The path loss predictions and calculations
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are as shown in Fig. 2.15. Generally speaking, the results show that both the MATLAB and

the Insite ray tracing predictions for the path loss precisely match theoretical calculations.

However, the MATLAB accuracy is higher compared to the Wireless Insite tool at small

separation distances. This could be due to the unknown ray launching mechanism used by

the Wireless Insite tool which misses the receiver location at short distances. In the case of

MATLAB, the corrected geodesic mechanism explained in the previous test was able to hit

the receiver location at close proximity.

Figure 2.15: FSPL prediction using MATLAB ray tracer vs. Wireless Insite with respect
to the theoretical model

2.7.3 Two Ray Model Test

This test is intended to investigate the channel fading effect, the phenomenon that is widely

known to be one of the major factors contributing to the degradation of the wireless chan-

nel’s quality (i.e., lower capacity), which takes place due to the natural multipath propa-

gation of wireless signals. The multipath propagation creates two receiving paths of the

signal, one coming directly from the transmitter (i.e., LOS ray) and the other is reflected

from the ground. This is a standard and widely studied model in the literature and known



Chapter 2: Ray Tracing Propagation Prediction: From Theory to Implementation 37

to be very accurate. The model is represented by the following closed-form equation [55]:

PL2ray = Ptx|dBm − Prx|dBm
= 40log10(d)− 20log10(ht hr)− 10log10(Gl) dB

(2.5)

where Ptx|dBm is the transmit power in dBm, Prx|dBm is the receive power in dBm, ht is

the transmitter’s elevation height above the ground in meters, hr is the receiver’s elevation

height above the ground in meters and Gl is the product of the transmit and receive antenna

field radiation patterns in the LOS direction.

(a) MATLAB ray tracer 3D view for the 2 ray test (b) Wireless Insite 3D view for the 2 ray test

Figure 2.16: 3D view for the Matlab/Wireless Insite two ray model test

Snapshots from the Matlab and Wireless Insite simulation environments are depicted

in Fig. 2.16. The heights for the transmitter and receiver antennas are assumed to have

the same values with those used in the FSPL test. The ground has been assumed to be

a perfectly conducting reflecting surface in both the MATALB and Insite domains. The

results presented in Fig. 2.17 show very good agreement between both the MATLAB and

Insite ray tracing engines and the theoretical calculations.

With multipath fading, the signal experiences consecutive constructive and destruc-

tive interferences of the two rays with the distance due to the difference in the received

signal phase from each path. Thus, the signal envelope shows continuous rising and falling

behavior. The free space path loss curve is added to the plot to show the signal attenua-
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tion trend. At a certain distance from the transmitter, which is proportional to the product

of the antennas’ heights, the oscillations disappear and the signal power falls off rapidly,

proportionaly to 1/d4 [55].

Figure 2.17: Path loss prediction for two ray model using MATLAB ray tracer vs.
Wireless Insite with respect to the theoretical model

2.7.4 Urban Scenario Propagation Test

In this test, we compare the prediction accuracy of the developed MATLAB ray tracing

system illustrated in Fig. 2.8 with respect to the Insite prediction results. Due to the lack

of an accurate theoretical model to characterize the propagation in such scenario, which is

primarily dependent on the environment’s geometry and geographical description in gen-

eral (i.e., site specific), the MATLAB ray tracing prediction results is only compared with

that of the Wireless Insite tool. In the same context, it is worth mentioning that an even

more comprehensive model like the Ten-Ray model (Dielectric Canyon) [56] would not be

adequate for this test as the number of rays received at each receiver location is changing

based on the geometry and obstacles surrounding the receiver location.

The propagation scenario in this test is taking place in north of the centretown of

the city of Ottawa, Canada. This scenario is pictured by the Google map view shown
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Tx 

tower
Rx route

Figure 2.18: Google map view for the urban scenario environment

in Fig. 2.18. The transmitter tower is located at the intersection of Laurier Ave W with

Lyon St N at a height of 28m above the ground. The receiver traverses Laurier Ave W till

the intersection with Elgin St at a constant speed of 50km/h. The total distance covered

by the receiver route is 913m. The receiver was initially 26.18m apart from the transmit

tower location, and elevated at 3.5m above the ground. The path loss prediction in both,

the MATLAB and Insite environments, is evaluated every 1.34sec (i.e., 18.63m separation

distance between two successive receiver points) during the receiver trip, resulting in a total

of 50 points. The simulation environments for both the MATLAB and Wireless Insite, for

the Google map view of Fig. 2.18, is depicted in Fig. 2.19.

The path loss prediction results for the MATLAB and Insite ray tracers are demon-

strated in Fig. 2.20. The results show that the MATLAB calculations follow very closely

to the Wireless Insite points except of at few receiver points. In particular, the two receiver

points at distances of 208.6m and 245.6m from the transmitter show a remarkable predic-

tion difference between the MATLAB and Wireless Insite. However, after debugging both

of the MATLAB and Wireless Insite prediction results it has been revealed that the source

of this discrepancy is solely coming from the Insite. In other words, when increasing the

resolution of the Insite results (i.e., increasing the number of receiver points at which the
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(a) Wireless Insite urban propagation test

(b) MATLAB urban propagation test

Tx

Figure 2.19: Wireless Insite/MATLAB urban scenario simulation environments
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path loss is calculated), the path loss values at the previously highlighted Rx-Tx separation

distances have changed to match those calculated by MATLAB as illustrated in Fig. 2.21.

This behavior is attributed to the fact that the Wireless Insite, based on a certain unknown

criteria, neglects some of the possible received ray paths based on the number of calculation

points (i.e., number of receiver points at which the path loss is calculated). Consequently,

the change in the number of traced rays at a receiver point results in a variation in the total

received field, total received power, and hence the path loss. As a result of these findings,

the developed MATLAB ray tracer shows high accuracy and consistency with respect to

the Wireless Insite commercial software. Therefore, the MATLAB system could be reli-

ably used for later verification with other software and hardware implementations. Finally,

more insight on the identical ray tracing operation for both the MATLAB and the Wirless

Insite ray tracers can be deduced from the results demonstrated in Fig. 2.22.

Points of disagreement between 

MATLAB and Wireless Insite

Figure 2.20: The urban scenario path loss prediction results for MATLAB vs. Wireless
Insite
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The MATLAB matches the high resolution Insite curve

Figure 2.21: Debugging the Wireless Insite resolution problem

(a) Wireless Insite received ray paths at Rx #5 (b) MATLAB received ray paths at Rx #5

Figure 2.22: Received ray paths traced by the MATLAB and Wireless Insite at receiver
point number 5
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2.8 Chapter Summary

In this chapter, a comprehensive survey on the ray tracing model for radio propagation

prediction is presented. The survey is provided in two parts. Part one covers the motiva-

tion, applications, recent trends, theory, and most prominent algorithms of the ray tracing

propagation model. On the other hand, part two focuses on the proposed ray tracing system

architecture, system level implementation, and numerical evaluation and testing. The chap-

ter delivers solid understanding of the ray tracing problem and the software implementation

challenges. Finally, the MATLAB ray tracing library developed at the end of this chapter

provides the reader deep and detailed insight on the ray tracing theory of operation es-

pecially after being verified with the commercial Wireless Insite tool. Besides, it serves

as a solid software implementation for validating different software implementations (e.g.,

CPU based) and even enabling future efficient hardware counterparts (e.g., FPGA and GPU

based).



44

Chapter 3

On a Throughput-Efficient Look-Forward

Channel-Aware Scheduling

3.1 Introduction

The continuing growth of mobile users and exigent demands for high QoS data commu-

nications requires designing high-speed and efficient wireless networks. Obviously, this

creates a two-faced problem for researchers to solve. The first face is the capacity limita-

tion of wireless channels, which weakens the ability of wireless devices to send and receive

digital information reliably with high data rates. In this context, many advanced transmis-

sion techniques have been proposed to mitigate channel impairments, such as: wideband

code division multiple access (WCDMA), multiple-input multiple-output (MIMO) and or-

thogonal frequency-division multiplexing (OFDM). The second face of the problem is re-

lated to the scarcity of the available spectrum, which is shared by multiple users. To deal

with this issue, channel-aware scheduling strategies [58] were designed to adaptively ad-

just transmission parameters (e.g., modulation and coding schemes) with temporal channel

conditions and dynamically manage network resources (e.g., power, bandwidth) among

competing users. This could only be done by having periodic knowledge about a user’s

channel state information (CSI). The goal is always defined to maintain a challenging bal-

ance between throughput, delay and fairness.

To acquire knowledge about channel, different propagation models have been de-

veloped for both indoor and outdoor environments [25]. In this work, special attention

A version of this chapter has been published in [57].
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is given to site-specific models for outdoor applications. More specifically, we consider

the ray tracing (RT) model to be a potential approach which could be utilized to assist

in allocating network resources more effectively. The rationale for using the RT channel

prediction model is discussed later in Section 3.3.

Extensive research has been conducted on channel-aware scheduling algorithms that

utilize periodic link adaptation to enhance transmission efficiency. In this chapter, we high-

light only some of the recent studies. In [1], the authors developed two power-efficient

schedulers for mixed streaming services in LTE uplink systems which offered a remark-

able transmission power reduction compared to the proportional fair (PF) and the energy

aware resource allocation (EARA) [59] schedulers constrained by QoS requirements. In

[60], the authors of [1] have further enhanced the power efficiency of the user equipment

(UE) by controlling the maximum allowable transmit power (MATP) with respect to the

user’s buffer queue length. In a related context, the authors in [61] utilized the prediction of

incoming traffic for building bandwidth-efficient scheduling algorithms in hybrid wireless

optical networks. It has been noted that, from the channel point of view, most scheduling

algorithms usually adjust their scheduling decisions according to the user’s channel quality

for, at most, a single transmission frame at a time. However, more information about the

future of the channel could be extracted by tracing mobile radio paths in known environ-

ments.

To the best of our knowledge, no published work considers the impact of utiliz-

ing multiple future channel frames for each user, when scheduling radio resources, on the

network’s spectral efficiency. Despite the fact that the framework presented in [62] intro-

duced an idea about the predictive scheduling over wireless links, the considered schedul-

ing model did not clearly indicate how the future channel conditions could be practically

obtained. Also, the assumption made was for limited prediction time horizon of 10msec.

Therefore, this chapter investigates the effect of considering future channel states in making

decisions for efficiently allocating network resources. The results reported in this chapter

are presented in two parts: First, we study the temporal channel outage probability and

derive an approximate closed-form for it as a function of the adaptation horizon. Second,

we build on the above mentioned outage analysis to investigate the performance of the

conventional maximum throughput (MT) scheduler constrained by the Max/Min fairness
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criteria. The key strategy of the proposed scheduler is based on utilizing long-term chan-

nel prediction provided by a fast RT engine for increasing the system’s average throughput

and alleviating the prospective high channel outage when scheduling users over long time

intervals.

The rest of this chapter is organized as follows. Section 3.2 presents an analytical for-

mulation of the channel outage probability. The ray tracing prediction model and the ratio-

nale for using it with the proposed scheduler is explained in Section 3.3. In Section 3.4, the

difference between the conventional channel-aware scheduler and the proposed scheduler

is depicted. In addition, the optimal formulation and a low complexity heuritstic algorithm

for the proposed scheduler are presented. Simulation results are reported in Section 3.5,

and finally Section 3.6 summarizes this chapter.

3.2 Link Adaptation Analysis

Multipath propagation is known to cause signal fading and to affect the overall performance

of wireless communication systems, especially for moving user terminals. In these situa-

tions the temporal random variation of the channel impulse response that is due to rapid

geometrical variation of the environment surrounding the transmitter and receiver, signifi-

cantly affects the link rate reliability. Therefore, in this analysis we investigate the effect of

changing the adaptation time horizon of the signal transmission rate on the channel outage

probability. Motivated by the RT-based model proposed in the following sections, which

is known to predict the channel characteristics due to the Multipath propagation, the only

channel impairment considered in this analysis is the Mutipath fading.

In our analysis, the propagation channel between transmitter and receiver is mod-

eled as a Gaussian random variable [14]. Random variations are due to relative changes

in the geometric location for any of them which creates different propagation paths from

the surrounding objects (e.g., buildings). This results in different received power levels and

signal-to-noise ratio (SNR) at the receiver terminal. Consequently, transmission data rate

should not remain constant: it should be adaptively controlled to match the channel capac-

ity within a suitable observation period. Considering single carrier system, the instanta-

neous channel capacity based on the instantaneous receiver’s SNR could be expressed by
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Shannon’s channel capacity theorem [14] as follows:

C(t) = log2[1 + γ(t)] (3.1)

where C(t) is the instantaneous capacity per unit bandwidth, and γ(t) is the instantaneous

SNR. In order to ensure a low information loss rate, the instantaneous link rate R(t) must

be always kept lower than C(t). Hence, the channel outage probability at a given reference

SNR γo is defined as:

Pout(γo) = Prob {Ro > C(t)} =

γo∫
0

pγ(γ) dγ = P (γo) (3.2)

where Ro = log2(1 + γo) is the desired transmission rate, pγ(γ) is the probability den-

sity function (PDF) of the instantaneous channel SNR (e.g., exponential distribution for

rayleigh fading channel), and P (γo) is the corresponding cumulative distribution function

(CDF). Ideally, we can say that the outage probability will approximately reach zero based

on having complete information about the instantaneous channel SNR γn = γ(tn) at every

time instant tn = nTs. Hence, the rateRn will converge to log2(1+γn) which theoretically

matches the instantaneous channel capacity. Thus, we can say that the average transmission

rate over a long period of time will be:

R = C =

∞∫
0

log2 (1 + γ) pγ(γ) dγ (3.3)

In practice, the instantaneous adaptation is impossible to implement. Therefore, slow adap-

tation based on a partially known channel will be a more realistic approach. In this case

the rate Rq = log2[1 + γ(qNTs)] is adjusted at fixed time intervals tqN = qNTs, where

N is the number of transmissions within each adaptation block, and q is the number of

blocks considered in the adaptation horizon. Usually the rate is selected at the beginning

of each block, and then kept constant for the subsequent N transmissions. Therefore, the

adaptation horizon must be carefully chosen to make sure that the channel will experience

little or no outage. In general, the outage probability will increase as the adaptation horizon
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increases. For example, letting T = NTs, increasing T to a value much greater than the

channel coherence time τcoh will probably lead to observing many variations of the channel

within the same horizon. In this context and from (3.2), the upper bound for the probability

of losing data packets within the chosen adaptation horizon will be:

lim
T→∞

Pout (T |γo) = P (γo) (3.4)

The result of (3.4) represents the probability of having the instantaneous SNR falling below

the specified value γo taken at the beginning of the adaptation block when T >> τcoh. On

the other hand, if T << τcoh, then Pout will be given by equation 8.163 in [63] as follows:

Pout(T |γo) ∼ LCR(γo)T =

√
−ρ′′(τ = 0)

2π
pγ(γo)T (3.5)

where LCR is the level crossing rate at a reference channel SNR γo within T , and ρ′′(τ) is

the second derivative of the SNR correlation coefficient (that measures the coherence of the

channel in an observed interval). After doing some simplifications (i.e., LCR(γo)T << 1),

equation (3.5) could be approximated as:

Pout(T |γo) = P (γo)
[
1− e−LCR(γo)T

]
(3.6)

The result obtained in (3.6) will lead us to measure the amount of information which has

been successfully transmitted. Thus, for one block interval [qNTs : (q + 1)NTs], the total

amount of information sent will be:

Isent(T |γo) = log2(1 + γo)T (3.7)

whereas, the effective amount of information transmitted reliably is:

IRsent(T |γo) = [1− Pout(T |γo)] Isent(T |γo) (3.8)

Then from (3.3), (3.6) and (3.8), the average reliable transmission rate over long transmis-
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sion session will be:

R
R

(T ) =
1

T

∞∫
0

IRsent(T |γo) pγ(γo) dγo (3.9)

since RR(0) = C and 0 < R
R

(∞) ≤ C, then

R
R

(T ) ≈ R
R

(∞) + [C − R
R

(∞)] e−αT (3.10)

To find α we substitute (3.5) and (3.8) in (3.9) which gives:

R
R

(T ) = C − αT (3.11)

where, α =

√
−ρ′′(0)

2π

∞∫
0

log2(1 + γo) p
2
γ(γo) dγo

(3.6) and (3.11) provide us with closed form expressions of the variation of the outage

probability and the average reliable transmission rate with respect to the adaptation horizon

T , respectively.

For the purpose of numerically evaluating the previous results, a MATLAB simu-

lation has been conducted using the standard COST207 multipath channel model [64] to

investigate the variation of the outage probability versus γo and T . The simulation was

done twice at different speeds (25Kph and 50Kph) for the mobile terminal to account for

the Doppler effect as well. The curves shown in Fig. 3.1 illustrate the effect of increasing

the adaptation horizon T from 10msec to 100msec at the two aforementioned speeds. The

results show that increasing T dominates the speed increase as having the outage probabil-

ity nearly the same at both speeds when T= 100msec. Also the intersection of the 10msec

curves (i.e., marked with square and circle) for small values of γo is due to shortage in

adaptation time recovering from the outage especially when the channel is slowly varying

at low mobile speeds. However, the saturation levels for the outage probability is generally

noticed to be higher at larger T and speed values. In conclusion, the results reported in

Fig. 3.1 provide an insight of the adaptation horizon for optimization in the network layer.
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Figure 3.1: Outage probability at different mobile velocities and T values

3.3 Ray Tracing Based Prediction

Ray tracing is a site-specific approach which falls under the category of deterministic mod-

eling. It has been under investigation for the last four decades in much of the research

done for efficient utilization in radio propagation prediction [36]. Initial work was mainly

focused on the feasibility of applying RT in the field of electromagnetic propagation. Fol-

lowing the verification stage, the research then steered towards optimizing the speed and

accuracy of different ray tracing algorithms [37].

The major advantage behind using a RT model for providing the scheduler with the

required CSI of the mobile users is being a promising propagation model for real-time

applications. It could be efficiently implemented using today’s high performance comput-

ing platforms such as field programmable gate arrays (FPGAs), graphics processing units

(GPUs) and advanced digital signal processors (DSPs), or even a combination in order to

meet the required computation power. The details on how to implement such a system is

beyond the scope of this chapter. However, by having the RT engine implemented on a
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suitable hybrid platform at the base-station (BS) site, together with advanced localization

systems, the BS would be capable of pre-estimating the mobile users’ propagation channel

behavior for specific sections of their trip routes during their access periods. The calcula-

tions can be done offline as well. In this case a database of the prediction results is required

to provide information about the channel, thus removing the processing burden from the

transceiver. Hence, the scheduler could gain from future information about the channel,

provided by the RT engine, for each user to be efficiently assigned to their optimum time-

slots and frequencies. This effectively ensures reliable transmission sessions with high

throughput for longer time intervals. Although these time intervals are fraction of a sec-

ond (i.e., multiples of 10msec radio frame) which is short enough to ensure fixed channel

conditions as predicted by the RT engine, yet predicting it notably affects the scheduling

performance (i.e., system’s throughput) as will be highlighted later in Section 3.5. Further-

more, despite the RT prediction error with respect to the accuracy of locating the mobile

terminal in the environment is beyond the scope of this thesis, the following numerical ex-

ample would give the reader general idea about it. Suppose that a mobile user is moving in

an outdoor environment with an average speed of 50kph. Having the widely used assump-

tion in the literature [65] of block fading channel within a single radio frame of 10msec, the

RT prediction is error free for up to 0.138m error in the device location. Thus, increasing

the mobile speed consequently increases the tolerable error for the device location.

3.4 Channel-Aware Scheduling

Channel-aware scheduling strategies [12] are proposed to adaptively match the transmis-

sion parameters (e.g., power, modulation and coding schemes) and the resource allocation

scheme to the CSI. For instance, by setting the system’s spectral efficiency as an objective,

the scheduler gives higher allocation priority to users experiencing good channel conditions

(i.e., users that can achieve high throughput) to transmit their data packets. In this case, the

channel-aware scheduler certainly makes use of the independent channel variations across

users (i.e., multi-user diversity) to improve the system’s spectral efficiency. This property

will be quantitatively illustrated in Section 3.5.
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3.4.1 Conventional Channel-Aware Scheduler

In order to comparatively test the proposed RT-based scheduler performance which will

be discussed in the next section, we first built the conventional scheduler that is based on

having the user’s CSI available for single radio frame. The conventional scheduler strategy

aims at maximizing the throughput while maintaining Max/Min fairness [66]. This means

that the scheduler will allocate the available resources in each time slot to the user with

maximum achievable throughput constrained by granting equal allocations for all users

in a periodic manner. Hence, we denote this scheduler as MT-Max/Min throughout the

rest of the chapter. The MT-Max/Min scheduler prioritizes users according to their CSI

within only one frame for each transmission cycle (i.e., a transmission cycle is equivalent

to the number of frames such that each user will utilize an equal number of resources

compared to others for one time). The scheduler keeps only the remaining unassigned users

from previous frames for next frame assignments till the end of the cycle is reached. For

example, consider a simple scenario of 20 users and a single carrier channel (i.e., defined

as a frequency resource till the end of this chapter) which is time-shared over 10 time-slots

of a frame (i.e., 10 resources are available per frame). The MT-Max/Min scheduler will

start by assigning the best 10 high channel quality users to the first frame slots, while the

remaining 10 users will be assigned accordingly in the next frame based on their updated

CSI. At this point the scheduler finishes one complete transmission cycle (i.e., 2 frames in

this example) in which all users have been equally granted one frequency resource for one

time.

3.4.2 The Proposed Optimal RT-Assisted Scheduler

Based on the channel outage analysis highlighted in Section 3.2, we propose an RT-based

predictive scheduling scheme to avoid the channel outage appeared when scheduling mul-

tiple future frames. Unlike the MT-Max/Min scheduler, the proposed RT version will per-

form the scheduling operation on a larger time-scale based on the predicted channel infor-

mation in the future frames for each user, that is provided by the RT engine as described in

Section 3.3. It is worth mentioning that the RT prediction provides comprehensive infor-

mation about the propagation channel such as the received signal power, propagation paths,
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Figure 3.2: Proposed RT-assisted vs conventional MT-Max/Min scheduler

time of arrival, delay spread, electric field magnitude and phase, directions of arrival and

departure, carrier-to-interferer ratio, and the channel’s impulse and frequency responses.

However, without loss of generality, only the received signal power is the main channel

characteristic considered in all simulations executed throughout this thesis due its direct

impact on the channel capacity, and thus, the scheduling decisions in a single cell scenario

(i.e., exclusively considered in this thesis). This can be illustrated with the aid of Fig. 3.2.

It shows that the proposed scheduler has a bigger solution space over k frames compared to

the conventional single frame scheduler. The variable k denotes the channel prediction time

range (i.e., awareness) of the ray tracing engine which provides the BS’s central scheduler

with the users’ CSI. Therefore, instead of just a single frame, the RT-based scheduler will

be able to process k frames at a time until the end of each transmission cycle. This enables

the scheduler to optimize the user’s transmission rate by searching for the best time slot

with the respect to the channel quality on a bigger time range compared to single frame

based optimization. Increasing the prediction range (k-value) will allow the scheduler to

process more frames at once and perform better long-term allocation of resources. It should

be noted that the CSI is updated every frame in all cases.

Here, we assume that both of the MT-Max/Min and RT-based schedulers are seeking
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to optimize the system’s average throughput per frame which is defined as:

Maximize

TP =
1

M

M∑
j=1

N∑
i=1

ΨijRij (3.12a)

Subject to

jo−1+N/L∑
j=jo

Ψ1j =
jo−1+N/L∑

j=jo

Ψ2j = .......... =
jo−1+N/L∑

j=jo

ΨNj = r ,

∀ jo ∈
{

1, NL + 1, 2N
L + 1, 3N

L + 1, ..., M − N
L + 1

} (3.12b)

where TP is the system’s average throughput per frame, Rij is the maximum throughput

that user-i could achieve when transmitting over frame-j in order to maximize the system’s

average throughput per frame, N is the total number of users (N is assumed to be an

integer multiple of L), M is the total number of observed frames (i.e., simulation time),

Ψij ∈ {0, 1} is a binary decision variable denoting whether user-i transmits on frame-j or

not, L is the frame length in time slots (we set L to be equal to 10), and r is the number of

frequency resources available in each time slot. For simplicity, we assume that r = 1 until

the rest of the chapter.

The constraint defined by (3.12b) corresponds to the Max/Min fairness criteria which

ensures that all users will be assigned an equal number of resources in each transmission

cycle. It should also be noted that the transmission cycle length in frames is equal to
⌈
N
L

⌉
.

The solution of (3.12) will be straight forward in the case of MT-Max/Min scheduler

because, as mentioned earlier, the scheduler will process a single frame at each step to allo-

cate the best users among those remaining in the queue buffer. However, solving (3.12) in

the case of the RT-based scheduler is more complex as the scheduler has to simultaneously

deal with k-frames at every step within the transmission cycle. Thus, the solution will re-

quire solving N
kL partial multi-dimensional binary integer programming (BIP) optimization

problems within each transmission cycle. The solution of each of these problems will find

the optimal allocations in the observed k frames at a time. The formulation for each of

these problems will be as follows:



Chapter 3: On a Throughput-Efficient Look-Forward Channel-Aware Scheduling 55

Maximize

TPjo
t =

jo+k−1∑
j=jo

∑
i∈Nb

Ψij
tRij

t (3.13a)

Subject to

∑
i∈Nb

Ψij
t ≤ L , ∀ j ∈ {jo, jo + 1, ..., jo + k − 1} (3.13b)

jo+k−1∑
j=jo

Ψij
t ≤ r , ∀ i ∈ Nb (3.13c)

Ψij
t ∈ {0, 1} (3.13d)

where: TPjo
t is the total throughput attained at transmission cycle-t (t ∈ {1, 2,....,LMN })

for the frames index [jo, jo + 1, jo + 2, ...., jo + k − 1], Nb is a set containing indexes of

the remaining unscheduled users waiting in the queue buffer, Rijt is the maximum at-

tainable throughput for user-i when transmitting over frame-j within transmission cycle-t,

Ψij
t ∈ {0, 1} is a binary decision variable denoting whether user-i will be transmitting

over frame-j within cycle-t or not.

The first constraint in (3.13b) ensures that the number of assignments for each frame

matches its available resources, while the second constraint in (3.13c) is similar to that

in (3.12b) which maintains equal number of resource allocations for all users within the

transmission cycle (i.e., Max/Min fairness).

3.4.3 Heuristic RT-Assisted Scheduler

Although the optimal formulation in Section 3.4.2 yields the best results our pro-

posed RT-based scheduler could achieve, an alternative heuristic approach was investi-

gated. The approach aims to relax the computational complexity (i.e., highlighted later in

Section 3.5) required in solving the N
kL multi-dimensional BIP optimization problems in

each transmission cycle, especially for large values of N . Table 3.1 shows the pseudo-code

for our heuristic algorithm. It can be explained as follows: In each new transmission cy-

cle, starting at Line 3, the algorithm targets allocating the available resources on a total of
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Table 3.1: Heuristic Algorithm For RT-Based Scheduler

1: Require: Rij , i = 1, 2, . . . , N , ∀ j ∈ {1, 2, . . . ,M}
2: TP = 0
3: for jo = 1 to M − N

L + 1 increment by N
L do

4: for j = jo to jo + N
L − k increment by k do

5: if j = jo then
6: ReqBuffer = 1 : N
7: [Sj , Idj ] = Sort(Rij), ∀ j ∈ {jo, jo + 1, . . . , jo + k − 1}, ∀ i
8: [Ψij , TP ij ] = Γ(Sj , Idj)

9: TP = TP +
jo+k−1∑
j=jo

N∑
i=1

ΨijTPij

10: Update ReqBuffer
11: else
12: [SJ , IdJ ] = Sort(RiJ ),

∀ J ∈ {j, j + 1, . . . , j + k − 1}, i ∈ ReqBuffer
13: [ΨiJ , TP iJ ] = Γ(SJ , IdJ )

14: TP = TP +
j+k−1∑
J=j

∑
i∈Nb

ΨiJTPiJ

15: Update ReqBuffer
16: end if
17: end for
18: end for
19: TP = TP

M



Chapter 3: On a Throughput-Efficient Look-Forward Channel-Aware Scheduling 57

N
L -frames to N -users in k-steps (i.e., the proposed scheduler works on k-frames at a time,

as previously discussed). In order to process the first set of k-frames (Line 5) in the trans-

mission cycle, the requests buffer (i.e, ReqBuffer) is first initialized with the indexes of

all users requesting access (Line 6). All users are then sorted in descending order accord-

ing to their MT-metric on each of the k-frames (Line 7). The Γ-algorithm (Line 8) then

takes the users’ sorted indexes (Id) and their corresponding throughput values (S) and out-

puts two k × N matrices, Ψij and TP ij , which represents the binary allocation decisions

and scheduled throughput values, respectively. The Γ-algorithm is based on the greedy

strategy where, for each user, it keeps searching for the best frame (i.e., to transmit over)

among k-frames using simple comparison operations for the predicted throughput values.

In particular the algorithm starts by populating each of the k-frames with users transmit-

ting with the maximum throughput compared to other frames using the users’ sorted order

(Id). Then it keeps distributing excess users in overpopulated frames (i.e., frames having

users exceeding its available L resources) in the same fashion to frames with empty allo-

cations until all of the k-frames are completely allocated. The aggregate throughput over

each frame is then directly calculated (Line 9) from the two output matrices, as in (3.13a),

and summed with the previous frames. The users’ requests buffer is then updated (Line

10) leaving only the remaining unscheduled users. The same process will be continuously

repeated (Lines 12-15) through the loop of Line 4 but only on the remaining unscheduled

users (i.e., Nb) stored in the buffer until the final set of frames in the transmission cycle is

completely assigned. The average throughput per frame is then calculated (Line 19) at the

end by dividing the summation of the aggregate throughput over all frames by their number

M .

As can be understood from the previous discussion, the heuristic algorithm depends

mainly on two functions: Sorting (Lines 7 and 12) and Finding a maximum value (Lines 8

and 13). The most complex sorting operation occurs at the start of each new transmission

cycle (Line 7), where N users are sorted on k-frames, and is equal to O(kN log(N )) (i.e.,

the ReqBuffer is full of all users). On the other hand, finding a maximum, that is the

major operation of the Γ-algorithm has a complexity of O(k) for each user. The worst case

for this operation is when all users seek to transmit on the same frame. The first round

of populating N users on k-frames will require O(kN ) operations. The second round will
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accordingly require fewer operations which is equal to O((k−1)(N −L)). This regression

repeats (k-1) times until all users are distributed over the empty frames. Therefore, this

function will require operations� O((k-1)(kN )) which can be approximated by O(k2N ).

As a result, the worst case complexity of the algorithm is O(kN log(N )) + O(k2N ).

3.5 Numerical Results

In this section, we present the simulation results of the proposed optimal and heuristic ver-

sions of the RT-based MT-Max/Min scheduler in comparison with its conventional version

to investigate the trade-off between performance and complexity when implementing our

proposed predictive scheduling approach. For simplicity, we assume that all users’ buffers

are saturated (i.e., there are always packets in the queue ready to be sent) and all the sent

packets will be received correctly by the receiver side. Only one frequency resource is avail-

able (r = 1), with a bandwidth of 180kHz, and time shared over 10 time-slots (L = 10) of

a 10msec frame. This means that 10 resources are available in each frame. To evaluate the

network behavior under high traffic load where the competition on available resources is

high, we select the number of access users N= {40, 80, 120, 160, 200, 240}. N= 10 and 20

are also taken into account for a reason that will be discussed later in the next paragraph.

In our system, all users are assumed to be initially distributed uniformly within a circular

cell with a radius of 500m and moving with an average speed of 50kph. All users want to

send their data to the BS that is located at the center of the cell. The adopted channel model

is similar to the one used in [67] which accounts for path loss, log-normal shadowing and

Rayleigh fading. The simulation is executed for 5000 frames. It is essential to indicate that

increasing the simulation time (measured in frames) had a marginal effect on the obtained

results, however, significantly increased the computation time especially in the case of the

optimal scheduler.

The throughput performance of the optimal and heuristic implementations for the

proposed predictive scheduler versus its conventional version is depicted in Fig. 3.3. All

curves have a similar rising trend when increasing the number of users. This is expected

given the multi-user diversity gain. More specifically, increasing the number of users in a

cell will increase the probability that the scheduler will find candidates experiencing good
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Figure 3.3: Throughput performance comparison

channel conditions at a given time and frequency. In the meantime, the increase in the

throughput is bounded by the system’s capacity. The throughput improvement noticed in

Fig. 3.3 for the optimal and heuristic RT-based schedulers is obvious as their awareness

degree k increases from 2 to 4. It should be emphasized that this improvement is achieved

while the system is highly congested (i.e., for N between 40 and 240). The heuristic

scheduler was also consistent with its optimal counterpart. However, in our assumed sce-

nario (i.e., r= 1 and k= 2 and 4), decreasing the number of users might lead to different

observations. For instance, considering the scenarios where N= 10 and 20, the throughput

performance shown in Fig. 3.3 was noticed to be as follows: When N= 10, the through-

put performance for both RT (i.e., k= 2 and 4) and conventional schedulers are exactly the

same because the 10 users will be scheduled in only one frame. It follows that knowing

future frames of the channel will not add any new information to the scheduler. However,

when N= 20, k= 4 RT-scheduler will not improve the system’s throughput performance

compared to k= 2 scheduler due to the fact that the scheduler will take advantage of know-

ing only the first and second frames of the channel, just as k= 2. The remaining third and

fourth frames (which belong to the next transmission cycle) will therefore be of no use.
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Figure 3.4: Computational complexity analysis

In sum, the results obtained in Fig. 3.3 confirm that the RT-scheduler either improves the

system’s throughput performance or keeps it as it is, depending on the situation. Moreover,

the heuristic scheduler performs as well as the optimal one.

Fig. 3.4 shows the computational complexity of implementing the proposed RT pre-

dictive scheduler in its optimal and heuristic forms when compared to the conventional one.

In the case of the optimal scheduler, we considered the number of decision variables (i.e.,

N × r × k and N × r in cases of RT and conventional schedulers, respectively) and the

computation time required to solve the first BIP problem of each transmission cycle as the

metrics for comparing the complexity of the proposed scheduler with the conventional one.

This is due to the fact that the first BIP problem is the most complex problem solved by

the optimal RT-based scheduler. However, only the computation time is used to compare

the heuristic scheduler with the optimal and conventional ones. The problem size differ-

ence between the two schedulers when r= 1 is depicted in the top plot of Fig. 3.4. The

computation time is then calculated using MATLAB Profiler on Intel Xeon CPU W3670
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with 6 core processors running at 3.2 GHz and 16-GB RAM. The bottom plot results of

Fig. 3.4 clearly show a comparable computational cost for the heuristic scheduler com-

pared to the conventional scheduler and significant speed up compared to the optimal one.

Hence, the modest throughput improvement (i.e., approximately 5%) obtained in Fig. 3.3

for the proposed heuristic scheduler justifies its effectiveness compared to the conventional

MT-scheduler. It is worth noting that the ability of our proposed schedulers to improve

the system’s throughput is highly dependent on how fast the channel changes in time (i.e.,

coherence time) and the chosen value of k. Thus, utilizing faster fading channel model than

the one used in our simulations and using large values of k is highly expected to positively

affect the results of Fig. 3.3 in the favor of our proposed schedulers. This investigation is

carried out in the next chapter simulations.

3.6 Chapter Summary

In this chapter, we proposed a framework for implementing a Throughput-efficient predic-

tive scheduling approach which utilizes a long-term ray tracing channel prediction method.

First, we conducted a detailed analysis for studying the effect of changing the adaptation

horizon on the channel outage probability which limits the system from achieving high

reliable data rates. Second, to avoid the high outage observed in the first part, we pro-

posed a predictive scheduler scheme which profits from this analysis by acquiring peri-

odic information about the channel from a fast ray tracing engine. The proposed heuristic

RT-assisted MT-Max/Min scheduler showed a comparable throughput performance to its

optimal version, which already outperforms the conventional scheduler, with considerably

lower complexity.

The extended version of the proposed scheduler which better addresses existing wire-

less systems (e.g., LTE, 5G)[68] is studied in the next chapter. Finally, while the scheduler

is employed at the BS which is capable of delivering high computational power, the hard-

ware implementation challenges will be addressed in the future in a sequel to this work.
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Chapter 4

QoS-Aware Energy-Efficient Downlink

Predictive Scheduling for OFDMA-Based

Cellular Devices

4.1 Introduction

A rapid growth of cellular system designs and standards in the last 10 years has signif-

icantly enlarged the wireless market volume. Today’s statistics show that over 1 billion

users worldwide are connected to the social networking media like Facebook and YouTube

[70], and that approximately 40% of them are mobile users [71]. However, analysts predict

that these numbers will continue to grow dramatically over the coming years [70] due to

two major factors. The first is the unabated advancements in the mobile devices industry,

particularly with smart cell phones. Their high computing capabilities allow them to re-

place many other important devices such as GPS receivers, cameras, and laptop computers.

The other factor is the increasing popularity of multimedia services such as VoIP, video

streaming, social networking, interactive gaming, web browsing, etc.

From a technical point of view, the emergence of the aforementioned services over

the currently deployed 4G networks (i.e., long-term evolution (LTE)) has introduced var-

ious challenges for the system design from both the network and user equipment (UE)

sides. From the network side, most operators seek to maximize capacity (i.e., spectral effi-

ciency) and reduce the operation cost including the energy efficiency. These goals present

A version of this chapter has been published in [69].
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challenges, especially in situations of potentially increasing numbers of users and heavy

load traffic connections, while having to maintain stringent QoS requirements. Whereas

from the UE side, the intensive and complex circuitry of a 4G device is quite rigorous

on the current smart cell phone battery technology. This results either in a fast depletion

of the battery energy, or it may limit the implementation of a fully functional 4G device.

Therefore, a main stream of research has recently been established and devoted for en-

abling green communications (i.e., Energy-efficient or Energy-aware communication sys-

tems) [72]. Moreover, the future generation of mobile communications, known as 5G [5],

will address the energy efficiency (EE) as a fundamental aspect of the system.

4.1.1 Related Work

An energy efficient design for wireless systems should encompass both the network and the

UE sides. Although the majority of the system’s energy consumption resides in the network

side [73], most recent studies were focusing on optimizing the UE energy consumption

either in the uplink [1, 59, 60] or in the downlink [74, 75, 76, 77, 78]. This is due to the

need for increasing the UE’s battery lifetime per charge. Consequently, in this chapter, we

focus on minimizing the UE’s energy consumption in the downlink, a subject less studied

in the literature.

Gupta et al. [74] showed that optimizing the UE power consumption inherently

requires optimization of the base-station (BS) downlink transmit power. Hence, the opti-

mization formulation was designed to improve the EE for both of the BS and UE. The idea

was based on buffering BS downlink traffic for some transmission time intervals (TTIs)

and then transmitting this data in the minimum possible number of time slots constrained

by a fixed bit rate constraint. However, the implemented heuristic didn’t consistently fulfill

the data rate constraint. Unlike Gupta’s approach, Xiong et al. [75] considered the EE only

from the base station side. The authors’ objective was to design an optimal energy efficient

resource allocation scheme with delay provisioning for delay-sensitive traffic in downlink

OFDMA based wireless access networks. The authors’ model of the scheduling problem

used the effective capacity concept to provide the statistical delay provisioning. Thus, the

problem was modeled as maximizing the effective capacity-based EE under statistical de-
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lay constraints. Utilizing the effective capacity method, like the model in [75], Tang et al.

[76] proposed an adaptive resource allocation scheme for downlink heterogeneous mobile

wireless networks. The scheme dynamically assigns power-levels and time-slots, and de-

rives the admission control conditions for different real-time mobile users to satisfy various

statistical delay-bound QoS requirements. The authors took into consideration the channel-

state information (CSI), which was estimated at the receiver and sent back to the transmitter,

for adaptive modulation and adaptive power-control. In a different context, Wang et al. [77]

considered the problem of improving the EE in the downlink of an OFDM-based cognitive

radio (CR) network. The objective was to design an energy efficient resource allocation

scheme which maximizes the overall EE of the CR system while considering proportional

fairness and rate requirements among the secondary users (SUs). This is in addition to

keeping the interference to the primary users (PUs) below their tolerable thresholds.

Unlike the studies mentioned above, Chu et al. [78] has proposed a green resource

allocation (GRA) scheme as an alternative approach to the well known 3GPP LTE discon-

tinuous reception (DRX) power management scheme [79]. To minimize the UE energy

consumption in the downlink, the authors optimized the scheduling of the BS downlink

transmissions to the UE in a fewer time slots while turning off the receiver circuit in the

unused slots. The scheduling was formulated as a nonlinear integer programming problem.

It is worth noting that, in contrast to this chapter which focuses on the energy efficiency

problem, the previous chapter in the same context of the predictive scheduling has focused

on maximizing the network’s average throughput (i.e., spectral efficiency) subject to fair-

ness constraints in TDMA-based systems.

4.1.2 Scope and Contribution

In this work, we consider the LTE frequency division duplexing (FDD) mode systems with

a frame structure type 1, where two time slots make one subframe (i.e., of duration 1msec)

[11]. Combining 10 subframes (i.e., used for scheduling) makes one frame with a length

of 10msec. We noted that the work in [78], like many studies in both downlink and uplink,

depends on scheduling time granularity of one subframe or at most one frame. In this work,

we further expand the solution space of the scheduling problem for optimizing the UE’s
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Figure 4.1: Energy efficiency for downlink predictive scheduling

energy consumption in the downlink while maintaining users’ QoS requirements. The key

strategy, as used in [78], is minimizing the number of wake-up TTIs for the UE’s receiver

circuit, but in a longer time scale spanning multiple future frames (i.e., 10msec LTE radio

frames) of the UE’s channel.

The problem’s time expansion is supported by pre-estimating the users’ propagation

channel over multiple future frames. This is done using an advanced ray tracing (RT)-based

central downlink scheduler system implemented at the BS site. The direct result of increas-

ing the knowledge about the user’s channel state information (CSI) is that the scheduler’s

capability of increasing the UE’s EE and meeting the QoS requirements becomes higher

compared to previously implemented schedulers. In other words, the UE opportunistically

consumes less energy for the same amount of data received based on the future statistics

of the propagation channel. This idea is illustrated in Fig. 4.1. It shows that the predictive

scheduler with two frames of time granularity would be able to rearrange downlink trans-

missions to UEs into fewer TTIs compared to that of the traditional single frame scheduler.

This results in better EE and possibly offloading spectral resources that help in admitting

more UEs. However, the underlying increase in the solution space of the optimization prob-

lem results in a substantial growth of the computational complexity. We then address this

complexity by designing a less complex heuristic algorithm which approximates the opti-

mal scheduler performance. More details about the optimization problem and its relaxation

is provided in Sections 4.4 and 4.5.

The contributions of this work are summarized as follows:
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• We propose an optimal framework which minimizes the energy consumption of the

UE receiver circuit while satisfying a constant rate (i.e., effective bandwidth) con-

straint. The framework utilizes the ray tracing channel prediction model, and it con-

siders both the modulation and coding scheme (MCS) and UE circuit operation time.

• To assure feasible solutions, we propose a second formulation for the optimization

problem through relaxing the rate constraint using the penalty method to cope with

the channel capacity limitations.

• After investigating the dominant factors which affects the UE’s power consumption

budget in the downlink, we further modify the optimization problem by allowing the

scheduler to focus solely on optimizing the number of wake-up TTIs for the UE.

• In order to address the complexity of the optimization problem, we deduce a heuristic

algorithm to solve the scheduling problem in the final formulation with a comparable

performance but significantly lower complexity.

The rest of this chapter is organized as follows: Section 4.2 presents the system

model and design objectives. The motivation for utilizing the ray tracing channel predic-

tion model with the proposed RT-based scheduler system is discussed in Section 4.3. The

optimal formulation and the iterative algorithm of the proposed scheduler are described in

Sections 4.4 and 4.5, respectively. Simulation results are provided in Section 4.6. Finally,

Section 4.7 summarizes the chapter.

4.2 System Description

4.2.1 System Model

In this work, we consider a single cell of a mobile cloud computing (MCC) LTE down-

link multiuser system. It is based on the evolving concept of cloud radio access networks

(C-RAN) [80]. On-line computational resources can be used for the computationally de-

manding RT prediction of the eNB-UE channel, as explained below within the MCC frame-

work. The arrangement which allows the transfer of the prediction cost from the eNB to

the C-RAN. This is illustrated with the aid of Fig 4.2. A C-RAN architecture is based on

centralizing multiple baseband processing units (i.e., traditionally located at every BS site)
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Figure 4.2: C-RAN based model

which forms a pool of shared wireless resources within a centralized processing cloud [80].

In addition to the baseband units (BBU) pool, the cloud also integrates a data center and

an RT-based downlink scheduling system. The data center is responsible for establishing

users’ traffic connections based on standard QoS requirements. The RT-based scheduling

system mainly integrates an RT engine (i.e., for predicting the downlink CSI) and a central

scheduler. The system’s detailed structure and operation will be discussed in Section 4.3.

The evolved Node B (i.e., eNB) tower is connected to the central processing cloud via an

optical transport network.

We assume a single eNB located at the center of cell. The overall cell bandwidth

is divided equally into N 180kHz resource blocks (RBs) consisting of 12 adjacent sub-

carriers. The FDD LTE frame type 1 duration is 10msec and is composed of 10 1msec

subframes (i.e., each subframe represents a TTI) [11]. When the normal cyclic prefix is

used, each subframe consists of 14 OFDMA symbols, each with a duration of 66.67µsec.

The eNB transmits H traffic connections (i.e., bearers) to each one of a K UEs. As

our model addresses the UE’s energy efficiency in the downlink, we use P (k)
t to denote

the total downlink power consumed by the receiver circuit of UE k. More details about
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the calculation of the components of P (k)
t are provided in Section 4.2.2. Each user con-

nection is associated with different QoS requirements, depending on the traffic type (e.g.,

VoIP, video streaming, FTP, etc). However, without loss of generality, we assume that the

QoS requirements for all traffic connections (of each UE) are pre-processed by the data

center. Then the data center translates them into a single connection request (or reser-

vation) with a target average transmission rate R̄D. That rate is calculated based on the

effective bandwidth theory (i.e., the dual concept of the effective capacity [75]) and will

simultaneously meet all of the user’s individual connections requirements. From the UE

side, multiple traffic connections with different QoS parameters are further prioritized (i.e.,

intra-scheduling) according to their QoS class identifier (QCI) priority (Table 13.1 in [11]).

It is known that intra-scheduling user’s connections is preceded by UE’s inter-scheduling.

This two step process is vital especially when the system’s capacity prevents the scheduler

from allocating enough resources to accommodate the user’s target rate (i.e., R̄D).

To satisfy the users’ QoS requirements, we assume that the central processing cloud

requests data connections between eNB and users with a total time duration of T and a

target average bit rate for each UE of R̄(k)
D . Starting from this assumption, the eNB ulti-

mately aims to schedule the transmission of the data for each user’s requested connection

in a way that satisfies two major goals. The first is to maintain the average connection’s

downlink rate for each UE by adequate allocation of resources. That rate should be pre-

served throughout the requested connection duration T at the data center’s designated value

R̄
(k)
D . The second goal is to minimize the energy consumed by the UE’s hardware to re-

ceive and decode the eNB’s downlink traffic. The key strategy behind reducing the UE

receiver’s energy consumption is minimizing the number of TTIs where the UE receiver

circuit is scheduled to be in active mode. More details about this strategy are provided Sec-

tions 4.2.2 and 4.4. Ideally, in an OFDMA-based system, for the eNB to satisfy the user’s

requested connection rate requirement, the following constraint must hold all the time:

1

T

M∑
m=1

N∑
n=1

Bk(m,n) ≥ R̄kD, ∀ k (4.1)

where M is the total number of TTIs within a requested connection of total duration T
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such that T = M TTTI (i.e., TTTI is equal to 1 msec), Bk(m,n) is the number of received

bits by user k during TTI m over RB n, and R̄(k)
D is the data center’s requested effective

rate for user k within the connection time T . It should be noted that the requested average

connection rate R̄(k)
D is selected to accommodate the QoS requirements of multiple traffic

buffers for UE k (i.e., R̄(k)
D =

H∑
h=1

R̄
(k)
D (h), where h is the UE’s connection index).

The importance of the constraint (4.1) lies in carefully selecting a suitable time hori-

zon (i.e., further explained later in Section 4.4 when defining τ ) during which the scheduler

successively allocates resources throughout the requested connection time T . This can be

illustrated by looking at the following sub-constraint:

1

τ

mo+G−1∑
m=mo

N∑
n=1

Bk(m,n) ≥ R
(k)
D , ∀ k,mo (4.2)

where G is the number of TTIs considered in the time horizon τ (i.e., equal to G x 1 msec)

during which the RT engine predicts the channel,mo ∈ {1, 1 +G, 1 + 2G, ..., 1 +M −G}
is the initial TTI index in the observed horizon within the connection time T , R(k)

D is the

quasi-instantaneous target rate of user k within the horizon τ .

The key idea behind the sub-constraint (4.2) is that changing the value of τ pro-

vides the network with a two fold control on the UE’s energy efficiency and network’s QoS

requirements (including the packet delay). For instance, we consider a user receiving a

delay sensitive VoIP connection with a total duration of 50sec (i.e., T= 50sec) at a standard

instantaneous rate of 13.6Kbps (i.e., R(k)
D = 13.6Kbps). The 13.6Kbps corresponds to gen-

erating a voice packet of 244 bits every 20msec plus an extra 28 bits for the compressed

IP/UDP/RTP header (as discussed in [81]). Satisfying the 13.6Kbps for T= 50sec with the

aid of (4.2) having τ set to any value less or equal to 100msec (i.e., 10 LTE frames) will

ensure a packet delay bounded by 100msec (i.e., VoIP packet delay budget) throughout

the 50sec call time. In this case, both of the connection delay and rate requirements are

met. In addition to meeting the QoS requirements, utilizing accurate future predictions of

the user’s CSI by an RT-based mechanism (i.e., explained in Section 4.3) in the 100msec

horizon better optimizes the UE’s EE compared to traditional shorter term scheduling.

A major trade-off could be seen when selecting the value of τ . Shortening the
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scheduling time horizon to a small value enhances the scheduler’s packet delay perfor-

mance, yet it will exploit short-term channel statistics for optimizing the UE’s energy con-

sumption. Thus, τ is left to be designed based on the target application QoS requirements.

For guaranteed bit rate (GBR) connections (e.g., VoIP, video), increasing τ within the range

of the packet expiration time increases the energy efficiency and the average packet delay

as well. For Non-GBR (NGBR) connections (e.g., buffered video and web browsing), in-

creasing τ arbitrarily to any value (less than or equal T ) will increase the energy efficiency.

However, this will be associated with a substantial computational growth because of the

enlarged optimization problem and even creates challenges from the RT engine side in pre-

dicting the CSI for prolonged time intervals. In sum, setting τ to a proper value, allows the

designer to achieve an optimal trade-off between the bit rate, delay and energy efficiency

for the radio link.

It should be stressed that satisfying the constraint in (4.1) instantaneously with the

aid of (4.2) at the minimum level of energy consumption, might not be guaranteed all of the

time for all users. Two major factors take place: first, is the system’s limited capacity (i.e.,

frequency resources); second, is the continuous variations in time and frequency domains

for the user’s channel conditions. Moreover, in this work, increasing the transmit power

will not help to guarantee the satisfaction of (4.2). This is supported by the assumption

that the eNB (i.e., the transmitter in our analysis) is operating at the maximum allowable

transmit power. This assumption is based on the fact that our work is considering a sin-

gle cell scenario and thus, no inter-cell interference constraints exist. Besides, our main

objective in this work is to only optimize the UE’s energy efficiency in the receive mode

while disregarding that from the eNB side. A potential solution and relaxation for this hard

constrained problem (i.e., sometimes unfeasible) will be later provided in Section 4.4.

In the same context, it is also worth noting that the scheduler is always protected by

an admission control system which helps the scheduler avoid admitting users’ connections

over reaching the network’s capacity. Thus, after adapting the value of τ accordingly,

the eNB’s scheduler can safely utilize (4.2) to support both admitted GBR and NGBR

connections.

In this work, and to simplify the analysis, we only investigate improving the UE’s EE

constrained by the GBR requirement (i.e., effective bandwidth) on an instantaneous basis.
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Figure 4.3: Simplified block diagram for LTE UE downlink physical layer processing
chain

This framework is supported by selecting the scheduler’s granularity (i.e., τ ) less than or

equal to 100msec. Thus, the delay analysis is not considered in this work.

4.2.2 UE Circuit Power Consumption

The UE transceiver circuit could be seen as a composition of basedband (BB) and radio

frequency (RF) stages. A simplified block diagram for those stages can be seen in Fig. 4.3.

The components of those stages are the major source of energy consumption inside any

cellular device. In order to investigate the EE of our scheduling scheme, the LTE UE power

consumption model developed in [82] is utilized in our analysis to measure the UE energy

consumption while in the receive mode (i.e., downlink). The model originally accounts for

the power consumption of both the transmit and receive processing paths. However, in this

work we only consider the power model of the receiver section. This model was defined as

follows [82]:

P
(k)
t = midle Pidle︸︷︷︸

constant︸ ︷︷ ︸
UE OFF

+midle(Pon + Prx︸ ︷︷ ︸
constant

+PBB +PRF︸ ︷︷ ︸
variable

)

︸ ︷︷ ︸
UE ON

watts (4.3)

where P (k)
t is the total power consumption of the UE’s k receiver circuit, midle is a logical

variable which determines whether the UE is OFF (i.e., idle state) or ON (i.e., wake-up

state), Pidle is the power consumed when the UE is in the idle state and is equal to 0.5w,
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Pon is the power consumed when the UE is awake from the idle state and is equal to 1.53w,

Prx is the base power consumed by the receiver circuit while in the operation state and is

equal to 0.42w, PBB is the power consumed by the baseband stage of the receiver circuit,

and PRF is the same for the RF stage.

More details about the power components in (4.3) can be found in [82]. For simplic-

ity, and for the rest of the chapter, we set Pc to denote the constant power term in (4.3) that

is either equal to Pidle (when the UE is OFF) or Pon+Prx (when the UE is ON), while Pk
denotes the variable power consumed by UE k when UE is ON and is equal to PBB+PRF .

In [82], both PBB and PRF are modeled by fitting a first order polynomial to experimental

circuit power measurements employing the least mean square error criteria as follows:

PBB = 1.923 + (2.89× 10−3 ×Br) watts (4.4)

PRF = 1.889 − (1.11× 10−3 × Pr) watts (4.5)

where Br is the downlink bit rate in Mbit/sec, and Pr is the received signal power in dBm.

4.2.3 Channel Model

The multipath fading downlink channel between the eNB and each UE is modeled using

the deterministic RT approach [33] with the aid of the RT engine residing in the central

processing cloud of Fig. 4.2. The question of how often (or for how long) the channel is

modeled during the user’s connection is going to be answered in the next section. The

received signal power at the UE side is calculated by squaring the vector summation of all

complex polarized electric fields components arriving at the UE antenna. Each polarized

field vector, which differs in magnitude and phase, corresponds to a separate received radio

ray scattered from objects in the surrounding environment such as buildings, trees and

ground. The total received signal power in the far zone of the transmitting antenna is,
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therefore, as described in Chapter 2 of [34]:

P
(k)
r =

λ2β

8 π ηo

∣∣∣∣∣∣∣∣
I∑
i=1

 Ekθ,i

√∣∣∣Gkθ(θi, φi)
∣∣∣ ejψθ

+Ekφ,i

√∣∣∣Gkφ(θi, φi)
∣∣∣ ejψφ


∣∣∣∣∣∣∣∣
2

(4.6)

where P (k)
r the total received signal power by the antenna of UE k, ηo is the free space wave

impedance, β is the propagation constant, I is the total number of radio paths received

by UE k, Ekθ,i and Ekφ,i are the theta and phi components of the electric field associated

with the ith radio path received by UE k, Gkθ(θi, φi) and Gkφ(θi, φi) are the theta and phi

components of UE k receiver antenna’s gain for the ith path with a direction of arrival of

θi and φi, ψθ and ψφ are the relative phases of the theta and phi components of the far zone

electric field.

Each of the Eθ and Eφ electric field components in (4.6) is further resolved into

an appropriate pair of polarization components. One component is parallel (i.e., vertically

polarized) to the plane of incidence at the reflection (or diffraction) point on an obstacle’s

surface intercepting the signal path. The other component is perpendicular (i.e., horizon-

tally polarized). Each of the I paths might contain multiple reflection and diffraction points,

or even a combination of them, throughout the radio path trip from the eNB antenna to the

UE receiver’s antenna. More details about the calculation of the polarization components

at the reflection and diffraction points can be found in [33]. The RT engine which is ca-

pable of tracing the radio signal paths and evaluating their associated fields will be further

illustrated in the next section in regards to the proposed downlink scheduling system.

The signal power prediction, provided by the RT engine, is then utilized by the eNB’s

central scheduler to optimize the users’ reception schedule in time (i.e., TTI) and frequency

(i.e., RB) in terms of EE while meeting target QoS requirements. That is to say, knowing

the received signal power over each RB during all TTIs within a single frame or across mul-

tiple frames will allow the scheduler to determine the received block size by each UE. That

information then becomes available on the physical downlink shared channel (PDSCH) in

every TTI after setting the UE to a specific MCS. The supported MCSs with their corre-

sponding spectral efficiency defined by the LTE physical layer, and targeting a 10% block
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error rate (BLER), are as shown in Table 4.1 [1]. Based on the received block size and

the power consumed by the UE’s receiver circuits to receive that block, the scheduler ef-

ficiently commands the UE, to turning its circuits ON or OFF during all of the observed

TTIs. This control scheme is formulated and explained in detail in Section 4.4.

Table 4.1: List of MCS Indices [1]

Index s Modulation Coding Rate Spectral Efficiency ζ Effective SNR (dB) γk
0 — — 0 bits > −6.7536
1 QPSK 78/1024 0.15237 −6.7536 : −4.9620
2 QPSK 120/1024 0.2344 −4.9620 : −2.9601
3 QPSK 193/1024 0.3770 −2.9601 : −1.0135
4 QPSK 308/1024 0.6016 −1.0135 : +0.9638

5 QPSK 449/1024 0.8770 +0.9638 : +2.8801

6 QPSK 602/1024 1.1758 +2.8801 : +4.9185

7 16QAM 378/1024 1.4766 +4.9185 : +6.7005

8 16QAM 490/1024 1.9141 +6.7005 : +8.7198

9 16QAM 616/1024 2.4063 +8.7198 : +10.515

10 64QAM 466/1024 2.7305 +10.515 : +12.450

11 64QAM 567/1024 3.3223 +12.450 : +14.348

12 64QAM 666/1024 3.9023 +14.348 : +16.074

13 64QAM 772/1024 4.5234 +16.074 : +17.877

14 64QAM 873/1024 5.1152 +17.877 : +19.968

15 64QAM 948/1024 5.5547 > +19.968

The MCS is decided by the eNB’s scheduler based on the effective SNR (γk) at the

UE side in order to maintain a target BLER performance (i.e., default value is 10% in LTE

[10]). Given certain modulation order, the code rate is also selected based on the channel

condition (i.e., low code rate is used in poor channel conditions). The selected code rate

[14] for an MCS with index s directly affects the spectral efficiency per transmitted symbol

(ζs) according to the following formula:

ζs = log2(µs). Cs, (4.7)

where µs and Cs denote the modulation order and the coding rate for an MCS of index s,

respectively. If we assume that a user k is assigned to a set of RBs j during TTI m (i.e.,
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Nj,k(m)), then the total received block size, in bits, by user k during TTI m is given by:

<k(m) =
⌊
SRB × ζs × Nj,k(m)

⌋
(4.8)

where SRB denotes the number of data symbols transmitted per single RB (i.e., 14 symbols

in the case of normal cyclic prefix), bxc denotes the largest integer less than or equal x.

It is also important to highlight that in LTE, the UE is configured to report the channel

quality indicator (CQI) feedback over the physical uplink shared channel (PUSCH) [10] to

assist the eNB in selecting an appropriate MCS to adopt for the downlink transmissions.

However in our model, we assign this task to the RT engine, located in the central process-

ing cloud (as explained in Section 4.2.1), which predicts the downlink channel quality by

tracing the radio signal paths to the user’s geographical location. The study of how efficient

the RT channel prediction replaces the traditional CQI reporting, in terms of offloading fre-

quency resources and reducing the number of UE transmissions (i.e., feedback time), is

beyond the scope of this thesis.

4.3 Proposed Predictive Scheduling System

Advancements in today’s mobile data services and applications continue to emerge and

grow. The main challenge is that this growth is existing in a highly dynamic radio propaga-

tion environment. Consequently, the development of faster and more efficient propagation

prediction platforms needed for designing optimized wireless networks in terms of spec-

tral and energy efficiency is becoming more critical. In this context, the RT prediction

model have provided a promising agile solution with higher accuracy compared to tradi-

tional statistical models [25]. Due to its interactive nature which simulates the influence

of the surrounding geographical environment on the propagation of radio waves, the RT

model has been envisioned to enable real-time applications (e.g., vehicle-to-vehicle (V2V)

communication) which usually experience fast and dramatic change in the channel impulse

response.

In this section, we visualize the ray tracing technique (i.e., discussed in Chapter 2)

as being a core part of an integrated cellular eNB platform that could be utilized either in



Chapter 4: QoS-Aware Energy-Efficient Downlink Predictive Scheduling for OFDMA-Based Cellular
Devices 76

1UE

2UE

UEK

Scheduler 

.   .   .
1UE 2UE UEK

UE localization   
        system 

RT Engine 

RT-based  

scheduler 

Figure 4.4: Ray tracing based downlink scheduler system

the current 4G or tomorrow’s 5G networks. This platform is depicted in Fig. 4.4. This

promising platform is motivated by two important factors. As illustrated earlier, the first

factor is the intensive research conducted (and still active) in the area of accelerating the

ray tracing method for efficient radio propagation modelling [37, 38]. These efforts have

produced numerous efficient acceleration techniques that make the implementation of ray

tracers an attractive solution for modelling wireless channels. The second factor is the fast

and continuing evolution of today’s high performance computing (HPC) platforms such as

field programmable gate arrays (FPGAs), graphics processing units (GPUs) and advanced

digital signal processors (ADSPs). These platforms have offered powerful solutions to

build high speed ray tracing engines [83].

The predictive downlink scheduler system shown in Fig. 4.4 depends mainly on the

channel’s future information provided by the RT engine. The engine is designated for

predicting the CSI for all UEs connected to the eNB for longer time intervals compared to

traditional sounding of pilot signals [84] that provide short-term measurements. The long-

term channel prediction for mobile users is assisted by an accurate localization system and

GIS maps database. The function of the localization system is to interactively determine

the geographical location of each UE within the cell’s coverage GIS map. This ensures
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that the RT engine calculates an accurate channel SNR based on a real location of the UE

within the cell’s propagation environment. Whether the localization strategy is UE-based,

UE-assisted or network-based [85], we consider the fact that eNB is capable of acquiring

the geographical information of the UE along its trip route for a certain time interval in a

periodic manner. This information is then utilized by the RT engine to predict the UE’s

CSI along its registered route (or route section). Hence, smart and seamless integration

between the UE localization system and the GIS map with the RT engine is fundamental

for building our predictive scheduling system.

To further elicit the relation between Fig. 4.4 and Fig. 4.2, it should be noted that

the RT-based scheduler block highlighted in Fig. 4.4 represents the detailed structure of the

RT-based scheduler located inside the centralized processing cloud of Fig. 4.2. Thus, the

RT engine which predicts the CSI for each UE is a part of the shared architecture explained

in Fig. 4.2. However, just like the BBU pool of the C-RAN model in Fig. 4.2, a pool of RT

processors will also be available within the cloud to be efficiently shared between different

cell towers. This way, there will be no need for a dedicated RT engine at each cell tower in

the large-scale network.

In light of the previous discussion, the eNB is capable of pre-estimating the mobile

user’s propagation channel for complete sections of their trip routes during their access pe-

riods. Such long-term UEs channel estimation enables the eNB’s central scheduler to opti-

mally allocate RBs for the downlink traffic of each user more efficiently in terms of energy

consumption. The key advantage here is that the scheduler has a better long-term infor-

mation about the channel capacity for each user compared to conventional channel-aware

schedulers with less CSI information. Consequently, the proposed RT-assisted scheduler

becomes capable of scheduling users on the available RBs in fewer TTIs with a greater

degree of freedom compared to traditional energy/channel-aware schedulers [78]. This en-

ables a more energy efficient operation for the UE’s receiver circuit in the downlink, while

maintaining target QoS levels. However, this comes at the expense of computational com-

plexity, discussed in Section 4.6. It also should be noted that the channel prediction time

horizon (i.e., scheduler’s granularity) we consider here is a few multiples of the LTE radio

frame (i.e., 10 msec duration). Since this time horizon is as short as a fraction of a second,

the predicted channel conditions by the RT engine will stay almost invariant. However,
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predicting the CSI within this time horizon notably affects the energy consumption of the

UE as will be highlighted later in Section 4.6.

It is important to highlight that one of the major challenges facing the C-RAN ar-

chitecture which might affect the decision accuracy of the proposed predictive scheduler

system shown in Fig. 4.4 is the front-haul latency. The optical link between the eNB tower

and the BBU, shown in Fig. 4.2 (known as the front-haul) introduces a transport network

latency that did not originally exist in traditional RAN architecture which has both the BBU

and the radio tower co-located. Such latency is due to three major sources which are trans-

mission, queuing and processing of data. Therefore, to maintain the scheduling decision

accuracy within one LTE frame of 10msec duration, given that light travels approximately

1km in 5µsec through fiber, the maximum fiber distance allowed between the BBU and

eNB tower should be less than 1000km (typically less than or equal 20km [80]) in order

to have a round trip transmission delay less than 10msec. Moreover, various promising

solutions (e.g., compression techniques, single fiber bi-direction and wave-length division

multiplexing) have been addressed in [80] to reduce the traffic volume over the fiber links,

and hence, the queuing delay. In addition, optimizing the front-haul queuing delay and its

impact on the information flows has been recently addressed in [86]. Finally, the field trials

carried out in [80] have showed that the processing delay could be practically less than

1µsec.

4.4 Optimal Scheduler

4.4.1 General Formulation

In this section, the optimal scheduling problem is formulated. The problem’s objective as

mentioned earlier is to minimize the UE’s receiver energy consumption while maintaining

the quasi-instantaneous rate for multiple connections per user terminal at a target value. As

explained in Section 4.2, the quasi-instantaneous rate constraint for each user connection,

that has been designated by the system’s central cloud, exclusively accounts for its QoS

requirement(s). The problem constraints are divided into three sets as follows:
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1. GBR constraint: each connection for each user must accomplish fixed quasi in-

stantaneous transmission rate (i.e., effective bandwidth) throughout the requested

connection duration T in time steps of τ (i.e., RT prediction range).

2. Interference constraint: in order to avoid intra-cell interference between users, a

single RB must be exclusively allocated to a single user every TTI.

3. UE’s circuits operation time constraint: in order to optimize the overall energy con-

sumption for each UE, the scheduler is devoted to finding the optimal allocations,

with respect to the energy consumed, in the minimum possible number of TTIs.

This will ensure minimal base power consumption (i.e., Pon + Prx) for the user’s

receiver circuit.

The optimal energy allocation is obtained by solving the following constrained sum-

utility minimization:

Min

Etot = Ts

K∑
k=1

wk

H∑
h=1

mo+G−1∑
m=mo

 Pk(m,Nj,k(m)) Ψh
Nj,k(m)

(m)

+Pc Φk(m)

 (4.9a)

Subject to

mo+G−1∑
m=mo

Bhk (m,Nj,k(m)) Ψh
Nj,k(m)(m) ≥ τ R

(k)
D (h), ∀ k, h (4.9b)

⋂K

k=1
Ψh
Nj,k(m)(m) = φ, ∀m,h (4.9c)

Ψh
Nj,k(m)(m) − Φk(m) ≤ 0 , ∀ k,m, h (4.9d)

where Etot is the total energy consumed for all users over an observation period of G TTIs,

wk is a weighting factor for UE k, Ts is the TTI duration (i.e., 1 msec), Pk(m,Nj,k(m)) is

the total power consumption of the baseband and RF receiver circuits for UE k during TTI

m over the set of RBs Nj,k(m), Nj,k(m) is the set of RBs j assigned to UE k during TTI

m, Ψh
Nj,k(m)

(m) is a binary decision variable which indicates whether the set of RBs j is

allocated to connection h of UE k during TTI m or not, Pc is the UE’s receiver constant

power consumption during each TTI which depends on the UE’s operation state (i.e., Pidle



Chapter 4: QoS-Aware Energy-Efficient Downlink Predictive Scheduling for OFDMA-Based Cellular
Devices 80

for OFF state and Pon + Prx for ON state), Φk(m) is a binary indicator which determines

whether UE k receiver circuit is in an active state during TTI m or not, Bhk (m,Nj,k(m)) is

the number of scheduled transmitted bits in the downlink for connection h of user k over

RBs set j during TTI m, τ is the scheduler’s time granularity (or time step) that is related

to the RT engine prediction range over G TTIs, and R(k)
D (h) is the data center’s equivalent

instantaneous transmission rate for connection h of user k.

The first decision variable Ψh
Nj,k(m)

(m) in the cost function of (4.9a) allows the

scheduler to optimally adjust the MCS of the RBs set allocated to each user in each TTI

in order to minimize the UE’s baseband and RF circuits energy consumption (as explained

in Section 4.2.2). The second variable Φk(m) is devoted to minimizing the number of

scheduled wake-up TTIs for each UE to receive its designated data bits. As could be

inferred from (4.9a), this is achieved through penalizing the cost function by the UE’s

constant power consumption value Pc for each scheduled (i.e., wake-up) TTI (per each

user) irrespective of the number of RBs allocated within each TTI.

The constraint defined in (4.9b) resembles the quasi-instantaneous rate constraint

for each user connection that is assumed to exclusively satisfy its QoS requirements as

described in Section 4.2. The second constraint in (4.9c) ensures that each user is assigned

to a unique set of RBs (i.e., not intersecting with other users’ sets) during each TTI, and

hence, avoid intra-cell interference between users. For a TTI m having N available RBs,

the number of possible RB sets with sizes of 1, 2, ..., N , from which the scheduler searches

for each user, is equal to
N−1∑
q=1

N cq + 1. The constraint in (4.9d) is the well known if-

then constraint that is designed to ensure that the binary variable Φk(m) penalizes the cost

function by Pc if a user is assigned to any set of RBs within TTI m.

4.4.2 Penalty Method-Based Formulation

In practice, the scheduler may not able to satisfy the rate constraint in (4.9b) for all users

all the time, especially in situations of deep fading (or outage) channel conditions. In other

words, as a result of the time varying nature (i.e., due to the multipath fading) of the users’

channel, which temporarily limits its capacity to accommodate their rate constraints, the

optimization problem in (4.9) could be unfeasible in different time intervals. Since we
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do not consider admission control procedures in this work to handle the issue of unbal-

anced demand versus available resources within the duration of an admitted connection,

the penalty method [87] is utilized to ensure feasible solutions for the optimization prob-

lem in (4.9) by relaxing the constraint (4.9b).

The penalty method is known to approximate the solution of constrained optimiza-

tion problem by iteratively solving a series of dependent unconstrained problems whose

solutions ideally converge to the original constrained problem. The dependency implies

that the solution of each unconstrained problem in each iteration affects the following one.

More specifically, each unconstrained problem adds a penalty term, also known as penalty

function, to the objective function of the following problem in a successive manner till the

penalty function converges to zero. The penalty function value represents how far the cur-

rent solution is from that of the original constrained problem. In our problem, the penalty

method is used to relax the constraint of (4.9b) by reversing the inequality sign and adding

a new term in the objective function. The new term role is to push the new unconstrained

formulation to converge to the solution of the original constrained formulation as much as

possible. The new unconstrained formulation can be illustrated as follows:

Min

Z1 = Etot +

K∑
k=1

H∑
h=1

αk,h


(
τR

(k)
D (h) + `(k, h)|mo−1mo−G

)
Ωk −

mo+G−1∑
m=mo

Bhk (m,Nj,k(m)) Ψh
Nj,k(m)

(m)

 (4.10a)

Subject to

mo+G−1∑
m=mo

Bhk (m,Nj,k(m)) Ψh
Nj,k(m)

(m) ≤ τ R
(k)
D (h) + `(k, h)|mo−1mo−G , ∀ k, h

(4.10b)

(4.9c), (4.9d) (4.10c)

Ωk > 0 , ∀ k (4.10d)

where Z1 is the new unconstrained objective function, Etot is the original constrained

objective function that was given in (4.9a), αk,h is a QoS optimization weighting factor for
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prioritizing traffic connection h of user k, `(k, h)|mo−1mo−G is the left over unscheduled bits

from the previousG TTIs, and Ωk is a new binary decision variable accounting for the total

number of bits that user k requires to receive within the current G TTIs.

It is obvious in (4.10a) that the penalty function added to the constrained problem

presented in (4.9) is the whole term added to Etot. The key idea of the new formula-

tion highlighted in (4.10) can be understood as follows: any remaining bits for a certain

user connection that has not been transmitted within the previous G TTIs will be accu-

mulated as leftover bits (i.e., `(k, h)|mo−1mo−G) to the original bits (i.e., τR(k)
D (h)) awaiting

transmission in the current G TTIs. After a few iterations (that corresponds to a cer-

tain time delay), the leftover bits for the same connection are converged to zero. This

is clearly understood from (4.10a) as minimizing the difference for each user k between

what is demanded (i.e., τR(k)
D (h) + `(k, h)|mo−1mo−G) and what is available and granted (i.e.,

mo+G−1∑
m=mo

Bhk (m,Nj,k(m)) Ψh
Nj,k(m)

(m)) will lead to a close solution of the constrained

problem, albeit with a certain amount of delay. In addition, dynamically configuring the

weighting factor αk,h for each UE and each connection per UE enables class-based packet

scheduling [81]. Thus, continuously prioritizing users (i.e., inter-scheduling) based on a

certain fairness criteria, and prioritizing different traffic buffers (i.e., intra-scheduling) for

the same user based on their QCI priority index could be easily attained. From another

perspective, the ratio of the weighting factors α to w for each user determines the amount

of effort the scheduler spends to satisfy user’s connection rate constraint (i.e., QoS) to that

spent to minimize the amount of energy consumed (i.e., Etot), respectively. Also, it has to

be noted from (4.10d) that the decision variable Ωk is constantly set to 1 to force its term

- which resembles the total number of bits awaiting transmission for each user - to always

appear in the cost function in (4.10a).

4.4.3 Practical ON-OFF Formulation

Looking back to equations (4.4) and (4.5), we found that changing the scheduled MCS, for

any user, within a single TTI (i.e., 1msec) has a marginal effect on the energy consumption

compared to deciding whether to turn UE’s circuits ON or OFF. To illustrate this compari-

son, we present the following numerical example. Assume a single cell operating with the
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full LTE bandwidth of 20MHz with a total of 100 RBs available in each TTI. The 100 RBs

are assumed to be allocated to a single user within a single TTI. The user’s effective SNR

is assumed to be 20dB. With the aid of equations (4.4) and (4.5) and Table 4.1 in [1], the

total power consumption Pk(m,Nj,k(m)) of the UE within the observed TTI when all RBs

are configured to MCS index 1 is equal to 3.92W. Whereas, in the case of MCS index 15,

the total power is 4.11W. Thus, there is a maximum of 4.62% reduction in the UE’s power

consumption if the scheduler coarsely changes the MCS index over the allocated RBs from

index 15 to index 1. On the other hand, turning UE’s circuits ON and OFF in each TTI

affects the UE’s power consumption budget by a value 1.45W (i.e., Pon + Prx − Pidle)

that is almost equivalent to 35.28% of the total power consumed by the baseband and RF

circuits.

Based on the finding of the previous example, and to simplify the scheduler’s formu-

lation, we further modify the formulation in (4.10) by removing the term Pk(m,Nj,k(m))

from the cost function and allowing the scheduler to focus only on minimizing the num-

ber of wake-up TTIs as it offers a remarkable reduction in the UE’s energy consumption

budget. Thus, the formulation in (4.10) can be re-written as follows:

Min

Z2 = Ts
K∑
k=1

mo+G−1∑
m=mo

wkPc Φk(m)+

K∑
k=1

H∑
h=1

αk,h


(
τR

(k)
D (h) + `(k, h)|mo−1mo−G

)
Ωk

−
mo+G−1∑
m=mo

N∑
n=1

Bhk (m,n)Ψh
k(m,n)

 (4.11a)

Subject to

mo+G−1∑
m=mo

N∑
n=1

Bhk (m,n) Ψh
k(m,n) ≤ τ R

(k)
D (h) + `(k, h)|mo−1mo−G , ∀ k, h (4.11b)

K∑
k=1

Ψh
k(m,n) ≤ 1, ∀m,n, h (4.11c)

Ψh
k(m,n) − Φk(m) ≤ 0 , ∀k, h, m, n (4.11d)
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(4.10d) (4.11e)

As explained in the previous two paragraphs, the modified cost function in (4.11a)

focuses mainly on minimizing the number of scheduled wake-up TTIs for each UE while

maintaining the connection’s target transmission rate throughout the connection duration T .

The reader can also notice another difference between (4.11) and (4.10). That is, changing

the notations of the variables Ψh
Nj,k(m)

(m) and Bhk (m,Nj,k(m)) that appeared in (4.10)

to Ψh
k(m,n) and Bhk (m,n) in (4.11). In particular, the scheduler’s simplified formulation

in (4.11) does not care about the sets of RBs allocated in every TTI for each user to op-

timize the UE’s baseband and RF power consumption (i.e., Pk(m,Nj,k(m))) as was the

case in (4.10). This is due to the fact that the practical design for LTE scheduler suggests

that for each UE all RBs within the same sub-frame are preferably adjusted to a fixed MCS

[10]. Therefore, the new decision variable Ψh
k(m,n) introduced in (4.11), which substan-

tially reduces the solution space, is designated only to identify the number of scheduled

transmitted bits over each individual allocated RB for each user (i.e., Bhk (m,n)) to meet

the user’s connection target rate. Hence, we define Ψh
k(m,n) as a binary decision variable

which indicates whether connection h of user k has been assigned to RB n during TTI m

or not, and Bhk (m,n) as the number of allocated bits for connection h of user k over RB n

during TTI m.

4.5 Heuristic Scheduler

In this section we design a heuristic algorithm for simplifying the solution of the opti-

mization problem defined in (4.11). This is derived by the high complexity inherent in the

optimal model especially for large values of τ which strictly determines the problem’s so-

lution space. In order to provide an approximate figure about the complexity of solving the

problem in (4.11), we provide the following timing measurement for a small scale problem.

Consider three users each with a single connection and three available RBs at each TTI. In

an attempt to solve problem (4.11) with a value of τ= 10msec (i.e., 1 frame of scheduling

granularity) over a total number of framesM= 5000 (i.e., T= 50sec), the MATLAB Profiler

recorded a total elapsed time of 565.45hrs (i.e., 23.5 days). The MATLAB was running on
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an Intel Xeon CPU W3670 with 6 core processors running at 3.2GHz and 16-GB of RAM.

On the other hand, our proposed heuristic algorithm (i.e., discussed below) was able to

solve the same problem in just a few seconds.

4.5.1 Heuristic Algorithm

The proposed heuristic algorithm as depicted in Fig. 4.5 is fed by an initialization part,

labeled by 1, which is created to set the parameters of the considered scenario. These

parameters include: number of users (K), number of connections for each user (H), total

number of TTIs considered for the users connections (M ), number of available RBs per

TTI (N ), scheduler’s granularity in TTIs (G) (i.e., taken in multiples of a frame), quasi-

instateneous target rate for each user connection R(k)
D (h). Furthermore, to calculate the

total power consumed by each user (i.e., P (k)
t ) every TTI using the model described in

(4.3). First Pr (i.e., in (4.5)) is calculated each TTI for each user by employing a reference

channel model (i.e., discussed in detail in the next section). Second, using Table 4.1 and

based on the user’s generated channel SNR,Br (i.e., in (4.4)) is calculated accordingly each

TTI. It should be noted that part 1 of Fig. 4.5 will be also used when solving the optimal

problem in (4.11).

The second part of Fig. 4.5 labeled by 2 represents the core heuristic algorithm. The

algorithm is designed to run in a sequential manner on the requested users connections.

In other words, the algorithm allocates resources for one user connection at a time. The

connections scheduling sequence order is determined by the parameter αk,h for each con-

nection. In our heuristic, the parameter αk,h is set to be proportional to the user’s traffic

queue length which reflects the priority of scheduling that queue. Obviously, the length

for each user queue is continuously changing in time based on the number of allocated

resources and their respective capacities during each scheduling period τ . So large queue

length is equivalent to large value of αk,h, and hence, higher priority is allotted compared

to smaller length queue.

The algorithm works as follows. For eachG TTIs, that is equivalent to τ sec from the

total connection time T , all users connections are sorted according to their corresponding

queue lengths. Then, for each connection according to the sorted order, the algorithm
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aims to allocate the minimum number of RBs within the smallest possible number of TTIs

which gives a total number of scheduled bits less than or equal to the target bits (i.e.,

equivalent to constraint (4.11b)). This is done by sorting the unallocated RBs within the

observed TTIs in descending order according to their capacities (i.e., number of received

bits per RB). Sorting the RBs in this way results in both minimum number of allocations

and TTIs. This is due to the fact that, for each UE, all RBs capacities (which correspond to

different MCSs) are set to be equal to the lowest RB capacity (i.e., MCS index) within the

same TTI. In the LTE standard, it is known to be highly efficient to reduce the signaling

overhead by making the UE’s receiver (or transmitter) circuit adjusted to a fixed MCS

rather than using frequency-dependent MCS at a given subframe (Section 10.2 in [10]). In

this case, the scheduler is strictly enforced to fully allocate RBs in each TTI before moving

to another TTI, and hence, minimizing the overall number of wake-up TTIs and circuit

energy consumption. The scheduler then updates the allocation map for all RBs across

the observed time slots with the current connection allocations before proceeding with the

next connection in the sorted listed. The algorithm continues until all connections in the

sorted list are served. Based on the RB allocations for each user, the receiver’s circuit

power consumption is calculated as in (4.3) during the current scheduling period and then

stored for later analysis. The whole algorithm continues in the same fashion for the next

scheduling period (i.e., nextG TTIs) until the last frame in the established connection time.

4.5.2 Complexity Evaluation

For the sake of assessing the algorithm complexity, we divide it into three major process-

ing components labeled as: A, B and C as depicted in Fig. 4.5. Those components hold

the main operations constituting the algorithm. Component A, as previously explained,

is responsible for sorting the admitted users’ connections based on their queue lengths.

Hence, the complexity of component A is equal to O(Q log(Q)), where Q is the total num-

ber of connections for all admitted users. Component B sorts empty RB allocations to

rank potential assignments to the observed connection. This requires first searching the

indexes of unallocated RBs during the observed TTIs (i.e., of number G) then sorting

them according to their capacities. Therefore, the worst case complexity for component
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B, when allocating resources for the first connection in the sorted list, is equal to O(NG)

+ O(NG log(NG)), where NG is the total number of RB allocations in G TTIs. Finally,

component C keeps checking capacities for all unallocated RBs within the observedG TTIs

to make final decisions about RB allocations which satisfy the user’s connection buffer re-

quirement (i.e., equivalent to constraint (4.11b)). This results in an upper bound complexity

of O(NG log(NG)). In sum, the asymptotic upper limit for the algorithm complexity when

allocating resources for a total of Q connections can be approximated by O(Q log(Q)) when

Q � NG, or O(NG log(NG)) when NG � Q.

4.6 Numerical Results

In this section, the performance of the proposed predictive scheduling scheme is compared

with the green resource allocation (GRA) scheme proposed in [78] through MATLAB nu-

merical simulations. To the best of our knowledge, the GRA is the only reported scheme

that has been designed for optimizing the UE EE in downlink OFDMA systems, and hence,

is exclusively considered in our comparison. The numerical simulations are conducted in

two different scenarios both of which exclusively focus on an outdoor radio propagation

scenario. In the first scenario, the channel is modeled as a quasi-static block Rayleigh fad-

ing (QSBR) channel [14]. The channel is assumed to be constant within the 180kHz band

of each RB during each TTI. However, it changes randomly and independently from one

sub-band to another (i.e., frequency selectivity) and from one TTI to another (i.e., time

selectivity). Each UE is also assumed to experience independent fading. Considering the

Rayleigh fading in this scenario, the distribution of the instantaneous (i.e., taken every sub-

frame) received channel SNR over each RB follows the exponential distribution [63]. The

second scenario, as shown in Fig. 4.6, utilizes a real ray tracing measurements for the prop-

agation channel of mobile UEs located in the north of centretown of Ottawa city, Canada.

This location represents an area in downtown Ottawa which includes Gloucester St., Lau-

rier Ave W, Slater St., Albert St., Queen St., Sparks St., Lyon St. N, Kent St., Bank St.,

O’Connor St., Metcalfe St. and Rue Elgin St. The picture in Fig. 4.6a shows the actual ray

tracing experiment carried out using the Remcom’s Wireless Insite tool [19].
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(b) Google map top view 

(a) Ray tracing 3D view  

Figure 4.6: 3D ray tracing experiment for part of Ottawa city
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The MATLAB model for both scenarios is implemented just as illustrated in the

flowchart of Fig. 4.5. The only two variable parts are the channel generation block located

inside the initialization part labeled by 1 and the heuristic algorithm labeled by 2. The

channel generation block is based on the simulation scenario (i.e., channel model) being

considered while the second part is based on the scheduler type (i.e., proposed optimal,

proposed heuristic, GRA optimal and GRA heuristic). In other words, in case of scenario

1, the RT-based scheduler highlighted in Fig. 4.4 is assumed to have the same channel

measurements as those generated by the QSBR model. In the case of scenario 2, the RT-

based scheduler is fed by real ray tracing measurements conducted by the Wireless Insite

tool experiment illustrated in Fig. 4.6a. As explained in Section 2.6, the MATLAB ray

tracing environment is directly interfaced to the Insite tool via a piece of MATLAB script.

For both scenarios of the simulation, all users are assumed to be located within a

single cell coverage and receiving downlink connections from its serving eNB. In scenario

1, two kinds of investigation were undertaken. The first focuses on the performance and

complexity comparison of the optimal and heuristic versions of the proposed scheduler -

described in formulation (4.11) and Section 4.5, respectively - to that of the GRA scheduler.

For this and due to the high computational burden and latency of the optimal scheduler, a

relatively small number of UEs (i.e., set to be equal or less to the number of available RBs)

are admitted to request downlink connections from the eNB for a small number of frames

(i.e., the simulation time). Having the proposed heuristic algorithm benchmarked, the fol-

lowing investigation is devoted to study the system capacity variations and users’ buffers

queue stability only for the heuristic versions of the proposed and the GRA schedulers.

Thus, the number of admitted UEs, as well as their requested connections duration, are

allowed to be increased while keeping the number of available resources constant. This

increase can be easily handled due to the dramatic speed-up and simplicity of the heuristic

scheduler compared to its optimal counterpart. The evaluation of the proposed scheduler

takes place at different ray tracing prediction ranges (or scheduling granularity) to show its

impact on the scheduler’s overall performance. For the sake of simplicity, and due to the

limited available computing resources, only the second investigation has been carried out

in scenario 2.
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4.6.1 Scenario 1: QSBR Channel

As described earlier, scenario 1 utilizes the QSBR channel model for setting the UEs’

propagation statistics. In MATLAB, we generate independent and identically distributed

(iid) random variables. Each random variable, which models the downlink channel SNR

values for a certain UE over a single RB across the selected M frames, has an exponential

distribution with an assumed average of 10dB. Since the adopted QSBR channel is known

to model scattering environments with multiple path propagation. We use the Rayleigh

channel model with the covariance function in the form of [14]:

Rξ(ts) = J0(2 π fd ts) (4.12)

where ξ is the channel Gaussian process, ts is the channel sampling time, J0 is the Bessel

function of the first kind with order 0 and fd is the Doppler frequency. In order to determine

a proper value for the channel coherence time (τcoh), equation (4.12) needs to be evaluated

at different speeds of the mobile terminal and the operating carrier frequency (i.e., 2.6GHz).

Based on the curves shown in Fig. 4.7, taking 0.5 as threshold value to determine the

channel coherence time, it is obvious that any speed that is greater than or equal to 100km/h

leads to τcoh <= 1msec. As a result, 1msec is assumed to be the sampling time for the

generated random variables.
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Figure 4.7: SNR correlation coefficient for a Gaussian process at different mobile speeds
and carrier frequency of 2.6GHz



Chapter 4: QoS-Aware Energy-Efficient Downlink Predictive Scheduling for OFDMA-Based Cellular
Devices 92

4.6.1.1 Performance and complexity comparison of the proposed scheme with the

GRA scheme

In this part we compare the EE performance and complexity of the optimal and heuris-

tic versions for both of the proposed and GRA schemes. It is worth noting that the GRA

scheme does not utilize the RT engine knowledge about the users’ CSI as is the case with

the proposed scheme. As discussed in the previous sections, the EE is compared in con-

junction with satisfying a quasi-instantaneous target rate for each UE. Due to the inherent

complexity of the optimal solution, for both schemes, we run the optimal schedulers for

only 200 frames to find the global optimal allocations and compare them with those in the

case of the heuristic. We also assume a small size system which allows only 3 UEs, each

with single downlink connection with a unique required rate and competing over 3 avail-

able RBs. The selected rates are 13.3kb/sec, 64kb/sec and 128kb/sec that typically support

VoIP, audio streaming and FTP connections, respectively.

Figure 4.8: Energy efficiency comparison for
the proposed vs. the GRA scheduler

Fig. 4.8 shows how the proposed scheduling scheme performs and compares with

the GRA scheme in terms of the achieved EE especially when increasing the scheduling

time granularity (i.e., measured in frames) for our proposed scheme. It can be seen that the
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Figure 4.9: Quasi-instantaneous rate satisfaction for the proposed vs. the GRA scheduler

proposed scheduler shows a significant EE improvement when acquiring greater knowledge

about the UE’s CSI which leads to increasing the optimization problem’s solution space. It

is also noticed that the EE of the higher rate connections is greater than that of the lower

rate. This is due to the fact that for higher rate connections the scheduler relatively allocates

more resources within each TTI to support its high volume of data. Thus, the number of bits

received for every joule consumed by the UE per TTI becomes larger on average. However,

it should be noticed that the UE with the 128kb/sec connection have similar EE to that of

the 64kb/sec UE in case of the proposed scheme at 4 frames of scheduling granularity (i.e.,

last two points on the red solid line). This can be attributed to the scheduler’s increased

ability to fully satisfy the connection rate requirement for the 64kb/sec UE at 4 frames of

granularity, while spending half the energy consumed by 128kb/sec UE.

The results shown in Fig. 4.9 support the significance of that shown in Fig. 4.8 be-

cause they show that the rate requirements of all UEs for both of the proposed and GRA

schedulers are equally met. From another perspective, Fig. 4.10 provides more insight on

the increased capability, at larger time granularity, of the proposed scheduler for satisfying

the quasi-instantaneous rate (i.e. measured every 80msec) of the 13.6kb/sec connection.

Fig. 4.11 shows the increase in batteries lifetime in case of the proposed scheme (as
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Figure 4.10: The proposed vs. the GRA
scheduler capability for satisfying the 13.6kb/sec connection

Figure 4.11: UE battery lifetime for the proposed vs. the GRA scheduler
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function of the scheduling granularity) compared to the GRA scheme for different UEs. It

is worth noting that the lifetime values obtained are strictly dependent on the energy con-

sumption by the UE while receiving data in the downlink and an assumed battery capacity

of 2915mAh. Thus, the lifetime results shown in Fig. 4.11 do not account for any other fac-

tors that are known to deplete the cell phone battery (e.g., running any kind of applications,

uplink transmission, synchronization with the eNB, etc).

On the other hand, the complexity of the proposed scheme is compared with the GRA

scheme in terms of the computation time spent by the CPU to solve the allocation problem.

The computation times, as recorded by the MATLAB Profiler, are shown in Table 4.2.

Table 4.2: Complexity comparison
hhhhhhhhhhhhhhScheme

Computation Time Optimal Heuristic

GRA scheme 56.2hrs 184ms
Proposed scheme 92.9hrs @ granularity of 2

96.7hrs @ granularity of 4
213.3ms @ granularity of 2
267ms @ granularity of 4

4.6.1.2 Buffer queue stability with system overloading in case of heuristic schedulers

After benchmarking the heuristic schedulers for both of the proposed and the GRA schemes

in part 1 of the results, in this part we only consider the heuristic schedulers (for both

schemes) for investigating the system stability when stressing the system by increasing the

number of UEs. This is due to the substantial speed-up for the heuristic algorithm com-

pared to solving the problem’s optimal formulation. We also increase the value of M to

5000 frames (with the same 10msec frame duration). For evaluating high data rate appli-

cations, the number of available resources per TTI is increased to 25 (i.e., equivalent to

the 5MHz LTE channel) instead of 3 as used in the previous part. The number of UEs

is allowed to increase from 3 to 15 in a step of 1. In addition, a granularity of 8 frames

for the scheduler is added to the test to uncover a bigger picture for the system’s behav-

ior. All UEs are assumed to have a single downlink connection with a rate of 400kb/sec

(i.e., recommended bit rate for a 240p YouTube live stream). It is worth noting that the

delay requirement for each connection is considered in this analysis as highlighted in the
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queues’ 

instability 

points

Figure 4.12: UE’s buffer queue stability

last paragraph of Section 4.2.1. In particular, the delay is bounded by satisfying the effec-

tive quasi-instantaneous rate for all the requested connections within a time horizon that

does not exceed 100msec (i.e., the typical packet delay budget for various services such as

conversational voice, real-time video and games [11]). In addition, the packet delay jitter

which is a crucial QoS parameter for certain traffic types (e.g., VoIP and online gaming)

is not considered in this work. However, more generalized system model and optimization

framework which accounts for modelling and controlling the packet delay jitter (for jitter

sensitive applications) is rigorously studied in the following chapters.

The results depicted in Fig. 4.12 show how the UE buffer queue length increases

with the number of UEs for both of the proposed scheme and the GRA scheme [78]. This

increase is a direct result of overloading the system available resources with a potentially

increasing number of connections. The results confirm that the proposed scheme outper-

forms the GRA scheme especially when increasing the scheduling time granularity. This

increase leads to maintaining the average queue length per UE at an acceptable level for

larger number of admitted UEs. More specifically, for the GRA scheme it is clear that the

instability point (i.e., point at which the UE buffer length grows without bound) appears

at a smaller number of UEs compared to the proposed scheme. As a result, the proposed
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Figure 4.13: UE’s average achieved rate

scheme is capable of increasing the system’s resistance to instability, and hence, poten-

tially increases the system’s capacity to admit more users. This is obvious for the proposed

scheme with 8 frames of granularity that can support up to 8 UEs compared to the GRA

scheme which can only support up to 5 UEs while having an equal number of available

resources. In addition, the results shown in Fig. 4.12 confirm the idea explained in Fig. 4.1.

Our predictive scheduler is capable of meeting the QoS requirements while allocating less

number of resources when operating at higher time granularity, and thus having higher

UEs’ admittance capacity.

As a consequence of the queue stability regions shown in Fig. 4.12, the average

achieved rate per UE depicted in Fig. 4.13 could be directly justified. In other words, the

deviation of the average achieved rate per UE from the target rate (i.e., 400kb/sec) as the

number of UEs grows reflects the growth in the queue length noticed in Fig. 4.12. However,

the system capacity is the same (i.e., the total cell rate), as it should be, although the average

rate per UE is changing with the number of UEs. From another perspective, the distribution

of the total cell rate among different UEs, as shown in Fig. 4.14 for the case of 15 UEs,

evaluates the inherent fairness property of our proposed heuristic algorithm among different

UEs with the same traffic connection requirements. This property is implicitly understood
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Figure 4.14: Distribution of the total cell rate
in the case of 15 UEs

from the explanation of the algorithm provided in Section 4.5. In particular, the uniform

distribution of the total cell rate among all UEs (i.e., taken as a fairness indicator) depicted

in Fig. 4.14 is the result of continuously changing the scheduling priority among users

having the same service requirements based on their varying queue lengths (i.e., equivalent

to the throughput history). The same strategy is used in the well known proportional fair

(PF) scheduling policy [88]. It is also worth noting that the fairness is considered in the

optimal model described in (4.11) by setting equal values to the weighting factor αk,h to

connections having the same service requirements across different UEs.

In addition to its ability of increasing the number of serviced UEs, the energy effi-

ciency improvement provided by our proposed scheme is noticed. This could be seen in

figures 4.13 and 4.15. We start by focusing on the common stability region for all curves

where the number of UEs increases from 3 to 5. A significant increase in the EE is clearly

noticed in Fig. 4.15 for the proposed scheme over the GRA scheme. This increase ranges

from 38.43 % at granularity of 2 frames and to 62.47 % at granularity of 8 frames. This is

due to a substantial drop in the energy consumption by the same percentages as noticed in

Fig. 4.15 while almost having the same average rate per UE as shown in Fig. 4.13.

Yet another conclusion could be drawn from Fig. 4.15. It could be noticed that, for
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62.47 % 

reduction

38.43 % 

reduction

Figure 4.15: Average energy consumption per UE

each curve, the energy consumption slightly increases as the number of UEs grows until it

reaches the maximum value before the corresponding instability point (e.g., 6 UEs for the

GRA scheme curve). This is due the higher load experienced by the system’s frequency

resources. In other words, when the system is stable (or relaxed), increasing the number

of UEs slightly limit the energy optimization due to the increasing load on the limited

available resources. Hence, the average energy consumed per UE shows a slight increase

(i.e., lower optimization efficiency). However, that effect becomes less pronounced in the

case of the proposed scheme as the scheduling granularity increases compared to the GRA

scheme. This can be seen when comparing the rising slopes of the GRA scheme and the

proposed scheme with granularity of 8 frames curves in Fig. 4.15.

4.6.2 Scenario 2: RT-based Channel

In this scenario, we examine a practical use case for measuring the performance of our

scheduling scheme in comparison with the GRA scheme. We used a commercial radio

propagation prediction software named Wireless Insite that is offered by Remcom Inc.

[19] to build a realistic 3D urban scenario as shown in Fig. 4.6a. The scenario detailed

parameters are listed in Table 4.3. The reason behind conducting this experiment with
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real ray tracing measurements for the propagation channel is to provide an insight on the

performance bounds of our scheduling scheme with two different channel models, one of

which is based on a practical scenario. Therefore, the results of scenario 2 should be looked

at in comparison with that in scenario 1 which utilizes one of the common channel models

used in the literature (i.e., QSBR model).

Table 4.3: Simulation parameters

Parameter Setting
Number of UEs 15
UE speed 50km/h
UE route length 690m
Number of available RBs 3
Operating frequency 2.6GHz
Available MCS refer to Table II in [1]
Channel model RT using SBR technique
Layout urban with 1 microcell
Cell dimensions 1016m (L) x 673m (W)
Building walls relative permittivity (εr) 3 [47]
Building walls conductivity (σ) 0.005S/m [47]
Building walls thickness 20cm
Ground permittivity (εr) 15 [47]
Ground conductivity (σ) 7S/m [47]
eNB antenna type vertical isotropic
eNB antenna height (above the ground) 57m
eNB transmit antenna input power 48dBm
UE antenna height (above the ground) 2m
Simulation time 50sec (i.e., 5000 frames)

Unlike the results obtained in Fig. 4.12, both of the buffers’ stability performance and

the system’s admittance capacity for the proposed scheme showed a slight improvement

over the GRA scheme as demonstrated in Fig. 4.16. We attribute this different behavior due

to the slow fading channel of the chosen urban scenario where the UEs are moving with a

speed of VUE = 50km/h. This slow speed results in much greater channel coherence time

(i.e., τcoh >10msec) compared to that used in scenario 1 (i.e., τcoh= 1msec). This is clearly

illustrated in Fig. 4.17 which captures 5000 samples of both channels. Consequently, our

proposed predictive scheduling scheme is not able to exploit better scheduling chances, as
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Figure 4.16: UE’s buffer queue stability

Figure 4.17: Snap shot for 5 sec of the QSBR and RT channels
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Figure 4.18: UE’s average achieved rate

is the case in simulation scenario 1, especially at the selected low granularities. However, it

is still believed that arbitrarily increasing the scheduling granularity would be able to show

better stability performance and increased system’s admittance capacity than that shown

in Fig. 4.16. However, this is beyond the scope of this chapter due to the expected delay

limitations which might appear in this case. In the same context, the drop in the average

rate per UE that appears in Fig. 4.18 is consistent with the results shown in Fig. 4.16.

On the other hand, despite the stability performance observed in Fig. 4.16, a substan-

tial energy reduction percentage per UE for the proposed scheme within the stability region

(i.e., number of UEs= 3 to 10) in Fig. 4.19 still exists. That reduction ranges from 25 % to

56.6 % compared to the GRA scheme. Thus, although failing to boost the system’s capac-

ity, our proposed scheme is still able to improve the UE’s EE by increasing the scheduler’s

time granularity in the presence of slow varying channels.

4.7 Chapter Summary

In this chapter, we developed a framework for implementing a QoS-aware energy efficient

predictive scheduling approach for the downlink in OFDMA based cellular systems utiliz-
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Figure 4.19: Average energy consumption per UE

ing the well known, site-specific, ray tracing approach.

First, we proposed the downlink ray tracing based scheduling system. Second, based

on a practical model for the LTE UE power consumption, we formulated a hard constrained

quasi-instantaneous rate problem with an objective to minimize the UE’s receiving energy

consumption in the downlink. Due to the natural channel capacity limitations, and account-

ing only on the dominant components of the UE’s receiver power consumption model, our

problem formulation undergoes a series of modifications until we reach a practical formu-

lation. Third, we designed a heuristic algorithm to relax the inherent computational burden

in the optimal scheduler. To study the performance bounds, the proposed schedulers were

comparatively evaluated with respect to the exisitng GRA scheme [78] twice, once in the

presence of fast (i.e., QSBR model) and again in the slow (i.e., practical 3D urban scenario)

fading channels. In the presence of the fast fading channel, our proposed scheme was able

to improve the EE and the scheduler’s capacity to serve more UEs by up to 62.47 % and 60

%, respectively, compared to the GRA scheduler. On the other hand, in the presence of the

slow fading channel, despite showing no effect on the scheduler’s admittance capacity, the

proposed scheme was still able to improve the UE’s EE by up to 56.6 % compared to the

GRA scheme.
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In sum, it could be seen that our proposed scheduling scheme can work effectively

and cooperatively with the current 3GPP LTE DRX power management scheme to prolong

today’s smart cell phones battery lifetime per charge.
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Chapter 5

Modelling and Optimizing Delay Jitter in

Communication Networks

5.1 Introduction

Delay jitter of data packets is known to be a crucial quality of service (QoS) measure es-

pecially for real-time applications (e.g., Voice over LTE (VoLTE)). It takes place as a result

of the queuing, scheduling and routing latencies within the network. However, control

schemes that directly tackle the jitter problem in today’s advanced wireless systems are

rare. To enable such schemes, proper modelling of the packet delay jitter is an essential

preliminary step.

In the first part of this chapter, a comprehensive mathematical modelling for the

packet delay jitter in a simple queuing system with one traffic buffer of infinite length,

one server and single hop is presented. In contrast to independent and identically dis-

tributed (iid) models, the analysis focuses on the correlated nature of service intervals. The

presented models study different scenarios and parameters for the queue in terms of the

system’s utilization and the probability distribution of data packets’ service and interarrival

times, respectively. Numerical simulations demonstrate the high accuracy achieved by the

presented models.

In the second part, we study the EE of the user equipment (UE) in the LTE downlink

and the delay jitter as a fundamental QoS metric for most real-time applications. The study

The first part of this chapter has been published in [89], and the second part is submitted to
[90].
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focuses mainly on the VoLTE traffic as being a heavily used service. We provide a multi-

objective optimization for both the EE and the delay jitter subject to fixed delay budget.

To address the complexity of the optimal scheduler, two different heuristic algorithms for

the proposed packet scheduler were developed. Numerical results demonstrate that our

proposed schedulers achieve better EE/jitter performance for the UE compared to existing

state-of-the-art schedulers.

The rest of this chapter is organized as follows: In Section 5.2, a detailed analytical

modelling for the delay jitter in different queuing systems is presented. The optimization

for the delay jitter of the VoLTE traffic, and its effect on the UE’s EE, in LTE multiuser

environment is then presented in Section 5.3. Finally, Section 5.4 concludes the chapter.

5.2 Analytical Approximation of Packet Delay Jitter in

Simple Queues

5.2.1 Background

The unabated evolution of today’s wireless technologies, which support extremely high

data rates, becomes evidently the main driver of the current wide spectrum of multimedia

services. This spectrum ranges from services such as VoIP, real-time video streaming,

social networking, interactive on-line gaming and ends up by the new evolving concept of

internet of things (IoT). The emergence of such services over the currently deployed 4G

or even the future 5G networks is associated with stringent QoS requirements. One vital

QoS metric that substantially affects the end-to-end experience of real-time services is the

packet delay jitter.

In literature, various attempts have been carried out either to control the delay jitter

[91, 92] or to provide an analytical approximation to it [93, 94]. In [91], Houeto et al.

developed a jitter-constrained admission control mechanism to provide eventual guarantees

on the delay jitter bounds in multi-service ATM networks. Utilizing a different approach,

Oklander et al. provided an anlytical model for the well known jitter buffer mechanism in

[92]. The jitter buffer mechanism is known as a post-processing scheme implemented at

the receiver side to compensate for the delay jitter encountered by the packet throughout
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its network route. In contrast to Houeto’s approach, Matragi et al. proposed a probabilistic

model for estimating the end-to-end jitter of a periodic traffic (by means of estimating the

departure process) traversing through multiple nodes in an ATM network [93]. Similarly,

Wen et al. provided a theoretical evaluation for the packet delay jitter of a real-time service

in double queue single server with limited capacity queuing system [94]. The real-time

traffic flow was modeled as a Two-state Markov-modulated Bernoulli process (MMBP-2)

while the other non real-time flow was modeled as an interrupted Bernoulli process (IBP).

Considering the simplest queuing model with a single flow per node server and single

hop for each packet, the packet delay jitter is due to the stochastic nature of both of the

packets evolution and the channel quality serving these packets. In this context and to the

best of our knowledge, it has been noted that none of the published research has provided

a clear mathematical expressions describing the jitter behavior. As a result, this section is

devoted to presenting a solid mathematical characterization for the delay jitter of the simple

queuing model in different scenarios. The underlying objective is to help derive heuristic

algorithms for a jitter-efficient packet scheduler that could be utilized in today’s wireless

networks.

The rest of this section is organized as follows: The jitter modelling framework is

explained in Subsection 5.2.2. Subsections 5.2.3, 5.2.4 and 5.2.5 present the jitter model

for the single-flow single-server queuing system under different traffic loads, and packets’

interarrival and service time statistics. The numerical validation for the derived models is

then provided in Subsection 5.2.6.

5.2.2 Jitter modelling framework

Following [93], we define jitter ∆t(k+ 1, k) = τk+1,d− τk,d as a time difference between

delays experienced by two sequential packets indexed as k and k + 1, where τk,d is the

queuing delay for the packet indexed k. At this point the values of ∆t(k + 1, k) could be

negative, in spite of the standard practice of considering only the absolute value of the jitter.

In this subsection, we will be interested in approximating the distribution of ∆t(k + 1, k)

and, above all, the approximation of its mean mj = E{∆t(k+ 1, k)}, absolute value mean

m|j| = E{|∆t(k + 1, k)|} and the variance σ2j = E
{

(∆t(k + 1, k))2
}
−m2

j . In general,
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the problem is hard to solve analytically. In order to simplify the analysis we consider three

modes of queue operation based on the system’s utilization factor ρ:

1. underloaded (underutilized) system ρ� 1

2. critically loaded system 1− ρ� 1

3. intermediate case

5.2.3 Underutilized queue

In the underutilized system the queue is very shallow, consisting mainly of a single packet.

In other words, as soon as a packet gets into the queue, it starts being served. The difference

in the delay between two sequential packets in underutilized queue is, thus, defined only

by a difference in the service times (and independent of the arrival process), i.e.,

∆t(k + 1, k) = τk+1,s − τk,s (5.1)

where τk,s is the time needed to serve the k-th packet. As a result, the statistics of ∆t(k +

1, k) is defined by the joint distribution of two sequential service times p2s(τ1, τ2). Us-

ing well known results from statistics [95], the distribution of difference of two random

variables is given as:

pj(z) =

∞∫
−∞

p2s(τ1, τ1 + z)dτ1 (5.2)

In some cases, such as G/M/1 queues, the service time for different packets are independent

which allows for a simpler expression of the jitter distribution:

pj(z) =

∞∫
−∞

ps(τ1)ps(τ1 + z)dτ1 (5.3)

i.e., it depends only on the marginal PDF ps(τ) of the service time. It is worth noting here

that for deterministic constant service time ps(τ) = δ(τ − Ts) one immediately obtains

pj(z) = δ(z), i.e., in the case of a light load there is no jitter introduced by the queue (i.e.,

arrival process) and the server combined.
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5.2.3.1 G/M/1 queue

In this case, the service time is exponentially distributed with the average rate µ packets

per second:

ps(τ) = µ exp(−µτ)u(τ) (5.4)

Here u(τ) is the Heaviside unit step function [96]. Making use of equation (5.3) one ob-

tains:

pj(z) = µ2
∞∫
−∞

exp(−µτ1) exp(−µτ1 − µz)u(τ1)u(τ1 + z)dτ1 =
µ

2
exp (−µ|z|) (5.5)

Using the PDF (5.5) one can obtain the following expressions for the mean, absolute mean

and the variance of jitter:

mj = 0, m|j| =
1

µ
, σ2J =

2

µ2
(5.6)

Thus, in order to reduce jitter, one has to increase the service rate µ.

5.2.3.2 Gilbert-Elliot (GE) channel

Let us assume that packets of a fixed length L bits are being served by a Gilbert-Elliot

channel with the service rate RB in the "BAD" state B, and the rate RG > RB > 0 in

the "GOOD" state G. The transition between the states are described by the following

transition matrix [63]:

T =

[
(1− d)PG + d (1− d)(1− PG)

(1− d)PG (1− d)(1− PG) + d

]
(5.7)

In this model PG is the probability of the "GOOD" state, while 0 ≤ d ≤ 1 defines the

correlation properties of the channel. If d = 0 the states are changing in an independent

manner, while d = 1 corresponds to the situation of no transition to another state (constant

channel). The service time of a packet in the state G is τG = L/RG, while in the state B is

given by τB = L/RB . Considering two sequential packets, one can observe that no jitter
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will appear if the channel does not change its state (i.e., GG or BB combination appears),

while the difference τG− τB = −τJ corresponds to the channel changing from B to G and

τB − τG = τJ corresponds to GB transition. Here

τJ =
L

RB
− L

RG
=
L(RG −RB)

RGRB
(5.8)

Therefore, the distribution of jitter is given as:

pj(z) = (1− PGB − PBG)δ(z) + PGBδ(z − τJ ) + PBGδ(z + τJ )

= [1− 2(1− d)PG(1− PG)] δ(z)+(1−d)PG(1−PG)δ(z−τJ )+(1−d)PG(1−PG)δ(z+τJ )

(5.9)

Using the PDF (5.9) one can obtain the following expressions for the mean, absolute mean

and the variance of jitter:

mj = 0, m|j| = 2(1 − d)τJPG(1 − PG), σ2J = 2τ2J (1 − d)PG(1 − PG) (5.10)

It can be seen from (5.10) that the reduction of jitter could be achieved in a number of

ways:

• Equalizing the service time in each state of the channel (reduction of τJ ) by the

channel inversion [97].

• Increasing speed of a mobile leads to lowering of d, thus, it produces an increased

jitter. Converse will reduce jitter.

• Increasing the probability of one state over the other will lead to reduction of jitter.

This could also be achieved by channel inversion.

5.2.3.3 Correlated exponential service time

There is no single model for the bivariate exponential distribution, even in the Markov case

[63]. However, to investigate the effect of service time correlation, we choose a simple
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distribution, suggested in [98] for exponentially correlated Markov processes:

p2s(τ1, τ2) = (1−d)µ2 exp [−µ(τ1 + τ2)]u(τ1)u(τ2)+dµ exp(−µτ1)u(τ1)δ(τ1−τ2)

(5.11)

where τ1 and τ2 represent two consecutive and correlated service times, and d is the cor-

relation parameter as in (5.7). Simple algebra results into the following expression for the

jitter distribution:

pj(z) = (1− d)
µ

2
exp(−µ|z|) + dδ(z) (5.12)

Therefore, the mean and the variance are given as:

mj = 0, m|j| = (1− d)
1

µ
, σ2J = (1− d)

2

µ2
(5.13)

Not surprisingly, this example confirms the conclusion of subsection 5.2.3.2 that correlation

suppresses jitter.

5.2.4 Heavy loaded queue

In the case of a heavy load 1− ρ� 1 the queue is almost never empty. Let us assume that

the k-th packet starts being served at time instant t = 0. Let t0 < 0 be a time of arrival of

the k-th packet to the queue. According our assumption of a long queue, the time t0 + τA

of arrival of the k + 1-th packet, also precedes t = 0, i.e., this packet is in the queue by

the beginning of service time of the k-th packet. Here τA is the interarrival time. The k-th

packet will be served at the time instant t = τk,s, while the k + 1-th packet will be served

at the time instant t = τk,s + τk+1,s. Therefore, the jitter ∆t(k + 1, k) could be evaluated

as:

∆t(k + 1, k) = (τk+1,s + τk,s − t0 − τA)− (τk,s − t0) = τk+1,s − τA (5.14)

Thus, the jitter is now a function of the arrival and service time distributions.
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5.2.4.1 M/M/1 queue

Let us assume that packets are arriving at a rate λ and being served at the rate µ > λ = µρ.

In this case both interarrival time and service time are exponentially distributed, i.e.,

pA(τ) = λ exp(−λτ)u(τ), ps(τ) = µ exp(−µτ)u(τ) (5.15)

Following equation (5.2) one can derive the following distribution of the jitter ∆t(k+1, k):

pj(z) =
µλ

µ+ λ

{
exp(−λz) if z ≥ 0

exp(µz) if z < 0
(5.16)

The corresponding mean, absolute mean and the variance are given by:

mj =
µ− λ
λµ

=
1

µ

1− ρ
ρ
≈ 0, m|j| =

1

µ

1 + ρ2

(1 + ρ)ρ
≈ 1

µ
, σ2j =

1

µ2
1 + ρ2

ρ2
≈ 2

µ2
(5.17)

It can be seen that for the heavy loaded system, the impact on jitter could be similar to that

of the light loaded system. It is important to note that this is true only in the case of M/M/1

queue.

5.2.4.2 D/M/1 queue

In the case of deterministic interarrival intervals pA(τ) = δ(τ − TA) where TA = 1/λ =

1/ρµ is the interarrival interval. Therefore, the distribution of jitter is just a shifted version

of the service time distribution:

pj(z) = µ exp [−µ(z + TA)]u(z + TA) (5.18)

The load of the system ρ = 1/TAµ. The corresponding mean, absolute mean and the

variance are given by:

mj = TA −
1

µ
=

1− ρ
ρ

1

µ
≈ 0, m|j| =

2ρ exp(−1/ρ) + (1− ρ)

ρ

1

µ
, σ2j =

2

µ2
(5.19)
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5.2.4.3 GE Channel

Let the server be described by a set of M states with probabilities Pm and service rate

Rm > 0 in the m-th state. The density of the service time τs,m = L/Rm is given by:

ps(τ) =
M∑
m=1

Pmδ(τ − τs,m) (5.20)

Furthermore, assuming that pA(τ)u(τ) is the PDF of the interarrival time, the distribution

of the jitter could be expressed as:

pj(z) =
M∑
m=1

PmpA(−z + τs,m)u(−z + τs,m) (5.21)

It is worth noting at this stage that the correlation of the underlying Markov channel does

not affect the jitter distribution, since a service time for a later packet includes the whole

service time of the preceding packet.

5.2.5 Bridging case

In the intermediate case when the incoming traffic does not always keep queue occupied we

suggest the following approximation to the distribution of jitter. Let P0 be the probability

of the empty queue. In this case

pj(z) = P0pj,l(z) + (1− P0)pj,h(z) (5.22)

Here pj,l(z) is the jitter PDF in the case of low load while pj,h(z) is the PDF of the jitter

in the case of high load. The exact value of P0 is known in some cases of classical queues.

For example, for M/M/1 queue P0 = 1− ρ = 1− λ/µ, therefore one obtains

pj(z) = (1− ρ)
µ

2
exp(−µ|z|) +

ρ2

1 + ρ

{
exp(−λz) if z > 0

exp(µz) if z < 0
(5.23)
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Figure 5.1: Packet delay jitter evaluation for the M/M/1 queue

Other approximation could be obtained in the very much same manner. In many sources it

is suggested that P0 is substituted by 1− ρ in the case of an arbitrary sources.

5.2.6 Numerical Simulations

This subsection presents MATLAB numerical evaluation for the packet delay jitter models

developed in the previous subsections. Two types of traffic are considered. First, the Pois-

son traffic is considered in the case of M/M/1, M/GE/1 and M/ExpCorr/1 (i.e., exponentially

correlated service time case) queues. The second type is the deterministic traffic, consid-

ered in the D/M/1 queue, where packet arrivals are assumed to be periodic. In both cases

the packet arrival rate (i.e., λ) is kept constant at 103 packets/sec while the average service

time (i.e., 1/µ) in msec takes the values {0.1, 0.5, 0.9} to study the system at the light,

moderately and heavy loaded queue modes (i.e., ρ = {0.1, 0.5, 0.9} value), respectively.

For the M/M/1 queue, the results depicted in Fig. 5.1 show a very good agreement

for the derived jitter models, described in (5.5), (5.16) and (5.23), with the simulation

results at the three queue modes. In addition, it is shown that increasing the queue load

ρ (i.e., packets’ queuing delay) increases the packet delay jitter variance. In contrast to

M/M/1, when setting the packets’ interarrival time to a constant value (i.e., TA= 1msec),
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Figure 5.2: Packet delay jitter evaluation for the D/M/1 queue

the D/M/1 queue delay jitter was found as shown in Fig. 5.2. The results illustrate that the

analytical jitter models developed in (5.5), (5.18) and (5.23) perfectly captures the trends

of the simulation results, however, with deviation in some of the points.

To investigate the effect of packets’ service time correlation on the jitter performance

of the M/M/1 queue with light load (i.e., ρ= 0.1), the Markov model for exponentially

correlated process developed in [98] is utilized to set exponentially correlated service times

for the generated packets. The results presented in Fig. 5.3 show the performance of the

jitter model developed in (5.12) in comparison with the simulation results, and the effect of

changing the correlation parameter d on both. It is noted that the analytical model shows

a good representation for the simulation results especially at low correlation. On the other

hand, increasing the packets’ service time correlation sharpens the delay jitter distribution

around zero (i.e., the delta term in equation (5.12)). This behaviour pertains to the fact

that high correlation for the service time (i.e., large value for d), while knowing the service

time to be the sole factor affecting the jitter in case of low loaded system, implies high

correlation for the packet delay, and hence, low packet delay jitter.

For the case of GE server, and M/GE/1 queue, the analytical jitter models derived in

(5.9) and (5.21) are numerically evaluated in Fig. 5.4 and Fig. 5.5 for low and high load
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Figure 5.3: Packet delay jitter evaluation for the M/ExpCorr/1 queue

Figure 5.4: Packet delay jitter evaluation for underutilized M/GE/1 queue
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Figure 5.5: Packet delay jitter evaluation for heavy loaded M/GE/1 queue

cases, respectively. In the case of underutilized queue, Fig. 5.4 results show the discrete

distribution for the jitter, as in (5.9), at the values 0 and± τj . It should be noted that the GE

model was set to have τG= 5msec and τB= 10msec for both cases. Moreover, the results

shown in Fig. 5.4 demonstrate a subtle match between the theoretical model and simulation

at different probabilities for the good and bad states. Finally, at high queue load, the jitter

model suggested in (5.21) for the M/GE/1 queue highly represents a real simulated queue

as illustrated in Fig. 5.5.

5.3 Investigating the Energy-Efficiency/Delay Jitter

Trade-off for VoLTE Traffic in LTE Downlink

5.3.1 Background

The energy efficient wireless communications, sometimes called green wireless communi-

cations, is currently receiving remarkable attention in both of the research and the indus-

trial domains [72]. This is due to its huge economic and environmental benefits. However,

from the user equipment (UE) side, smart cell phones with prolonged battery lifetime per
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charge represent the direct result of designing an energy efficient wireless system. This

is a research problem towards which extensive efforts have been spent due to the current

consumer’s urgent need for smart cell phones with extended battery lifetime.

In addition to the battery lifetime, the user strictly judges the quality of service (QoS)

provided by the network operator especially for those services which are time sensitive.

As a result, today’s LTE networks supporting data demanding real-time services set high

standards for the QoS levels. Delay jitter of data packets is known to be an essential QoS

metric for real-time traffic which affects the users’ quality of experience. One important

example of a real-time service, which we exclusively consider in this paper, is the emerging

Voice over LTE (VoLTE) technology [99]. The VoLTE system allows carrying voice calls

over the LTE network’s data bearers, just as data packets, instead of relaying over the

traditional voice network (i.e., 3G circuit-switched voice call, and its extension over the

High Speed Packet Access (HSPA) network [100]). As a result, users will take advantage

of the fast LTE speeds to establish high quality (i.e., low delay and jitter) voice, and video,

calls with faster set-up times compared to regular calls.

In the literature, few works [69, 74, 78, 79] have addressed the UE’s energy effi-

ciency (EE) in the LTE downlink which utilizes the OFDMA scheme. EE is known to be

affected by the UE’s radio frequency (RF) and baseband circuits’ energy consumption for

receiving and decoding the data packets carried by the LTE’s physical downlink shared

channel (PDSCH). The idea of improving the UE’s EE was first introduced by the 3GPP’s

LTE discontinuous reception mechanism (DRX) [79]. The mechanism was designed to

conserve the LTE’s UE battery energy by controlling the circuit power operation in an

ON-OFF manner while maintaining certain bounds for the packet delays. The framework

provided the optimum criteria for selecting the DRX mode and parameters, in both of the

LTE network’s connected and idle states, for different types of applications. In [74], Gupta

et al. proposed a framework for jointly optimizing the base station and the UE’s EE, by op-

timizing the number of downlink transmission time slots, in the OFDMA system subject to

non guaranteed bit rate (non GBR) and delay constraints. Based on the LTE’s DRX mech-

anism developed in [79], Chu et al. proposed a green resource allocation scheme in [78]

that directly optimizes the UE’s EE in OFDMA systems subject to fairness among users.

The problem was formulated as a nonlinear integer programming problem for minimizing
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the number of wake-up transmission time intervals (TTIs) during which the UE turns ON

its receiver circuit. Unlike the framework presented in [78], Hammad et al. proposed in

[69] a cloud-based predictive scheduling model to optimize the receiver’s circuit operation

in longer time horizons. The scheduling framework was based on a practical power con-

sumption model for the LTE’s UE, proposed in [82], and the effective bandwidth theory

[101] for ultimately and fairly satisfying the UE’s buffers QoS requirements.

Despite their importance, none of the reported works highlighted above considered

the packet delay jitter as a crucial QoS metric for real-time traffic flows when studying the

UE’s receiver EE. Instead, the packet delivery delay and data rate were the only measures

commonly taken for meeting the real-time performance. Hence, we put more emphasis

on the delay jitter in our framework and present it as an objective besides the EE while

also maintaining the packet delivery delay time threshold for VoLTE traffic. The main con-

tributions of this section are summarized as follows. First, a multi-objective optimization

problem for the UE’s EE and the delay jitter subject to delay constraints for VoLTE traffic in

LTE downlink is presented. Second, two low complexity heuristic algorithms are proposed

for solving the optimization problem due to its inherent intractability. Finally, the obtained

results reveal an essential trade-off between the UE’s EE and the packet delay jitter.

The rest of the section is organized as follows. Subsection 5.3.2 introduces the sys-

tem model and the resource allocation problem formulation. The heuristic algorithms pro-

posed to solve the optimal formulation are described in Subsection 5.3.3. Simulation results

are provided in Subsection 5.3.4.

5.3.2 System Model and Problem Formulation

We consider a single cell of LTE downlink multiuser system as shown in Fig 5.6. The

evolved Node B (eNB) transmits single VoLTE connection to each of the K UEs located

within the cell coverage. As defined by the LTE standard, the overall cell bandwidth is di-

vided equally, during each transmission time interval (TTI), into N resource blocks (RBs).

Each RB consists of 12 adjacent subcarriers with a total bandwidth of 180kHz. In light of

the FDD LTE frame type 1, the radio frame encompasses 10 TTIs (i.e., subframes) each of

which has a duration of Ts= 1msec.
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Figure 5.6: System model

The eNB’s central packet scheduler targets to fairly allocate the required number of

RBs to each of the K UEs within a time horizon of M TTIs to optimize both the UE’s

EE and packet delay jitter performance subject to the VoLTE packet delay budget (i.e.,

100msec). We assume a scheduling time granularity of 10msec (i.e., one LTE frame), and

hence, an accurate channel state information (CSI) for each UE is available at the eNB

for the whole frame (i.e., M= 10TTIs). To address the gauranteed delay service for the

VoLTE UEs, one popular policy known as the largest weighted delay first (LWDF) [102]

is commonly employed. The LWDF utilizes the head-of-line (HOL) packet delay for each

UE buffer (DHOL,k) by defining its metric function over single RB as follows:

XLWDF
k,n (m) = αkDHOL,k (5.24)

where XLWDF
k,n (m) is the LWDF metric function of UE k over the RB n within TTI m,

and αk is a UE distinguishing parameter which determines the weight of its metric function

as:

αk = − log δk
Dmax
k

(5.25)

where δk is packet loss rate threshold of UE k, and Dmax
k is the packet delay budget of UE
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k.

In our framework, the optimal scheduler ideally targets to schedule all the queued

packets for all UEs (i.e., not just the head packets) on the M TTIs horizon. In this context,

we noted a potential shortcoming of the LWDF policy which hinders its utilization in our

optimal framework. That is, looking only at the DHOL,k results in scheduling all packets

belonging to the queue with the largest DHOL,k before other imminently expiring packets

belonging to other queues with smaller DHOL,k values. As a result, some users will per-

ceive good delay performance while others will not. To mitigate this issue and achieve fair

scheduling on the packet level in terms of the attained average packet delay per UE, our

scheduler proposes another policy which fits our optimal framework namely fair LWDF

(F-LWDF). The F-LWDF policy metric function is expressed as follows:

XF−LWDF
k,a (m) = W a

k (m) (5.26)

where W a
k (m) is the waiting time of the packet with index a in the queue of UE k up to

TTI m.

In contrast to the LWDF, our F-LWDF policy provisions the waiting time in the

queue for each packet in each UE buffer. Consequently, packets with the closest deadline

expiration are given high priority scheduling regardless of which UE buffer they belong to.

This way, our optimal scheme avoids the fairness issue of the LWDF policy.

On the other hand, optimizing the UE’s EE is achieved by increasing the bits-per-

joule metric. In other words, reducing the energy consumed by the UE’s receiver circuit

to receive and decode the same number of VoLTE packets. That reduction is attained by

minimizing the number of TTIs during which the UE’s receiver circuit is in the wake-up

state [78, 79] for receiving the VoLTE packets. Based on the model developed in [82] and

our pervious analysis in [69], the energy consumed by the UE’s receiver circuit within a

single TTI is given by:

Ek = Ts (midle Pidle + midle (Pon + Prx)) Joules (5.27)

where midle is a binary logic control variable to identify the UE’s operation state (i.e., idle

or active), Pidle is the idle state power consumption (equal to 0.5W [82]), Pon is the active
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state power consumption (equal to 1.53W [82]), and Prx is the base power consumed by

the receiver chain during the active state (equal to 0.42W [82]).

The packet delay jitter is defined as the time difference between two successive

packet delays for each UE buffer [93]. This can be expressed for two successive pack-

ets indexed as a− 1 and a as follows:

∆tk(a− 1, a) = Da,k −Da−1,k (5.28)

where Da,k is the queuing delay for packet a of UE k.

Substituting for Da,k and Da−1,k with their corresponding arrival and departure

times, the jitter could be further expressed in terms of the packets’ interarrival and in-

terdeparture times as follows:

∆tk(a− 1, a) =
(
tDa,k − t

A
a,k

)
−
(
tDa−1,k − t

A
a−1,k

)
=
(
tDa,k − t

D
a−1,k

)
−
(
tAa,k − t

A
a−1,k

)
= τDk (a− 1, a) − τAk (a− 1, a)

(5.29)

where tAa,k is the arrival time of the packet with index a to the buffer of UE k, tDa,k is the

departure time of the packet with index a from the buffer of UE k, τAk (a − 1, a) is the

interarrival time between packets a and a − 1 for UE k, and similarly τDk (a − 1, a) is the

interdeparture time.

In sum, for each UE, our proposed scheduler strives to minimize the circuit energy

consumption and packet delay jitter, expressed in (5.27) and (5.28) (or 5.29), respectively,

subject to the delay constraint provisioned by the fair policy expressed in (5.26). Thus,

the resource allocation optimization problem which addresses the previous objectives and

constraints can be formulated as follows:

Min

K∑
k=1

Ak(mo)∑
a=1

XF−LWDF
k,a (mo)

Dmax
k

mo+M−1∑
m=mo

N∑
n=1

(
TsPc Φk(m)+

∆tk(a− 1, a |m)Ψa
k(m,n)

)
(5.30a)
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Subject to
Ak(mo)∑
a=1

mo+M−1∑
m=mo

N∑
n=1

Bk(m,n)Ψa
k(m,n) ≥ ωk(mo), ∀k (5.30b)

Da
k(m)Ψa

k(m,n) ≤ Dmax
k , ∀k,m, n, a (5.30c)

K∑
k=1

Ψa
k(m,n) ≤ 1, ∀m,n, a (5.30d)

Ψa
k(m,n)− Φk(m) ≤ 0, ∀k,m, n, a (5.30e)(

Da
k(m) + tAa,k

)
Ψa
k(m,n) ≤(

Da+1
k (m) + tAa+1,k

)
Ψa+1
k (m,n), ∀k, a,m

(5.30f)

where Ak(mo) is the total number of queued packets in the buffer of UE k at TTI mo, Pc
is the UE’s constant power consumption within each TTI (i.e., Pidle in the idle state or

Pon+Prx in the active state), Φk(m) is a binary decision variable which indicates whether

the receiver circuit for UE k is turned on during TTIm or not, ∆tk(a−1, a |m) is the packet

delay jitter for packet a of UE k if scheduled at TTI m, Ψa
k(m,n) is a binary decision

variable which indicates whether packet a of UE k has been assigned to RB n during TTI

m or not, Bk(m,n) is the number of allocated bits for user k over RB n during TTI m,

ωk(mo) is the total buffer size (in bits) for UE k at the first TTI (i.e., mo) of the current

scheduling horizon, and Da
k(m) is the attained delay of packet a for UE k if scheduled at

TTI m.

It can be seen that the cost function defined in (5.30a) is a multi-objective function

which simultaneously minimizes the total energy consumed by each UE receiver circuit

and the packet delay jitter within a time horizon of single LTE frame (i.e., M= 10). As

previously explained, the optimization for each UE is weighted by the F-LWDF metric,

however, normalized by the packet delay budget. The first constraint in (5.30b) ensures

that all packets queued in each UE buffer until the beginning of the current scheduling

horizon, at TTI mo, is completely scheduled. The second constraint in (5.30c) sets a bound

to the scheduling of each packet in time with respect to the VoLTE packet delay budget.

The following constraint in (5.30d) restricts the allocation of each RB, within single TTI,

to only single UE to avoid intra-cell interference. The constraint in (5.30e) penalizes the
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cost function in each TTI with Pc if any UE is configured to be in the active state even

if receiving over single RB. The final constraint in (5.30f) ensures causal departure times

(i.e., first-in-first-out) for the packets with respect to their arrival times.

The formulation in (5.30) might be unfeasible in situations where the UE’s channel

capacities are not sufficient to accommodate all packets waiting in the buffers for all UEs.

Hence, an alternative practical formulation should consider two important factors. First,

the channel capacity limitation for some UEs. Second, the priority of each UE packet in

case the total number of packets for all UEs exceeds the number of available RBs. To meet

these conditions, we adopt the penalty method [87] to relax the constraint in (5.30b). The

new unconstrained formulation can be written as follows:

Min

K∑
k=1

Ak(mo)∑
a=1

XF−LWDF
k,a (mo)

Dmax
k

{
mo+M−1∑
m=mo

N∑
n=1

(
TsPc Φk(m)+

∆tk(a− 1, a |m)Ψa
k(m,n)

)

+

(
ωk(mo)−

mo+M−1∑
m=mo

N∑
n=1

Bk(m,n)Ψa
k(m,n)

)}
(5.31a)

Subject to
Ak(mo)∑
a=1

mo+M−1∑
m=mo

N∑
n=1

Bk(m,n)Ψa
k(m,n) ≤ ωk(mo), ∀k (5.31b)

(5.30c), (5.30d), (5.30e), and(5.30f) (5.31c)

The new term, commonly known as the penalty function, added to the cost function

in (5.31a) allows the scheduler taking decisions to schedule as much packets as possible

for all UEs based on the normalized F-LWDF weight for each UE packet.

Despite the fact that the formulation in (5.31) addresses the feasibility issue inherent

in that of (5.30), it retains a discrete time stochastic nature which complicates its solution

approach. In particular, the optimization of the jitter term ∆tk(a − 1, a |m)Ψa
k(m,n) has

a huge solution space due to the recursive dependency between the jitter of the Ak packets

for each UE. Although constrained Markov decision process (MDP) formulation is one

way to solve such type of problems, the solution of MDPs is known to suffer from the

dimensionality problem [103]. In (5.31), that dimensionality is function of K, Ak(mo),
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and M . As a result, we propose two different low complexity heuristic algorithms in the

following subsection to solve the problem in (5.31).

5.3.3 Heuristic Algorithms

In this subsection, two computationally efficient heuristic schemes are proposed for solving

the posited optimal energy and jitter efficient VoLTE scheduling problem formulated in

(5.31). It is imperative to point out that in the heuristic domain, for both schemes, the fair

delay-aware scheduling for the VoLTE users can be easily achieved using the LWDF policy.

This is in contrast to the F-LWDF policy that was designed for the optimal model in (5.31).

The reason is that the heuristic algorithm, as will be explained in the next paragraphs,

schedules a single packet per each UE at a time. Thus, both of the proposed schemes use

the same LWDF policy for prioritizing UEs. In particular, in each iteration, the proposed

algorithms schedule only the head packet of each UE (i.e., one at a time). The head packet

with the largest LWDF metric value (i.e., closest expiration deadline) goes first until the

last head packet having the least metric value. The algorithms continues, in iterations, in

the fashion until all UEs buffers are empty or all RBs become allocated.

The first heuristic algorithm is explained in Table 5.1. The main strategy adopted

to optimize the packet delay jitter is allocating the best possible RB(s) which minimize

the difference between the packets interarrival and interdeparture times as highlighted in

(5.29). So for each UE packet, the RBs selected are those which minimize the absolute

difference between the average interarrival and the average interdeparture times of the past

scheduled packets for the same UE. As explained in the above paragraph, the main WHILE

loop in line 3 keeps iterating the algorithm until one of the stopping conditions is valid. It

shoud be noted that the function isempty(R) gives logical output 1 if the matrixR contains

at least one empty RB allocation. Prioritizing the UEs head packets based on the LWDF

policy is then done in lines 4 and 5. Based on the priority set, the algorithm allocates

suitable resources for each UE head packet, one at a time, using the FOR loop structure

in line 6. For each UE head packet, the algorithm calculates the absolute interarrival and

interdeparture times for the past scheduled packets (i.e., stored in the set A∗k) in line 8. In

line 9, the specific RBs (i.e., N∗) and their corresponding TTIs (i.e., M∗) which satisfy
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Table 5.1: Heuristic Algorithm 1

1: Require: K, M , N
2: Initialize emtpy RB allocations matrixR
3: while (isempty(R) AND Ak 6= 0, ∀ k) do
4: Calculate DHOL,k ∀ k
5: Idx = Sort(DHOL,k,′ descend′)
6: for i = 1 to K do
7: Set k = Idx(i)

8: Calculate
∣∣∣τAk (a− 1, a)

∣∣∣ , ∣∣∣τDk (a− 1, a))
∣∣∣ , ∀ a ∈ A∗k

9: Find N∗, M∗to satisfy FIFO
10: Update N∗, M∗based on Dmax

k
11: SortEE(N∗)
12: if length(A∗k) == 0 then
13: Find Ψa

k(m,n), a = HOLk, n ∈ N∗, m ∈M∗
14: UpdateR, A∗k, Ak
15: else if length(A∗k) == 1 then
16: Calculate

∣∣∆tk(A∗k, a |m)
∣∣ , ∀n ∈ N∗, m ∈M∗, a = HOLk

17: Sort (N∗,
∣∣∆tk(A∗k, a |m)

∣∣ ,′ ascend′)
18: Update M∗
19: Find Ψa

k(m,n), a = HOLk, n ∈ N∗, m ∈M∗
20: UpdateR, A∗k, Ak
21: else
22: Calculate

∣∣∣τAk (A∗k,last, a)
∣∣∣ , a = HOLk

23: Calculate
∣∣∣τDk (A∗k,last, a |m)

∣∣∣ , a = HOLk, m ∈M∗

24: SortJITTER1(N∗)
25: Update M∗
26: Find Ψa

k(m,n), a = HOLk, n ∈ N∗, m ∈M∗
27: UpdateR, A∗k, Ak
28: end if
29: end for
30: end while
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the FIFO constraint in (5.30f) are determined. The RBs and TTIs sets are then updated

in line 10 after dropping those which violate the delay constraint in (5.30c). The updated

RBs in the set N∗ are then sorted in descending order of their capacity in line 11, the

arrangement that leads to EE scheduling as proposed in [69]. Optimizing the packet delay

jitter is then achieved by re-sorting the RBs of line 11 based on the history of the scheduled

packets. This essentially goes through three possible cases. The first case, that is addressed

in lines 12-14, occurs only once at the beginning of the UE connection where no history

for scheduled packets exits. In this case no jitter optimization is needed, and the algorithm

finds the RBs based on their order in line 11. The algorithm then updates the RB allocation

matrix R, the set of scheduled packets indexes A∗k and the buffer size Ak. The second

case, in lines 15-20, occurs when only one packet exist in theA∗k. In this case, the algorithm

calculates the attained jitter (line 16) for the current UE head packet at each TTI for the RBs

sorted in line 11 with respect only to the delay of the scheduled packet (i.e., stored in A∗k).

Based on the jitter calculations, the RBs inN∗ are re-sorted (line 17) in an ascending order.

The algorithm then updates R, A∗k and Ak. Finally, the last case (lines 21-27) resembles

the steady state case where the UE has a history of scheduled packets (i.e., 2 packets or

more). In this case, and according to the setting in equation (5.29), the algorithm allocates

the best RB(s) for the current UE head packet (i.e., the packet awaiting scheduling) such

that the absolute difference between the means of interarrival and interdeparture times is

minimum. This is done by first calculating the absolute interarrival time (line 22) between

the current UE head packet and the last packet stored in A∗k (i.e., A∗k,last). Then, the

possible interdeparture times between the current packet andA∗k,last at each of the available

RBs in N∗ across the TTIs stored in M∗ are calculated in line 23. At each calculated

interdeparture time, the function SortJITTER1 concatenates that value and the interarrival

time to those of the history packets, calculated in line 8. The function, then, calculates

the absolute difference between the means of interarrival and interdeparture times. The

same calculation is repeated at all RBs in N∗ that belong to TTIs M∗. Based on these

calculations, the function SortJITTER1 re-sorts N∗ (i.e., initially sorted in line 11) in an

ascending order. The algorithm, then, finds the best RBs from the sorted list and updates

R, A∗k and Ak. The algorithm keeps iterating in the same fashion for the head packets (one

at a time) of the sorted UEs in line 5 until one of the WHILE stopping conditions becomes
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Table 5.2: Heuristic Algorithm 2

1: Require: K, M , N
2: Initialize emtpy RB allocations matrixR
3: while (isempty(R) AND Ak 6= 0, ∀ k) do
4: Calculate DHOL,k ∀ k
5: Idx = Sort(DHOL,k,′ descend′)
6: for i = 1 to K do
7: Set k = Idx(i)
8: Find N∗, M∗to satisfy FIFO
9: Update N∗, M∗based on Dmax

k
10: SortEE(N∗)
11: if length(A∗k) == 0 then
12: Find Ψa

k(m,n), a = HOLk, n ∈ N∗, m ∈M∗
13: UpdateR, A∗k, Ak
14: else
15: Calculate

∣∣∣∆tk(A∗k,last, a |m)
∣∣∣ , ∀n ∈ N∗, m ∈M∗, a = HOLk

16: SortJITTER2(N∗)
17: Update M∗
18: Find Ψa

k(m,n), a = HOLk, n ∈ N∗, m ∈M∗
19: UpdateR, A∗k, Ak
20: end if
21: end for
22: end while

valid.

In contrast to the first algorithm which considers the whole history of the scheduled

packets in optimizing the jitter of the future packets, the second proposed algorithm in

Table 5.2 only provisions the delay of the last scheduled packet to optimize the jitter of the

following packet in an instantaneous manner. Thus, only two cases exist when optimizing

the packet delay jitter. The first case, expressed in lines 11-13, is similar to that of algorithm

1 (i.e., lines 12-14 ) where no jitter is existing and only EE scheduling takes place. The

second case, addressed in lines 14-19, utilizes the function SortJITTER2 which re-sorts

RBs in an ascending order in reference to the attained jitter between the delays of the

current head packet and the last recorded packet in A∗k (i.e., A∗k,last) at each TTI in M∗.

According to the previous discussion of the two algorithms, it could be seen that al-

gorithm 1 has higher complexity than algorithm 2 in terms of the memory requirement and
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jitter optimization which both depend on the whole history of scheduled packets. How-

ever, the Big O notation is known to be the formal representation for the computational

complexity. For algorithm 1, the complexity for the sorting in line 5 is O(KlogK). Hav-

ing a single VoLTE packet arrival every 20msec during the ON period with an average

duration of 3sec, each of the interarrival and interdeparture times calculation in line 8 has

the order of O(25Ttot,k), where Ttot,k is the total duration for UE-k VoLTE connection

and 25Ttot,k is the approximate average number of VoLTE packets generated for UE-

k throughout its connection. The searching operation in line 9, as well as in line 10,

has the complexity of O(MN ). Similar to line 5, the complexity of the sorting func-

tion in line 11 is O(MN log(MN )). Lastly, the worst complexity for the if-statement in

line 12 corresponds to the third case (i.e., lines 22-27) and is equal to O(MN ), MN

O(25Ttot,k)+O(MN log(MN )) and O(MN ) for lines 23, 24 and 26, respectively. Since

Ttot,k >> NM log(NM ). Therefore, the asymptotic upper limit for the complexity of

algorithm 1 is approximately KMN O(25Ttot,k), where the factor K corresponds to the

FOR loop in line 6. Similarly, inspecting the second algorithm in Table 5.2, the complexity

order for algorithm 2 is approximately 4K O(MN )+ 2K O(MN log(MN )). To summa-

rize, algorithm 2 is obviously computationally more efficient by a factor of 25Ttot,k (i.e.,

equivalent to the UE-k buffer length history).

5.3.4 Numerical Simulations

In this subsection, the performance of the proposed schemes is investigated in comparison

with the energy efficient scheduling scheme proposed in [78], named as the green resource

allocation (GRA) scheme. It should be noted that the GRA scheme is primarily designed

to optimize only the UE’s EE subject to fairness among users. Thus, and to ensure fair

comparison, we implemented different delay-aware versions of it supported by well known

real-time traffic scheduling policies such as LWDF, M-LWDF [104] and EXP [105]. The

propagation channel for each UE is independently modeled as a quasi-static block Rayleigh

(QSBR) fading channel [14] with an average SNR of 10dB. More specifically, the channel

gain and phase are characterized by time selectivity from one TTI to another and frequency

selectivity from one sub-band to another. The 3MHz LTE channel is utilized, and hence,
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Figure 5.7: Energy efficiency

15 RBs are available in each TTI. For each UE buffer, VoLTE packets are generated using

the adaptive multirate (AMR) codec based model used in [106]. The model employs the

ON-OFF process which simulates the talk (ON) and silence (OFF) periods of a voice con-

versation. The duration of the ON and OFF periods are negative exponentially distributed

with an average of 3sec. Setting the AMR codec to a rate of 12.2Kbps, VoLTE packets are

generated during the the ON period with a size of 244 bits at a 20msec of interarrival time.

We investigate the system’s performance under increasing traffic loads by increasing the

number of VoLTE UEs from 50 to 400 in a steps of 50 for a total simulation time of 500sec

(i.e., 50k LTE frames). It is worth mentioning that decreasing the step size for the number

of UEs within the same selected range did not change the general trends of the obtained

results.

The results in Fig. 5.7 show the EE performance for our proposed schedulers com-

pared to the aforementioned existing schemes. For all schemes, the EE generally drops as

the number of UEs increases due to the network’s high traffic load which limits the EE op-

timization ability of the scheduler. The EE performance of our proposed schemes is found

to be lower than all other traditional schemes. However, this was found to be the cost of
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Figure 5.8: Average packet delay jitter

improving the delay jitter performance by a substantial high percentage (compared to that

of the EE loss) as shown in Fig. 5.8. This EE/jitter trade-off is attributed to the fact that

our proposed jitter-efficient resource allocation algorithms tend to statistically spread out

the scheduling of resources in time to compensate for the jitter. That behavior is totally

opposite to the EE scheduling [79] which targets to minimize the UE’s active periods of re-

ception to conserve the battery energy. The trade-off is quantitatively illustrated in Fig. 5.9

and confirms the importance of our proposed schedulers. For instance, scheme 2 was found

to achieve at least 65% improvement in the jitter performance at the expense of 25% loss

in the EE (compared to the GRA-EXP scheme) when the system is highly congested.

Fig. 5.9 also shows that the proposed scheme 2 is attaining a better trade-off com-

pared to scheme 1. This pertains to the jitter optimization mechanism of scheme 1 that

is dependent on the jitter history of past scheduled packets. This dependence essentially

creates a jitter adjustment error, for each packet, that accumulates over time and directly

affects the allocation time of resources (i.e., EE). The effect of that error becomes even

worse at highly loaded system. On the other side, scheme 2 adjusts the delay jitter for each

packet only based on the departure time of the last scheduled packet in the queue. Thus,
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Figure 5.9: EE vs. packet delay jitter trade-off

the jitter adjustment error imposed by scheme 1 does not exist in scheme 2.

Not only the EE loss is found to be the cost of improving the delay jitter perfor-

mance for our proposed schemes, but also the average packet delay as shown in Fig. 5.10.

As expected, the EXP rule-based scheduler shows the best delay performance compared to

the M-LWDF and LWDF policies, however, the worst jitter performance. The increased

average packet delay for our jitter efficient schedulers is understood in light of their design

nature. That is, improving the jitter dictates that the scheduler keeps the delay variation be-

tween successive packets as low as possible. With this in mind, any packet which happens

to experience a large delay value, the scheduler strives to keep this large delay unchanged

for all subsequent packets to achieve low delay jitter.

Finally, in terms of fairness, Fig. 5.11 depicts the Jain Fairness Index (JFI) [107]

in terms of the average packet delay for all schemes. The results confirm that our pro-

posed schedulers attain comparable fairness (even better at high network load) compared

to others.
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Figure 5.10: Average packet delay

Figure 5.11: JFI
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5.4 Chapter Summary

In the first part of this chapter an extensive analytical model for the delay jitter in the single-

queue-single-server queuing system has been presented. The parameters affecting the delay

jitter were found to change according to the system’s utilization level and the service statis-

tics of the queue. The presented expressions were tested via numerical simulations and

were found to be accurate. The presented formulas could be augmented for deriving jitter

formulas of large scale scenarios needed for designing jitter-aware packet schedulers in the

current 4G networks. The insights gained in this part were then utilized, in the second

part of the chapter, to design jitter-efficient heuristic packet scheduling algorithms for LTE

networks.

In the second part, a novel perspective for the UE’s EE in the LTE downlink was

presented. Considering a real-time VoLTE traffic, the presented framework revealed an in-

herent trade-off between the EE and the delay jitter performance. The resource allocation

problem was formulated as a binary integer programming (BIP). Due to the jitter opti-

mization problem intractability, two computationally efficient heuristic algorithms were

designed for the proposed scheduler. The proposed low complexity heuristic schedulers

were able to strike a proper balance between the EE and the attained QoS, in terms of delay

jitter, constrained by a fixed packet delay budget. Numerical results confirm that a substan-

tial improvement in terms of the EE versus the delay jitter was fulfilled by our proposed

schedulers compared to existing state-of-the-art schedulers.
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Chapter 6

Studying the Energy/Delay Jitter Efficiencies

Trade-off in Heterogeneous Traffic LTE

Networks with QoS Awareness

6.1 Introduction

The staggering leap that occurred in the wireless technologies field has resulted in a tremen-

dous expansion for the wireless market. Two big industries have remarkably and simulta-

neously emerged as a result of that expansion, that are, multimedia services and smart cell

phones.

As one can remember, the multimedia services started with the first deployment of

the 2G system namely the global system for mobile communications (GSM) system in the

beginning of the 90’s of the last century by just sending text, small images and short voice

messages. Getting down the wireless communications standards road, today’s LTE (i.e.,

4G) smart cell phone is simply capable of replacing any other electronic device such as

laptop computers, GPS devices, and cameras. More specifically, with the aid of the super

fast data transfer rates (i.e., ultimately 300Mbit/s in downlink, and 75Mbit/s in uplink for

the 20MHz channel [10]), the LTE smart cell phone has enabled a wide spectrum of mul-

timedia services which range from VoIP, web-browsing, e-mail and social networking to

data demanding services such as: Netflix and YouTube streaming, and interactive online

gaming. Furthermore, it is envisioned that in the fast approaching new wireless technology,

A version of this chapter is submitted to [108].



Chapter 6: Studying the Energy/Delay Jitter Efficiencies Trade-off in Heterogeneous Traffic LTE Networks
with QoS Awareness 136

known as the 5G [109, 110, 111], the wireless network will become a massive integrated en-

vironment of diversified devices and data services. That ambitious concept is known as the

internet of things (IoT) [41, 112]. The IoT network will be seamlessly connecting the smart

cell phone with the physical world (e.g., intelligent traffic and transportation systems, smart

grids, smart homes, health monitoring systems, media, environmental monitoring systems

and emergency services) for creating better opportunities based on the user’s location and

mindset in terms of economic benefits, security, medical care and green environment. As

a result of all of these advancements that occurred and those which are expected to come

in the near future, the new wireless era (i.e., delivered by the 5G and IoT technologies) is

evidently going to have an even bigger effect on people’s daily life.

6.1.1 Research Problem

Despite all of the promising capabilities that the current 4G system is delivering or even

those coming in the future 5G system, one major problem which occupies the attention

of both the mobile users and operators, and hence, the research and idustrial communities

is the Energy Efficiency (EE). The problem is getting even more exigent with the rock-

eting progression of the wireless standards and data hungry multimedia services. From

the user’s viewpoint, the EE problem is perceived as the insistent need of having today’s

smart cell phones with longer battery lifetime than what the current battery technology is

delivering while maintaining the increasing processing power needs [113]. Nevertheless,

from the operator’s perspective, all carriers seek to reduce the high operational expenditure

(OPEX) coming from the electricity consumption bills and to meet the new governments’

regulations: for conserving the environment’s natural resources, and decreasing the carbon

footprint.

In this work, we tackle the EE problem from the UE’s side. Our previous work in

[69] has invesitgated the EE improvement while considering the effective bandwidth re-

quirements [101]. However, in this work, we provide a dual insight on both of the system’s

EE and delay jitter performance (for real-time services) while concurrently considering

real behavior of different traffic types with different QoS requirements. In particular, for

real-time and jitter-sensitive traffic, our framework targets to simultaneously improve the
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UE’s EE and the packet delay jitter performance while meeting strict packet delay or rate

constraints. This is in contrast to the majority of the published works which target improv-

ing the EE while only meeting certain delay or rate constraints and disregarding the delay

jitter (i.e., fundamental QoS metric for most real-time applications). On the other hand,

for non real-time traffics, the objective is to improve the UE’s EE subject to throughput re-

quirements and the fair distribution of the cell throughput among multiple users, with less

strict packet delay constraints.

6.1.2 Related Work

The problem of improving the EE has become a fundametal aspect of modern wireless ac-

cess networks, and hence, has been heavily studied in the literature [72]. One of the most

popular metrics used to define the EE is the bits-per-joule metric. Bits-per-joule is defined

as the number of information bits transmitted (or received) per each unit joule consumed.

Thus, based on that definition, improving the EE is achieved by two regimes. The first is

equivelant to increasing the number of transmitted (or received) bits (i.e., throughput) per

each joule consumed by the transceiver circuit, while the second is conversely equivelant to

decreasing the amount of energy consumed for the same amount of information transmitted

(or received) by the transceiver circuit. Despite the fact that the two regimes seem to be

bilateral, they are found to be used distinctly under two major classifications of the resource

allocations problems, namely rate and margin adaption (RA and MA) [114]. The RA prob-

lem corresponds to the first regime, whereas the MA problem corresponds to the second.

Although both of the RA and MA regimes appear to increase the bits-per-joule metric,

the MA is generally considered to be crucial for energy-efficient scheduling especially for

battery-limited hand-held devices [115]. Based on our research problem highlighted in the

previous section, we strictly consider throughout the following survey the EE from the UE

side either in the uplink or downlink. Hence, we focus in the following discussions on the

MA regime only from the UE side.

Despite having similar definition, the application of the MA regime for improving

the UE’s EE in the uplink differs from that in the downlink. In the uplink, it either adapts

the UE’s transmission rate and power based on both of the channel and buffer states [116],
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or uses a stricter mechanism to schedule the UE to transmit at time instances during which

the channel’s signal-to-noise ratio (SNR) is high subject to delay constaints. The strict

scheduling mechanism is denoted as stochastic scheduling [117]. The optimal EE per-

formance for the MA-based scheduler in the uplink usually comes at the expense of the

average packet delay, and hence, the buffer overflow and the packet loss rate (PLR). In

the downlink, the MA regime is mainly time-based and is commonly known as power-

management approach [78]. More specifically, the UE’s EE in decoding the received data

packets dictates scheduling the UE to turn on its receiver circuits in the minimum possible

transmission time intervals (TTIs) (i.e., equivalent to the minimum possible energy con-

sumption) to receive the same amount of data bits. The most popular power-management

approach is the one currently implemented in LTE networks and is known as the discontin-

uous reception (DRX) mechanism [79]. It should be noted that the application of the MA

regime for optimizing the UE’s EE in the downlink is found to be less studied in literature

compared to that in the uplink. As a result, we directed our efforts in our previous work

[69] as well as in this work for studying the EE problem in the downlink from the UE side

by designing suitable MA-based scheduling schemes.

Regardless of whether studying the problem in the uplink or the downlink, the major

complexity of addressing the EE problem is generally due to other associated conflicting

constraints from one side and the limited availability of spectral resources from the other

side. That intricate and manifold picture could be explained as seeking an energy-efficient

operation for the UE while fulfilling some stringent QoS levels (i.e., rate or delay) and some

degrees of fairness among different users (or different traffic classes) with a scarce spectral

resources over time and frequency varying channels. In the following paragraphs, various

examples of that picture (in both of the uplink and downlink) are provided to shed light

on some of the recent works published in the literature in the context of energy-efficient

wireless communications for battery-limited devices.

In the uplink, extensive studies have been conducted. Some of these works were

reported in [1, 59, 60, 65, 118, 119] and summarized in Table 6.1.

In the downlink, although numerous works (e.g., [73, 75, 77]) studied the EE problem

yet few of them [69, 74, 78, 79, 120] have considered it from the UE side. This can be

attributed to the common belief that the uplink power consumption dominates the UE’s
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battery power consumption budget [65] because of the RF power requirements, especially

at poor channel conditions and long distance transmission. However, according to the

experimental results reported in [82], the UE’s power consumed by the receiver’s baseband

and RF circuits for decoding the received data in the downlink occupies at least 40% of the

total power consumption budget. As a result, the UE’s EE in the downlink turned out to

be of significant importance and worth studying unlike what was commonly believed. A

summary of the works which have considered the UE’s EE in the downlink is provided in

Table 6.1.

Table 6.1: Some of the recent EE schedulers reported in literature

Ref.
Link direc-
tion

Problem description Solution methodology

[1] Uplink Minimizing the total transmit power for

all UEs in an LTE cell subject to rate,

delay and maximum transmit power

constraints within single TTI.

• Two low complexity heuristic sched-

ulers based on the greedy algorithm

were proposed to solve the resource al-

location problem.

• The optimal scheduler is formulated

as a binary integer programming (BIP)

problem to benchmark the proposed

heuristic schemes.

[59] Uplink Developing an energy-efficient SC-

FDMA packet scheduler which re-

duces the transmit power allocation

per unit time constrained by a fixed

transmission rate and the on-going re-

transmissions of the synchronous hy-

brid automatic repeat request (HARQ).

• To eliminate the ARQ blocking, the

author proposed a method for limiting

the number of new transmissions within

the ARQ window by appropriately se-

lecting the duration of the scheduling

epoch.

• The author proposed two power-

efficient heuristic schedulers which

showed comparable performance to

the optimal method with reduced

complexity.
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[60] Uplink In contrast to [1], a global optimal

scheduler for minimizing the power

sum of all UE’s subject to delay con-

straints was proposed.

• The scheduling process is formulated

as a dynamic programming (DP) prob-

lem.

• The proposed framework considers the

dynamic nature of the traffic load and

the maximum transmit power thresh-

old.

• Two low complexity heuristic sched-

ulers were proposed to solve the DP

problem.

[65] Uplink Developing a low complexity energy-

efficient scheme compared to a previ-

ously proposed (by the same authors) it-

erative search approach while maintain-

ing proportional fairness among users

for an OFDMA system.

• Utilizing the time-average bits-per-

joule metric, the author derived a closed

form expression for the user’s energy-

efficient link adaptation followed by an

expression for the energy-efficient re-

source allocation.

• The author compared the proposed

schemes with the global optimal solu-

tions that were found by an exhaustive

searches.

[118] Uplink Minimizing the average transmission

energy subject to packet delay con-

straints for a single user time-slotted

system.

• Packet scheduling policy that utilizes

the time correlation properties in Pois-

son traffic.

• The QoS is provisioned by studying

the (maximum transmission rate/buffer

overload probability) and (queue

size/PLR) relationships.
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[119] Uplink Minimizing the average transmission

energy, for an individual point-to-point

wireless link, constrained by an upper

bound time deadline for transmitting

certain amount of data and a specified

signal’s power level at the receiver.

• The proposed scheduling policy ex-

ploits the time-varying channel charac-

teristics to find the energy-optimal time

instant to communicate based on the

optimal stopping theory.

• The proposed scheduler uses a finite de-

cision horizon by considering QoS con-

straints.

• The proposed scheduler provisions the

trade-off between the EE (i.e., hold-

ing the transmission for better channel

conditions) and the energy consump-

tion cost of further channel observation

constrained by the time deadline.

[69] Downlink Increasing the UE’s EE and the sys-

tem’s admittance capacity subject to

various effective bandwidth constraints.
• An optimal framework which mini-

mizes the energy consumption of the

UE receiver circuit while satisfying a

constant rate (i.e., effective bandwidth)

constraint was proposed. The frame-

work has utilized a novel predictive

scheduling scheme employing a cloud-

based ray tracing channel prediction.

• A low complexity heuristic algorithm

to solve the optimal formulation was

proposed.

[74] Downlink Jointly optimizing the base station and

the UE EE in the OFDMA system sub-

ject to non guaranteed bit rate (NGBR)

and delay constrains.

• A general optimization formulation to

jointly minimize both of the UE circuit

power consumption and the base station

transmit power consumption was pro-

vided.

• Due to the non-convexity and in-

tractability of the joint formulation, a

sub-optimal method was proposed to

approximate the solution of the prob-

lem on the expense of the achieved rate.
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[78] Downlink Optimizing the UE’s EE in OFDMA

systems subject to fairness. • A nonlinear integer formulation for

minimizing the number of wake-up

TTIs during which the UE turns its re-

ceiver circuit ON to decode the down-

link traffic was provided.

• To solve the optimization problem, an

iterative search algorithm was proposed

to efficiently reach the optimal solution.

• The proposed algorithm utilizes the fact

that the global optimal solution, for the

nonlinear problem, is located at one of

the vertexes of a polytope which en-

closes all the feasible solutions.

[79] Downlink Conserving the LTE mobile terminal’s

battery power using the enhanced DRX

mechanism while maintaining certain

bounds for the packet delays.

• The power saving methods in both of

the LTE network connected and idle

states are discussed.

• The optimum criteria for selecting the

DRX mode and the DRX parameters, to

maximize the power efficiency and re-

duce the UE wake-up time (i.e., packet

delays), was presented.

[120] Downlink Same as [74]. However, unlike [78], a

frequency selective fading is assumed.

Moreover, the problem was formulated

as a BIP problem.

• A BIP formulation for the joint opti-

mization of the receiving and transmit-

ting energies of the UE and the base sta-

tion, respectively, was provided.

• To solve the BIP problem, a time-slot

oriented column generation based algo-

rithm was proposed. The algorithm is

based on splitting the original problem

into two sub-problems and solving each

separately.



Chapter 6: Studying the Energy/Delay Jitter Efficiencies Trade-off in Heterogeneous Traffic LTE Networks
with QoS Awareness 143

6.1.3 Scope and Contribution

In this work, we consider the LTE downlink with the frame structure type 1 (i.e., frequency

devision duplexing (FDD) oriented) [11]. After thoroughly searching the literature, none of

the published works in the context of energy-efficient radio resource allocation for battery-

limited devices in the OFDMA system has considered the packet delay jitter as a target QoS

metric for real-time traffics. Even with those few works found to be dealing with the EE

problem from the UE side in the downlink [69, 74, 78, 79, 120], none of them considered

the delay jitter performance of real-time (and jitter-sensitive) traffic flows. Therefore, in this

chapter we propose an energy and jitter efficient predictive scheduler for battery-limited

devices in downlink LTE systems. The proposed scheduler strives to achieve dual optimal

energy and jitter performances while satisfying other heterogeneous QoS requirements.

In our framework, the proposed scheduler deals with three different metric func-

tions each of which characterizes a distinct QoS class. The metric functions used are for

best-effort, rate-constrained and delay-constrained traffic types. That is the most common

classification used for provisioning the QoS of wireless networks [13, 81, 121]. Each QoS

class is represented by a single unique traffic type. The scheduler deals fairly with the

heterogeneous QoS classes using the utility-based scheduling methodology [81]. In addi-

tion to the traditional metric functions of each of the three aforementioned QoS classes, a

new metric function (for the delay-constrained class) is proposed to address the delay jitter

QoS metric simulatenously with the delay requirment. The proposed optimization problem

has a dynamic objective function which changes based on the target traffic type (i.e., QoS

class). In particular, when allocating resources to jitter-sensitive traffic, the objective func-

tion incorporates two objectives which are the EE and the delay jitter performance. For all

other jitter-insensitive traffics, the EE is the only objective targeted by the scheduler. The

constraints (i.e., delay and rate) are also dependent on the traffic type. The resource alloca-

tion problem is solved twice with respect to the scheduling time granularity. The scheduler

first solves the optimization problem by utlizing the channel and buffer states’ information

(CSI and BSI, respectively) within a single LTE frame horizon (i.e., 10msec of duration)

similar to most traditional schedulers, and shows the EE versus delay jitter trade-off. Then

in another higher predictive level, the scheduler utilizes our previously proposed C-RAN
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based ray tracing predictive scheduling model [69] to solve the optimization problem in

a longer time horizon (i.e., multiple LTE frames). Since we do not consider any traffic

prediction method, the short-term knowledge of the BSI essentially limits the performance

of our proposed predictive scheduler despite the available future CSI (i.e., provided by our

previous predictive model [69]). To overcome that problem, we propose a sliding window

mechanism to ensure efficient operation for our predictive scheduler targeting better EE

and delay jitter performance compared to traditional short range schedulers.

The contributions of this work are summarized as follows:

• We propose an optimal packet scheduling framework for improving the UE’s EE

and the delay jitter performance for real-time traffic flows in presence of heteroge-

neous traffic requirements for the downlink of LTE networks. The resource allo-

cation problem is formulated as a mutli-objective integer linear programming (i.e.,

binary integer programming (BIP)) problem.

• To ensure the ability of our proposed scheduler in supporting different QoS re-

quirements, the proposed framework utilizes the popular utility-based scheduling

approach to simultaneously deal with different traffic types which belong to best-

effort, rate-constrained and delay-constrained QoS classes.

• We propose a two stage paradigm for improving the packet delay jitter. In the first

stage, a newly proposed metric function that keeps monitoring the jitter performance

(besides the delay) is used for jitter-sensitive connections. In particular, the conven-

tional delay metric function is altered by the delay jitter resulting in a composite

delay/jitter prioritization scheme. In the second stage, two jitter-efficient resource

allocation mechanisms are proposed for minimizing the packet delay jitter.

• We propose two different heuristic versions of our packet scheduler based on the

scheduling granularity. The first version tackles the EE/delay jitter problem within

the commonly employed time horizon of single LTE frame. The second version

provisions further potential in improving the EE and delay jitter performances by

utilizing our previously proposed cloud-based predictive scheduling model. For bet-

ter referencing throughout the text, we denote the first and second versions by short

range version (SRV) and predictive version (PRV), respectively.

• To enable the PRV version of our proposed scheduler, a window-based mechanism
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is proposed to alleviate the short-term BSI/long-term CSI imbalance problem.

• To address the complexity of the optimal scheduler, a total of four heuristic algo-

rithms are proposed based on the designed jitter control mechanisms for each version

of our proposed scheduler.

The rest of this chapter is organized as follows: Section 6.2 presents the system

model, design objectives, and the proposed utility-based energy and jitter efficient packet

scheduler. A literature survey focusing on modelling and controlling delay jitter for real-

time traffic is provided in Section 6.3. The formulation of the resource allocation problem

describing our proposed scheduler is thoroughly studied in Section 6.4. Section 6.5 intro-

duces various low complexity heuristic solutions for solving the formulation of Section 6.4.

Numerical validation of our proposed schemes compared to other existing schemes is pro-

vided in Section 6.6. Finally, Section 6.7 concludes the chapter.

6.2 System Model

We focus on a single cell of downlink LTE system that employs the OFDMA access tech-

nique. As shown in Fig. 6.1, the radio access part of the mobile network centralizes a

pool of traditional base stations (i.e., base band units (BBUs)) in a virtual cloud of shared

wireless resources. The evolving architecture is known as centralized radio access network

(C-RAN) [80]. At a glance, the C-RAN architecture offers greener and more cooperative

cloud computing solution compared to the traditional RAN architecture. It allows dynamic

sharing of baseband processing resources, reduction of the cost of building and mainte-

nance for fixed base station sites, increasing the system resource utilization, and energy

savings.

In addition to its C-RAN based architecture, the studied model of Fig. 6.1 illustrates

the structure of the proposed downlink scheduling system. It is close to our earlier model

proposed in [69]. However, it is more precise in dealing with heterogeneous traffic QoS

requirements. In [69], the model provisioned the QoS requirements of each UE connection

by ultimately meeting its effective bandwidth [101]. In this work, the employed model (i.e.,

depicted in Fig. 6.1) distinctly provisions the QoS requirements of each UE connection (i.e.,

bearer) type based on its target metrics (e.g., rate, delay, jitter and average throughput). That
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Figure 6.1: System model

is done using the real-time QoS hypervisor which is responsible for monitoring the QoS

level of each UE connection in a strict and timely manner. Based on the attained QoS levels

and the QoS class metrics, the packet scheduler is configured using a scheduler controller.

The controller is used to set the appropriate resource allocation algorithm, metric function

parameters and the solution space (i.e., scheduling time granularity) of the packet scheduler.

The detailed structure of the packet scheduler is provided and explained later in Fig. 6.2.

As will be shown later in Section 6.5, despite having the utility-based approach as the

main prioritization scheme between different QoS connections, the proposed packet sched-

uler implements different resource allocation algorithms for real-time connections (e.g.,

VoIP) than that used for non real-time connections (e.g., video streaming and FTP). The

difference is due to designing jitter-efficient resource allocation algorithms for real-time

(i.e., jitter-sensitive) applications which directly tackle the packet delay jitter requirement.

This is unlike most of the published works which loosely assume acceptable jitter perfor-
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mance by just meeting certain level for the average packet delay. As mentioned before, the

selection of the appropriate resource allocation algorithm is the controller’s first function.

The second function for the controller is to configure the priority weighting factors or even

the metric function itself (as will be shown later in the case of VoIP). This is done for differ-

ent QoS classes either in a dynamic manner or based on the operator’s revenue policy. Last

but not least, the scheduler controller can potentially enhance the system’s performance,

in terms of EE and jitter, by dynamically expanding the scheduler’s time granularity. The

expansion is based on the UE’s channel future statistics and how far the UE’s connection is

from meeting the target QoS levels. The channel future statistics for each UE is predicted

using a single processing thread from the pool of shared RT engines available in the cloud.

As thoroughly explained in our earlier work in [69], the RT engine is capable of accu-

rately pre-estimating the UE’s propagation characteristics by just knowing the geometrical

and morphological description of the propagation environment [18, 33] and the UE’s geo-

graphical location. As proven in [69], increasing the scheduling time granularity supported

by an accurate RT knowledge about the UE’s future channel conditions has a significant

impact on the system’s EE performance. However, on the expense of the computational

complexity. In this chapter, we proposes different framework that rigorously considers a

heterogeneous traffic environment. The framework utilizes a predictive approach, as [69],

in the second part of our analysis to further investigate its impact on the overall system’s

performance and trade-offs. Those results will be evaluated in comparison with those for

the initially proposed short range schedulers that work within the traditional scheduling

time horizon (i.e., typically single frame) without the need for future RT channel predic-

tions. More specifically, in the first part of our study we propose two different heuristic

algorithms for the QoS-aware energy and jitter efficient scheduler designed primarily to

work within a single LTE frame duration (i.e., 10msec). For simple identification purposes,

the proposed schedulers take the label SRV. In the second part, we redesign two more pre-

dictive versions of the SRV schedulers, labeled as PRV. The predictive versions schedule

the users’ traffic reception for multiple future frames by taking advantage of future RT-

based CSI predictions in conjunction with another proposed window mechanism which

addresses the UEs’ short-term BSI. The reason behind designing the PRV schedulers is to

investigate the upper bound for the overall system performance, and ultimately improve it,
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over our initially proposed SRV schedulers and other schedulers existing in the literature.

As illustrated in Fig. 6.1, we assume that the evolved Node B (eNB) (remote radio

unit (RRU) as it is sometimes labeled in the C-RAN context) is located at the center of

the cell and communicates with K UEs. As conventionally known in LTE, the total cell

bandwidth is equally divided into N OFDMA resource blocks (RBs) each containing 12

sub-carriers with an overall bandwidth of 180kHz (i.e., 15kHz bandwidth for each sub-

carrier). Considering the LTE’s frequency division duplexing (FDD) frame structure, each

single frame consists of 10 subframes (TTIs) with a 1msec duration for each. According

to the LTE standard [11], the eNB generally schedules the downlink transmissions for each

UE over the physical downlink shared channel (PDSCH) during one TTI at a time. How-

ever, in our framework we assume that the normal setting of the eNB’s packet scheduler

is capable of scheduling downlink transmissions for the whole frame at a time. This is

supported by the fact that the standard periodic channel state reporting mechanism [11] for

the UE over the physical uplink control channel (PUCCH) - or the physical uplink shared

channel (PUSCH) - can span up to 160msec intervals which is much greater than the frame

duration. Moreover, utilizing our previously proposed RT-based model [69] for the eNB’s

scheduler in its simplest setting (i.e., CSI prediction for single frame at a time), the eNB

becomes aware of the UE’s CSI for the whole frame, and thus, capable of scheduling the

whole frame transmissions at once. The CSI knowledge is an essential information for the

eNB to adapt the modulation and coding scheme (MCS), and hence, the transport block

size per TTI, based on the UE’s channel condition (i.e., effective SNR γk) to maintain tar-

get block error rate (BLER) level. In a higher level, as explained in the previous paragraph,

our proposed PRV schedulers empower the eNB to efficiently schedule the UEs’ downlink

data across multiple future frames as will be discussed later in Section 6.5.

6.2.1 Utility-Based Scheduling

The eNB is assumed to send Hk connections for each of the K UEs located within the cell

coverage area. For the sake of studying the practical scheduling problem in a heterogeneous

traffic network, each of the UE’s connections is assumed to belong to one of three QoS

classes. The classes which are widely adopted are: average throughput, rate-constrained
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and delay-constrained. Those classes are used to characterize the QoS requirements for

best-effort (i.e., NGBR), rate and delay sensitive (i.e., GBR) traffic types, respectively.

Unlike the previous works, in our framework we further add the delay jitter for the delay-

sensitive QoS class as a QoS metric which is optimized simultaneously with the EE while

provisioning the delay metric. As will be elaborated in Sections 6.4 and 6.5, the delay jitter

optimization takes place in two stages. In the first stage, the conventional delay metric

function [81] is adjusted by the jitter metric as follows:

Xh
k (m) = αk(h)−

Dh
k (m)

Dmax −
∆thk(m)

∆tmax , ∀k ∈ K, h ∈ D∗ (6.1)

where Xh
k (m) is the metric function for connection index h of UE k at TTI m, αk(h)

is a weighting factor designated for the QoS class characterizing the connection h of UE

k such that 0 ≤ αk(h) ≤ 1, Dh
k (m) is the average packet delay for connection h of

UE k experienced up to TTI m, Dmax is the packet delay budget for delay-constrained

connections, ∆thk(m) is the attained average packet delay jitter for connection h of UE k

until TTI m, ∆tmax is a predefined threshold for the packet delay jitter, and D∗ is the set

of indexes for delay/jitter sensitive connections among the K UEs. The second stage of

optimizing the delay jitter resides in the jitter-efficient resource allocation algorithms that

will be discussed in Section 6.5.

For the other two classes of traffic (i.e., best-effort and rate-constrained), we utilize

the metric functions defined in [81] as follows:

Xh
k (m) =

Shk (m)

maxh

{
Shk (m)

} − αk(h), ∀k ∈ K, h ∈ E∗ (6.2)

Xh
k (m) =

Shk (m)

Smax − αk(h), ∀k ∈ K, h ∈ R∗ (6.3)

where Shk (m) is the average achieved throughput for connection h of UE k until TTI m,

maxh

{
Shk (m)

}
is the maximum achieved average throughput among the best-effort con-

nections up to TTI m, E∗ is the set of indexes for the best-effort connections among the K

UEs, Smax is the maximum required data rate for the rate-constrained connections, and R∗
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Figure 6.2: Proposed utility-based energy/jitter efficient packet scheduler

is the set of indexes for the rate-constrained connections among the K UEs.

The above metric functions provide a quantitative measure for the QoS perceived by

the corresponding UE’s traffic connection. In other words, the greater the metric function

value, the higher the QoS level attained by the UE’s connection. The metric functions are

then used to build a utility-based inter-class prioritization platform with intra-class fairness

for our proposed energy and jitter efficient packet scheduler. This could be illustrated with

the aid of Fig. 6.2. It shows the detailed structure of our proposed packet scheduler (i.e., ini-

tially presented in Fig. 6.1). The metric function calculator determines the metric function

value for each UE connection as of equations (6.1), (6.2) and (6.3). All UEs’ connections

(i.e., corresponding to all traffic classes) associated with their calculated metric functions

are then placed in the same priority pool. Traffic connections are then prioritized out of the

pool based on their calculated utility functions irrespective of which UEs they belong to.

Thus, the utility-based prioritization policy is capable of dealing simultaneously with the

heterogeneous QoS requirements, highlighted above, for all UEs based on a unified scale
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for all traffic types. In particular, the utility approach provides our proposed packet sched-

uler with a composite inter-user and intra-class prioritization policy. The utility function

value for each UE connection reflects the degree of satisfaction for its correponding QoS

metric. Hence, the higher the utility function value for a certain UE connection the lower

the priority given (momenterly) to scheduling its packets. In addition, the intra-class fair-

ness is coming from the fact that all connections which belong to the same QoS class have

the same threshold(s) for the target QoS metric(s). In other words, all connections belong-

ing to the same QoS class are weighted equally. However, the three defined QoS classes

are weighted differently in the utility function, as shown below, based on the standard

QoS class identifier (QCI) prioritization [11] produced by the European Telecommunica-

tions Standards Institute (ETSI). More specifically, by selecting the VoIP, video streaming

and FTP traffics to represent the delay-constrained, rate-constrained and best-effort QoS

classes, respectively, VoIP traffic takes the highest priority followed by the video streaming

and the FTP traffic comes at the end.

The reason behind selecting the widely deployed utility-based prioritization policy

in our framework pertains to its dynamic ability of continuously changing the priority be-

tween different traffic classes based on the network state (i.e., UEs’ CSI, BSI and fairness)

to maximize the social welfare of the system (i.e., summation of utility functions for all

UEs’ connections) [122]. This is in contrast to other strict priority techniques reported in

literature (e.g., differentiated service-based scheduling [123], and QCI-based scheduling

[124]). The utility function used to prioritize UEs’ connections is expressed as follows

[81]:

Uhk

(
Xh
k (m)

)
= 1− e−βhX

h
k (m), ∀k ∈ K, h ∈ Hk (6.4)

where Uhk
(
Xh
k (m)

)
is the utility function for connection h of UE k, and βh is the inter-

class prioritization parameter. Generally speaking, βh is left to be designed by the network

operator based on either revenue or standard perspectives. However, for comparison pur-

poses later in Section 6.6, in our work we stick to the βh values assumed in [81] (which

follow the standard ETSI QCI prioritization) for the VoIP, video streaming and FTP traffic
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types as follows:

βh =


4 , h ∈ D∗

3 , h ∈ R∗

2.5 , h ∈ E∗
(6.5)

It can be seen in (6.4) that larger values for βh imply higher sensitivity of the utility function

(i.e., steeper slope) to the variation of Xh
k (m) across different UEs connections, and hence,

higher priority.

6.2.2 Energy-Efficient Scheduling

The energy-efficient operation for the UE in the downlink, as originally defined in [79],

dictates optimizing the operation time for the UE’s receiver circuits subject to the packet

delay constraint. In essence, the packet scheduler must find the minimum possible number

of TTIs, within a certain interval of time, for the UE to receive the required amount of

data that maintains stable buffer queue length and the average packet delay within a prede-

fined threshold. During the rest of the scheduling interval’s TTIs, the UE is switched to the

sleep (or idle) mode during which the UE only listens to the dowlink channel (i.e., primary

sychronization signal (PSS) or secondary sychronization signal (SSS) [10]) ocassionally

for synchronization purposes. According to the LTE UE’s power consumption model de-

veloped by Jensen et al. in [82], the UE receiver circuits (i.e., RF and baseband) consume

constant power during the wake-up mode that is approximately four times the amount in the

idle mode. Based on Jensen’s model and our insights in [69], the critical energy (i.e., only

the constant component dominating the total budget) consumed by the LTE UE’s receiver

circuit in the downlink every single TTI can be expressed as follows:

Ek = Ts

midle Pidle︸ ︷︷ ︸
idle state

+ midle (Pon + Prx)︸ ︷︷ ︸
wake−up state

 J (6.6)

where Ts is the TTI duration in seconds, midle is a logic variable that determins the UE’s

operation state, Pidle is the idle state power consumption (i.e., equal to 0.5w [82]), Pon is

the active state power consumption (i.e., equal to 1.53w [82]), and Prx is the base power
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consumed by the receiver chain during the active state (i.e., equal to 0.42w [82]).

According to the previous discussion, a simplified formulation for the energy-efficient

scheduling of K UEs (each having single connection) during M TTIs interval is expressed

as follows:

Objective : Min
n∈N,Hk∈K=1

K∑
k=1

mo+M∑
m=mo

Wk Ek,wake−up Γk(m,n) (6.7a)

Subject to:

Dk(m)Γk(m,n) ≤ Dmax
k , ∀k, m, n (6.7b)

K∑
k=1

Γk(m,n) ≤ 1, ∀m, n (6.7c)

where Wk is an energy optimization weighting factor for UE k, Ek,wake−up is the UE’s

receiver circuit wake-up energy consumption (i.e., Ts(Pon + Prx)), Γk(m,n) is a binary

decision variable which determines the allocation decision of the RB with index n at TTI

m to UE k, Dk(m) is the packet delay attained by UE k if scheduled for transmission at

TTI m (over any of the available N RBs), and Dmax
k is the packet delay threshold for the

traffic class of UE k connection.

The QoS constraint in (6.7b) ensures that the packet delay for each UE does not

violate the predetermined threshold. On the other hand, the constraint in (6.7c) avoids

allocating single RB to more than one user during a specific TTI. The weighting factor Wk

in the objective function of (6.7a) could be dynamically adjusted. For instance, this can

be based on either the UE’s remaining battery capacity or a specific EE fairness criteria,

especially in situations when the network is highly congested.

6.3 Delay Jitter Background

Packet scheduling schemes which support real-time applications over data communication

networks have been a well studied subject by researchers since the 90s of the previous

century. Some of these early attempts [125, 126] have put extensive efforts to control

the end-to-end packet delay jitter levels in the network. In [125], the authors introduced
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a method of gauranteeing bounded delay jitter in a connection-oriented packet-switching

store-and-forward wide area network (WAN). The method envolved keeping the delay ex-

perienced by any packet between a pre-determined minimum and maximum thresholds. In

other words, the method assumed that gauranteeing certain bounds on the packet delay at

each of the network’s intermediate nodes will consequently assure acceptable end-to-end

delay jitter performance. In [126], the authors proposed two jitter compensating schedul-

ing schemes to control the end-to-end delay jitter levels of real-time flows in asynchronous

transfer mode (ATM) networks. The proposed schemes utilized two methodologies for

controlling the delay jitter. One methodology was defined by setting a serving priority, at

each intermediate node along the packet’s path through the ATM network, to different flows

according to a target packet departure time. The other methodology partitioned the node’s

server capacity among various flows, with backlogged packets in their buffers, based on

the head-of-line (HOL) packet delay. Another unique approach was noted to deal with the

delay jitter problem, after bypassing the traffic source and the network routing character-

sitics, by only compensating it at the receiver side. The approach is known as jitter buffer

mechanism [127]. The mechanism implied buffering each of the transmitted packets at the

receiver side and delaying it by a certain amount of time (i.e., less than the packet expira-

tion time), before playing it again out of the buffer to the decoding circuit, such that the

jitter imposed by the network is minimized. Both the buffer size and its play-out delay time

were dynamically adapted based on the traffic statistics to maintain acceptable trade-off

between the packet’s delay jitter and loss rate performances. Moreover, relatively recent

works [94, 128] also addressed the delay jitter problem within heterogenous traffic envi-

ronments. The authors in [128] proposed an alternative scheduling algorithm to the well

known guaranteed-rate (GR) scheme [129] targeting the IPTV traffic over IEEE 802.11

based wireless mesh networks (WMNs). The objective of the proposed scheme, namely

virtual reserved rate GR, was to improve the delay and jitter performances of the IPTV ser-

vice while serving other lower priority traffic classes. In contrast to the GR scheme which

allocates fixed reserved rate, the proposed scheduler implemented a prioritization scheme

in the medium access control (MAC) layer which dynamically increases the reserved rate,

at each network node (i.e., router), for the IPTV traffic (i.e., the target traffic) while sacri-

ficing lower priority traffic types. The rate adaptation scheme has showed lower delay and
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jitter bounds compared to the GR-scheme. In [94], the authors rather modeled the packet

delay jitter of real-time services considering the effect of having coexisting non real-time

ones in packet-switched networks. The model utilized a double-queue single-server and

limited-cache vacation queuing set-up to model the real-time and non real-time buffering

at each network node. On the other hand, the interaction between both queues was modeled

using the Markov theory.

It could be noted that the above highlighted researches have tackled the delay jitter

problem mainly on the network layer. That is, the delay jitter originating from the routing

latencies within multi-hop packet-switched data networks. However, without loss of gen-

erality, considering the case of direct downlink transmission within a single cell of today’s

advanced LTE cellular networks, the delay jitter problem is potentially emanating from the

scheduling and queuing latencies in the MAC layer. Those latencies are the result of the net-

work congestion level and the wireless channel capacity limitation in time and frequency.

In this work, we focus on that case in dealing with the delay jitter problem as it was noted

to be a less studied subject in the literature. Before formulating the complete scheduling

problem, which integrates the utility-based and energy-efficient scheduling mechanisms

(explained in Sections 6.2.1 and 6.2.2, respectively) and the delay jitter optimization, we

first present in the following paragraph the definition and notation for the packet delay jitter.

Considering the downlink connection h (essentially VoIP traffic) of UE k, the packet

delay jitter of a specific packet indexed a is the difference between its experienced queuing

delay and the queuing delay of the preceding packet, in the queue, indexed a− 1, i.e.,

∆thk(a− 1, a) = Da
k,h −D

a−1
k,h (6.8)

Assuming that the arrival times of packets a and a− 1 are equal to tAk,h(a) and tAk,h(a− 1),

respectively, and similarly tDk,h(a) and tDk,h(a − 1) for the departure times, (6.8) could be

re-written as follows:

∆tk(a− 1, a) = τDk (a− 1, a) − τAk (a− 1, a) (6.9)

where τDk (a− 1, a) and τAk (a− 1, a) are the interdeparture and interarrival times between

two consecutive packets indexed a− 1 and a, respectively. Thus, according to (6.9), mini-
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mizing the delay jitter for packet a is equivalent to keeping its interdeparture time as close

as possible to its interarrival time with respect to the preceding packet a − 1. However,

utilizing (6.9) for a stream of packets leads to minimizing the average delay jitter across

a whole stream of packets. That idea is later employed in one of the proposed heuristic

scheduling algorithms presented in Section 6.5 for optimizing the VoIP jitter performance.

6.4 Problem Formulation

In this section, the optimal resource allocation problem for the heterogeneous traffic en-

vironment is formulated. The problem formulation provisions the QoS requirements for

the three traffic classes highlighted in Section 6.2.1. The problem’s global objective for all

traffic types is to optimize the UE’s EE, according to the methodology explained in Section

6.2.2, subject to their corresponding constraints. However, and unlike previous works, the

delay jitter is defined as an additional objective for the VoIP traffic (i.e., delay and jitter

sensitive). In other words, the scheduling problem is a multi-objective optimization prob-

lem only for the VoIP traffic connections in terms of the EE and the delay jitter subject to

the packet delay budget. On the other hand, single objective optimization in terms of the

EE is the case for the video and FTP connections. The resource allocation for video con-

nections is constrained by the minimum acceptable rate, whereas, best-effort allocations

are considered for the FTP. Furthermore, the inter-user and intra-class fairness are attained

using the utility-based approach as discussed in Section 6.2.1. All of the these diversified

requirements are combined together in a single optimal formulation for the proposed packet

scheduler as follows:
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Min

Z1 =
K∑
k=1

Hk∑
h=1

mo+M−1∑
m=mo

wk Ek,wake−up Φk(m) +
K∑
k=1

∑
h∈D∗

1

1− e
−βh

(
αk(h)−

Dh
k

(mo)

Dmax −
∆th
k

(mo)

∆tmax

)
︸ ︷︷ ︸

Uh
k

(
Xh
k

(mo)
)∣∣∣
h∈D∗

×

Ahk(mo)∑
a=1

mo+M−1∑
m=mo

N∑
n=1

∆thk(a− 1, a|m)Ψa
k,h(m,n)



(6.10a)

Subject to

Ahk(mo)∑
a=1

mo+M−1∑
m=mo

N∑
n=1

Bhk (m,n)Ψa
k,h(m,n) ≥ ωhk (mo) , ∀k, h (6.10b)

Da
k,h(m)Ψa

k,h(m,n) ≤ Dmax , ∀k, h ∈ D∗, a,m, n (6.10c)

mo+M−1∑
m=mo

N∑
n=1

Bhk (m,n)Ψa
k,h(m,n) ≥ SminTsM, ∀k, h ∈ R∗ (6.10d)

(
Da
k,h(m) + tAk,h(a)

)
Ψa
k,h(m,n) ≤(

Da+1
k,h (m) + tAk,h(a+ 1)

)
Ψa+1
k,h (m,n), ∀k, h, a,m

(6.10e)

K∑
k=1

Ψa
k,h(m,n) ≤ 1 , ∀h, a,m, n (6.10f)

Ψa
k,h(m,n)− Φk(m) ≤ 0 , ∀k, h, a,m, n (6.10g)

where Hk is the number of traffic connections for UE k, mo is the first TTI of the currently

observed scheduling time interval, M is the scheduler’s time granularity (conventionally

single frame) measured in TTIs, ∆thk(a− 1, a|m) is the delay jitter for the packet indexed

a with its predecessor indexed a − 1 for connection h of UE k if scheduled at TTI m,

Ahk(mo) is the total number of packets waiting in the queue for buffer h of UE k up to TTI
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mo, Ψa
k,h(m,n) is a binary decision variable which indicates the scheduler’s allocation

decision for RB n during TTI m for packet indexed a of connection h of UE k, Φk(m)

is another binary decision variable which adds Ek,wake−up to the energy consumption

budget of UE k if any of the N available RBs during TTI m is allocated to any of the

packets belonging to its connections, Bhk (m,n) is the number of physical data bits that

could be delivered by the RB n during TTI m for connection h of UE k based on its

effective SNR and the corresponding configured MCS, ωhk (mo) is the total length (in bits)

for connection h traffic buffer of UE k at the beginning of the current scheduling interval

(i.e.,mo),Da
k,h(m) is the UE k experienced delay for packet a of connection h if scheduled

over any of the RBs available during TTIm, Smin is the minimum required bit rate for rate-

sensitive connections (i.e., video traffic connections), and tAk,h(a) is the arrival time for the

packet indexed a to the buffer of connection h belonging to UE k.

The above formulation described in (6.10) is an NP-hard multi-objective BIP opti-

mization problem. In particular, for the objective function of (6.10a), the term before the

summation operator is the EE objective, whereas, the term after the summation constitutes

the delay jitter objective for the delay (and jitter) sensitive VoIP connections. The delay jit-

ter optimization is weighted by the inverse of the proposed delay and jitter sensitive utility

function as described in (6.1) and (6.4). Therefore, the utility function is calculated for all

VoIP connections (across all UEs) up to the beginning of the scheduling observation time

interval (i.e., m = {mo,mo + M − 1}) to set the jitter optimization priority for each UE

connection. The constraint in (6.10b) sets a strict requirement for scheduling all packets

waiting in the various queues of all UEs. The second constraint defined in (6.10c) assures

meeting the packet delay deadline for each packet of the VoIP connections. Similarly for

the rate-constrained connections, constraint (6.10d) guarantees meeting the minimum re-

quired data rate to support video connections. To maintain first-come-first-serve (FCFS)

discipline of the proposed packet scheduler for each single UE queue, the constraint pre-

sented in (6.10e) ensures earlier departure times for earlier packet arrivals compared to

those of the later arrived packets. The fifth constraint in (6.10f) is to avoid the intra-cell

interference which occurs if single RB got allocated to more than one UE within the same

TTI. Finally, the two binary decision variables, Ψa
k,h(m,n) and Φk(m), are used together

as shown in (6.10g) (i.e., if-then constraint) to ensure that the objective function (6.10a) is
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penalized each TTI by Ek,wake−up for each UE which has been assigned at least one RB

for any of its connections.

It is obvious that the formulation described in (6.10) has a sort of ideality which

questions its feasibility. This is due to the strict requirement addressed by the constraint

(6.10b) in scheduling all packets waiting in all queues for all UEs. In practice, the system’s

limited spectral resources as well as the time and frequency varying CSI (which limits

the system’s capacity) restrain the scheduler from ideally guaranteeing the allocation of

resources enough to serve 100% of the total traffic load for all users. Even though network

operators implement call admission control policies to maintain stable operation for the

network and secure certain levels for the QoS, the total traffic load is still being served in

a queue according to the adopted scheduling policies due to the aforementioned practical

limitations. Therefore, the constraint (6.10b) makes the formulation presented in (6.10)

practically unfeasible.

To fix the practicality issue associated with the formulation in (6.10), we adopt the

well known penalty method [87] to relax the constraint in (6.10b). The relaxation implies

partial satisfaction of the constraint in (6.10b) for each UE connection based on a certain

weighting mechanism. More precisely, the larger the weight designated to a connection the

higher the partial satisfaction is achieved relative to other smaller weighted connections.

The weighting mechanism utilized follows the utility approach discussed in Section 6.2.1.

As a result, the formulation presented in (6.10) can be rewritten as follows:

Min

Z2 = Z1 +

(
K∑
k=1

Hk∑
h=1

1

Uhk

(
Xhk (mo)

) ×
Ahk(mo)∑
a=1

mo+M−1∑
m=mo

N∑
n=1

ωhk (mo)−Bhk (m,n)Ψa
k,h(m,n)

 (6.11a)

Subject to

Ahk(mo)∑
a=1

mo+M−1∑
m=mo

N∑
n=1

Bhk (m,n)Ψa
k,h(m,n) ≤ ωhk (mo) , ∀k, h (6.11b)

(6.10c), (6.10d), (6.10e), (6.10f) and (6.10g) (6.11c)
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It could be seen that the new objective function in (6.11a) is equal to the former objec-

tive function in (6.10a) added to the penalty term. As explained in the previous paragraph,

the added penalty term to the objective function provides a weighted partial satisfaction for

the constraint in (6.10b) after relaxing it as shown in (6.11b). The rest of the constraints in

formulation (6.10) remain unchanged.

Despite the fact that the formulation in (6.11) solves the feasibility limitation of the

formulation in (6.10), formulation (6.11) is still intractable to find its solution using direct

techniques. In particular, optimizing the second objective (i.e., delay jitter) in Z1 (i.e.,

depicted in (6.10a)) incurs dramatically large degrees of freedom and recursive dependency

on the scale of single VoIP queue size as well as the total number of active VoIP connections

(i.e., size of the indexes set D∗) across the K UEs. This problem is commonly referred to

as a discrete time stochastic control process [1]. Some techniques (e.g., Markov decision

process [103]) were known to solve such kind of problems. However, the solution was

found to be heavily dependent on the problem dimensionality. In our case, the problem

dimensionality is a function of K, Hk, M , N and Ahk(mo). As a result, the solution of the

optimization problem in (6.11) is practically unreachable. Therefore, we propose different

heuristic algorithms in the next section to efficiently find a sub-optimal solution for the

problem in (6.11).

6.5 Heuristic Solutions

In this section, we propose four computationally-efficient heuristic schemes to facilitate

finding a sub-optimal solution for the intricate optimization problem proposed in (6.11).

The first two algorithms which correspond to the first version, labeled as SRV, of our pro-

posed scheduler are designed to solve (6.11) for short range scheduling within a single

frame time horizon (i.e., M = 10 TTIs). The other two algorithms belong to the predic-

tive version of our proposed scheduler, labeled as PRV, and solve (6.11) within longer time

horizon that is multiples of single frame (i.e., M = 10y TTIs,where y = {2, 3, 4, ...}).
As will be elaborated in the following discussions, all of the proposed algorithms are

based on the well known recursive greedy strategy. More specifically, the basic idea for all

of the designed algorithms is that only single packet for single UE connection is scheduled
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at a time in an iterative fashion. A UE packet is selected among various packets waiting

in other UEs’ queues based on the utility-based prioritization policy explained in Section

6.2.1. The algorithms keep iterating over the head packets of all UEs’ queues until at least

one of two stopping conditions becomes valid. That is, either all of the NM available

RBs within the M scheduling epoch become allocated or all UEs buffers are empty. Just

as all heuristics, that iterative mechanism provides an acceptable alternative to the optimal

solution of (6.11) which, otherwise, uniquely and concurrently finds the optimal allocations

for all packets that could possibly be scheduled.

6.5.1 SRV-Based Schedulers

In this part, we introduce two heuristic algorithms representing the short range version

(SRV) of our proposed scheduler to solve the optimization problem in (6.11) within a single

frame time horizon (i.e., M = 10). This version is intended to compare the performance

of our proposed scheduler with other existing schedulers which typically work within the

same horizon. The scheduler allocates the available resources of the whole LTE frame at

once at the beginning of the frame. For every scheduled frame, it considers packets that

only arrived to the UE buffer in preceding frames. In other words, each packet arrives to a

UE connection buffer within a specific frame gets stored in the scheduler’s list of buffered

packets till the end of the same arriving frame. At the end of its arriving frame, each packet

becomes relocated from the buffered list to the scheduling list to depart its buffer queue in

any of the following frames. The details of the proposed allocation algorithms are provided

in Tables 6.2 and 6.3.

Considering the first algorithm illustrated in Table 6.2, it works as follows. The al-

gorithm starts, in line 2, by initializing an empty RB allocation matrix R of size N ×M .

As explained above, the algorithm goes through iterations. In each iteration (lines 3-36)

the algorithm sequentially allocates the required resources for scheduling the head-of-line

(HOL) packet for each UE connection, one at a time. The prioritization for HOL packets

is done in lines 4 and 5 by calculating the utility function for each UE buffer (i.e., updated

each iteration) and sorting them in ascending order, respectively. The FOR loop in line 6

resembles the HOL packet scheduling loop for all UEs connection. In line 8, the algorithm
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Table 6.2: SRV-CO algorithm

1: Require: K, Hk, M , N
2: Initialize emtpy RB allocations matrixR, iter = 1
3: while (isempty(R) AND Ahk 6= 0, ∀ k, h) do
4: Calculate Uhk

(
Xh
k (iter)

)
∀ k , h

5: [Idk, Idh] = Sort(Uhk
(
Xh
k (iter)

)
,′ ascend′)

6: for i = 1 to
K∑
k=1

Hk do

7: Set k = Idk(i), h = Idh(i)
8: Find N∗, M∗to satisfy FCFS
9: Update N∗, M∗based on Dmax

k,h
10: SortEE(N∗)
11: if hk ∈ D∗ then
12: Calculate

∣∣∣τAk,h(a− 1, a)
∣∣∣ , ∣∣∣τDk,h(a− 1, a))

∣∣∣ , ∀ a ∈ A∗k,h
13: if length(A∗k,h) == 0 then
14: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

15: UpdateR, A∗k,h
16: else if length(A∗k,h) == 1 then

17: Calculate
∣∣∣∆thk(A∗k,h, a |m)

∣∣∣ , ∀n ∈ N∗, m ∈M∗, a = HOLk,h

18: Sort (N∗,
∣∣∣∆thk(A∗k,h, a |m)

∣∣∣ ,′ ascend′)
19: Update M∗
20: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

21: UpdateR, A∗k,h
22: else
23: Calculate

∣∣∣τAk,h(A∗k,h

∣∣∣
last

, a)
∣∣∣ , a = HOLk,h

24: Calculate
∣∣∣τDk,h(A∗k,h

∣∣∣
last

, a |m)
∣∣∣ , a = HOLk,h, m ∈M∗

25: SortJITTER1(N∗)
26: Update M∗
27: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

28: UpdateR, A∗k,h
29: end if
30: else
31: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

32: UpdateR, A∗k,h
33: end if
34: end for
35: Set iter = iter + 1
36: end while



Chapter 6: Studying the Energy/Delay Jitter Efficiencies Trade-off in Heterogeneous Traffic LTE Networks
with QoS Awareness 163

then finds the feasible RB allocations indexes in frequency and time (i.e., N∗ and M∗)

from the matrix R which meet the FCFS constraint in (6.10e). The RB indexes are then

updated, in line 9, after dropping those which violate the current packet delay threshold

(i.e., Dmax
k,h ). The RB indexes of line 9 are then sorted in line 10 according to the energy-

efficient scheduling strategy proposed in [69] (i.e., RBs with higher capacity have higher

allocation priority than lower capacity ones). In line 11, the algorithm identifies the packet

type to set the corresponding resource allocation approach. If the currently observed packet

belongs to VoIP connection, then the scheduler will re-arrange the RBs of line 10 to opti-

mize the packet delay jitter in addition to the EE, otherwise (i.e., video or FTP packets) the

scheduler finds the RB allocations (in lines 31-32) based on their arrangement in line 10.

In case of VoIP type packet, the algorithm’s key strategy is optimizing the average packet

delay jitter for the whole VoIP connection (in addition to the EE), which makes the algo-

rithm perceived as connection oriented (CO) in terms of jitter optimization, hence, named

SRV-CO. The optimization of the connection’s average jitter is achieved by selecting the

RB allocations which results in a minimum absolute difference between the means of the

previously scheduled packets’ interarrival and interdeparture times, including the current

packet, as highlighted in (6.9). To reach this objective, the interarrival and interdeparture

times for the past scheduled packets of the current observed UE connection (i.e., A∗k,h) are

first calculated (line 12). Three cases exist for the past scheduled packet interarrival and

interdeparture times. The first case (lines 13-15) occurs at the beginning of the connec-

tion where no history of scheduled packets is available. Consequently, the algorithm only

considers the EE when allocating resources using the RBs arrangement of line 10. After

allocating the resources that fit the current packet size, the allocation matrix R and the

scheduled packets history list A∗k,h are updated accordingly. The second case (lines 16-21)

is when only one past packet exists in A∗k,h. The jitter of the current packet, in this case, is

optimized only with respect to the delay of the single packet stored in A∗k,h by calculating

the jitter (as in line 17) that would be experienced at each RB allocation addressed by the

sets N∗ and M∗. The RBs in N∗ are then re-sorted (in line 18) in ascending order based

on the calculated jitter values. The algorithm then searches for the required resources in

the sorted RBs list, as in lines 14-15, and updates R and A∗k,h. The third and final case for

scheduling a VoIP packet is addressed in lines 22-28. This case is clearly the dominating
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case in which the UE connection has more than one packet in the scheduling history list

A∗k,h. The jitter optimization in this case is uniquely attained by selecting the RBs which

result in the least absolute difference between the average interarrival and interdeparture

times of the packets in A∗k,h after adding the new corresponding packet departure time.

For this, in line 23, the algorithm updates the interarrival calculations of line 12 by the

current packet interarrival time. Following in line 24, the possible interdeparture times for

the current packet over all of the available RB allocations addressed by N∗ and M∗ are

calculated. For each value of the calculated interdeparture times, the absolute difference

between the means of the interdeparture and interarrival times (after accounting for the

current packet) is evaluated. Accordingly, the RBs in N∗ are re-sorted in ascending order

of the interarrival/interdeparture deviation. Both of the sorting function and inter interar-

rival/interdeparture deviation calculations are conducted by the function SortJITTER1 in

line 25. After updating the TTI indexes order in M∗, the algorithm finds the sufficient al-

locations to schedule the VoIP packet and updatesR and the corresponding UE connection

scheduled packets history list A∗k,h. The algorithm continues in the same fashion, for the

head packets of all UEs connections, inside the WHILE loop of line 3 until either no empty

allocations are existing in the matrix R or no buffered packets are spotted in any of the

UEs’ queues. It should be noted that the logical function isempty in line 3 searches for

any empty RB allocations inside the matrixR. Thus, it gives logic "1" if at least one empty

allocation is found available in matrixR.

As explained in the previous paragraph, the SRV-CO algorithm provisions the VoIP

connection’s whole history of scheduled packets in minimizing its overall average delay

jitter. In contrast, the second algorithm, described in Table 6.3, optimizes the delay jitter of

each single packet (i.e., packet oriented (PO)) only with respect to the delay of its preceding

packet, hence, named as SRV-PO. As a consequence, the SRV-PO algorithm in Table 6.3

follows the general approach of the SRV-CO algorithm except for the jitter optimization

part. More specifically, for the VoIP packet case (lines 12-21), only two cases exist for

allocating resources to the observed packet. The first case (lines 12-14) is similar to that

of the SRV-CO algorithm (lines 13-15 in Table 6.2) which corresponds to the beginning

of the connection where no history for scheduled packets is recorded. The second case

(lines 15-20) encompasses the system’s dominating state where at least one packet has
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Table 6.3: SRV-PO algorithm

1: Require: K, Hk, M , N
2: Initialize emtpy RB allocations matrixR, iter = 1
3: while (isempty(R) AND Ahk 6= 0, ∀ k, h) do
4: Calculate Uhk

(
Xh
k (iter)

)
∀ k , h

5: [Idk, Idh] = Sort(Uhk
(
Xh
k (iter)

)
,′ ascend′)

6: for i = 1 to
K∑
k=1

Hk do

7: Set k = Idk(i), h = Idh(i)
8: Find N∗, M∗to satisfy FCFS
9: Update N∗, M∗based on Dmax

k,h
10: SortEE(N∗)
11: if hk ∈ D∗ then
12: if length(A∗k,h) == 0 then
13: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

14: UpdateR, A∗k,h
15: else
16: Calculate

∣∣∣∆thk(A∗k,h

∣∣∣
last

, a |m)
∣∣∣ , ∀n ∈ N∗, m ∈M∗, a = HOLk,h

17: SortJITTER2(N∗)
18: Update M∗
19: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

20: UpdateR, A∗k,h
21: end if
22: else
23: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

24: UpdateR, A∗k,h
25: end if
26: end for
27: Set iter = iter + 1
28: end while
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been scheduled. In this case, as in lines 17-21 in Table 6.2, the available RBs addressed by

the sets N∗ and M∗ are re-sorted by the function SortJITTER2 which only takes the delay

of the last scheduled packet (i.e., A∗k,h

∣∣∣
last

) into account.

Based on the noted difference between the computational requirements of the pro-

posed SRV-based schedulers explained above, it could be deduced that the SRV-PO algo-

rithm is less complex than that of the SRV-CO. This pertains to the packets’ history-based

heavy computational requirement for the SRV-CO. This could be further confirmed by eval-

uating the complexity for both algorithms using the standard O notation. For the SRV-CO

algorithm in Table 6.2, the complexity of the utility calculations and sorting in lines 4 and 5

is equal to O

(
K∑
k=1

Hk

)
and O

(
K∑
k=1

Hk.log

(
K∑
k=1

Hk

))
, respectively. The searching op-

eration in lines 8 and 9 costs O(NM ). As of line 5, the complexity for the sorting operation

in line 10 is O(NMlog(NM)) in the worst case scenario. For the IF-statement spanning

lines 11-33, the worst case for the complexity corresponds to the VoIP type packet when

A∗k,h has a record of scheduled packets (line 12 and lines 23-28). The worst complexity

for the interarrival and interdeparture time calculation in line 12 is at the end of the VoIP

connection time interval and is equal to O(25T totk,h), where T totk,h is the total duration for

the VoIP connection h of UE k. The value 25T totk,h is equivalent to the average number

of VoIP packets generated during the connection’s total time interval. The calculation is

based on the ON-OFF traffic model [106] with a single packet generated every 20msec

within the ON spurts each with a mean duration of 3sec. Finally, complexities of O(NM ),

NMO(25T totk,h)+O(NMlog(NM)) and O(NM ) are spent in lines 24, 25 and 27, respec-

tively. Hence, the asymptotic upper limit for the complexity of a single iteration of the

SRV-CO algorithm is approximately in the order of O(25T totk,h). Similar inspection for the

complexity of the SRV-PO algorithm, in Table 6.3, leads to O(NM )+O(NMlog(NM)).

The previous complexity results strictly confirm a substantial complexity reduction for the

SRV-PO algorithm compared to the SRV-CO algorithm as T totk,h >> NM log(NM ).

It is compelling to highlight at this point that both the SRV-CO and SRV-PO algo-

rithms achieve the delay jitter optimization in two stages. The first stage encompasses the

delay/jitter prioritization for VoIP connections (in line 4 of Tables 6.2 and 6.3), with respect

to video and FTP connections, with the aid of the proposed metric function in (6.1). The
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second stage is the jitter-efficient resource allocation approaches explained previously for

both algorithms.

6.5.2 PRV-Based Schedulers

In contrast to the SRV-based algorithms presented above, the proposed PRV-based al-

gorithms in this section investigate a different approach to reconcile the EE/delay jitter

trade-off (as will be quantitatively illustrated in Section 6.6) resulting from the short-term

scheduling and knowledge of the channel. Conversely, the PRV-based algorithms utilize the

long-term knowledge about the UEs’ CSI provided by the cloud-based ray tracing channel

prediction system shown in Fig. 6.1, and as initially proposed in our recent study in [69].

This draws a new picture for the system of having a short-term demand (i.e., packets arriv-

ing to UEs’ buffers every frame), and long-term information about the system’s frequency

resources (i.e., provided by the pool of ray tracing processors available in the cloud). In

other words, the CSI is known for multiple future frames, whereas the BSI is only avail-

able every single frame (i.e., no traffic prediction is employed) upon the generation of new

packet(s). Generally speaking, the PRV-based algorithms have similar structure to their

SRV counterparts in terms of optimizing the EE and the delay jitter. This is, however, tai-

lored to the new aforementioned picture. In particular, after having all the new arriving

packets of each UE connection settled inside their corresponding buffer until the end of the

arriving frame (i.e., frame during which the packet is generated), the PRV-based scheduler

utilizes the RT future CSI knowledge in scheduling the buffered packets across multiple

future frames using a sliding window mechanism as depicted in Fig. 6.3. The picture

of Fig. 6.3 shows an example of the proposed scheduling mechanism for the PRV-based

scheduler with five frames of scheduling granularity. The scheduler’s granularity, or the

total scheduling window size, is practically determined by the RT engine computing power

(i.e., beyond the scope of this paper). As will be seen in the following discussion, the PRV

scheduler with its new extended scheduling time granularity might appear as a generaliza-

tion for the single frame granularity SRV scheduler in optimizing the EE and delay jitter,

however, with different execution procedure.

Considering a total of five frames (i.e., M= 50 TTIs) for the scheduling time horizon



Chapter 6: Studying the Energy/Delay Jitter Efficiencies Trade-off in Heterogeneous Traffic LTE Networks
with QoS Awareness 168

Frame i Frame i+1 Frame i+2 Frame i+3 Frame i+4

Packet(s) arriving 

during frame i

A(i)

Packet(s) arriving 

during frame i+1

A(i+1)

Packet(s) arriving 

during frame i+2

A(i+2)

Packet(s) arriving 

during frame i+3

A(i+3)

Packet(s) arriving 

during frame i+4

A(i+4)

Buffered packet(s) 

before frame i

A(i-1)

A(i-1) packet(s) scheduling window 

A(i) packet(s) scheduling window 

A(i+1) packet(s) scheduling window 

A(i+2) packet(s) scheduling window 

A(i+3) packet(s) 

scheduling window 

Total scheduling time horizon (i.e., scheduler’s granularity) 

A(i+4) 

packet(s) 

are moved 

for the 

following 

scheduling 

horizon 

Figure 6.3: Sliding window predictive scheduling mechanism

as shown in Fig 6.3, each of the buffered packets inside a single UE buffer can be theo-

retically scheduled in any frame following its arriving frame (i.e., causal time scheduling)

within the scheduling horizon. However, to avoid having the scheduler bottle-necked, we

limit the scheduling time horizon for each of the buffered packets to a smaller window of

only two frames, for instance, following its arriving frame. The two frames window, then,

slides in time with an overlap of one frame for subsequent frames arriving packets. The

motivation behind employing the sliding window mechanism in scheduling packets could

be explained as follows. For instance, having one of the buffered packets (i.e., for single UE

buffer) scheduled in the last frame of the scheduling time horizon will lead to having most

(if not all) of the subsequent buffered packets potentially staying in the buffer for the fol-

lowing horizon, resulting in a buffer-overflow. The overflow problem is even more severe

in case of demanding traffic types (e.g., video and FTP). In addition to the buffer-overflow

problem, which causes packet losses, most of the frequency resources in the beginning of

the scheduling time horizon are potentially wasted. Therefore, the trade-off between bet-

ter exploiting more information about the CSI in future frames - for reaching objectives

(i.e., optimizing the EE and delay jitter for VoIP, and EE for video and FTP) and satisfying

constraints (i.e., delay for VoIP and throughput for video and FTP) - and the spectral inef-

ficiency and high queuing delays has to be carefully provisioned by setting proper sizes for
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the scheduling time horizon and the smaller sliding window.

Similar to the SRV-based schedulers, and based on the previous discussion, the

heuristic algorithms for both of the connection and packet oriented versions of the pro-

posed PRV scheduler are illustrated in Tables 6.4 and 6.5, respectively. The main structure

is similar to that of the SRV-based algorithms except for the sliding window loop in line 3.

In each iteration of the loop, for both of the PRV-CO and PRV-PO algorithms, the algorithm

slides the scheduling window as explained in the previous paragraph. In particular, the al-

gorithm creates the empty allocation matrix R (in line 4) for the frames of the observed

window while excluding those allocated within the overlapped frame with the preceding

iteration window within the same scheduling time horizon. The sliding window size is

assumed to be two frames for both algorithms. The potential packets for each UE buffer

that could be scheduled within the currently observed window are then determined in line

5 based on their arrival times. The WHILE loop then keeps iterating to schedule the pack-

ets found in line 5, for the current window, the same way as the SRV-based algorithms.

The algorithm continues in the same fashion for the subsequent windows within the cur-

rent scheduling time horizon until the loop of line 3 terminates. Finally, due to the fact the

PRV algorithms have similar structures to those of the SRV, the computational complexities

calculated in the previous subsection for the SRV apply to the PRV, however, with larger

contribution of M in case of the PRV compared to the SRV (i.e., SRV-PO is simpler than

PRV-PO by a factor of M ).
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Table 6.4: PRV-CO algorithm

1: Require: K, Hk, M , N
2: Initialize iter = 1
3: for j = jo to jo + M

10 − 1 do
4: Initialize allocations matrixR excluding previous iteration window allocations
5: Find Ahk ∀ k, h for the window of framesj and j + 1

6: while (isempty(R) AND Ahk 6= 0, ∀ k, h) do
7: Calculate Uhk

(
Xh
k (iter)

)
∀ k , h

8: [Idk, Idh] = Sort(Uhk
(
Xh
k (iter)

)
,′ ascend′)

9: for i = 1 to
K∑
k=1

Hk do

10: Set k = Idk(i), h = Idh(i)
11: Find N∗, M∗to satisfy FCFS
12: Update N∗, M∗based on Dmax

k,h
13: SortEE(N∗)
14: if hk ∈ D∗ then
15: Calculate

∣∣∣τAk,h(a− 1, a)
∣∣∣ , ∣∣∣τDk,h(a− 1, a))

∣∣∣ , ∀ a ∈ A∗k,h
16: if length(A∗k,h) == 0 then
17: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

18: UpdateR, A∗k,h
19: else if length(A∗k,h) == 1 then

20: Calculate
∣∣∣∆thk(A∗k,h, a |m)

∣∣∣ , ∀n ∈ N∗, m ∈M∗, a = HOLk,h

21: Sort (N∗,
∣∣∣∆thk(A∗k,h, a |m)

∣∣∣ ,′ ascend′)
22: Update M∗
23: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

24: UpdateR, A∗k,h
25: else
26: Calculate

∣∣∣τAk,h(A∗k,h

∣∣∣
last

, a)
∣∣∣ , a = HOLk,h

27: Calculate
∣∣∣τDk,h(A∗k,h

∣∣∣
last

, a |m)
∣∣∣ , a = HOLk,h, m ∈M∗

28: SortJITTER1(N∗)
29: Update M∗
30: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

31: UpdateR, A∗k,h
32: end if
33: else
34: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

35: UpdateR, A∗k,h
36: end if
37: end for
38: Set iter = iter + 1
39: end while
40: end for
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Table 6.5: PRV-PO algorithm

1: Require: K, Hk, M , N
2: Initialize iter = 1
3: for j = jo to jo + M

10 − 1 do
4: Initialize allocations matrixR excluding previous iteration window allocations
5: Find Ahk ∀ k, h for the window of framesj and j + 1

6: while (isempty(R) AND Ahk 6= 0, ∀ k, h) do
7: Calculate Uhk

(
Xh
k (iter)

)
∀ k , h

8: [Idk, Idh] = Sort(Uhk
(
Xh
k (iter)

)
,′ ascend′)

9: for i = 1 to
K∑
k=1

Hk do

10: Set k = Idk(i), h = Idh(i)
11: Find N∗, M∗to satisfy FCFS
12: Update N∗, M∗based on Dmax

k,h
13: SortEE(N∗)
14: if hk ∈ D∗ then
15: if length(A∗k,h) == 0 then
16: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

17: UpdateR, A∗k,h
18: else
19: Calculate

∣∣∣∆thk(A∗k,h

∣∣∣
last

, a |m)
∣∣∣ , ∀n ∈ N∗, m ∈M∗, a = HOLk,h

20: SortJITTER2(N∗)
21: Update M∗
22: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

23: UpdateR, A∗k,h
24: end if
25: else
26: Find Ψa

k,h(m,n), a = HOLk,h, n ∈ N∗, m ∈M∗

27: UpdateR, A∗k,h
28: end if
29: end for
30: Set iter = iter + 1
31: end while
32: end for
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6.6 Numerical Results

In this section, the performance of the two versions (i.e., SRV and PRV) for our proposed

scheduler with their connection (CO) and packet (PO) oriented set-ups is evaluated. Since

the EE is one major objective for our proposed scheduler, the evaluation is conducted in

comparison to the energy-efficient resource allocation scheme, namley green resource al-

location (GRA), proposed in [78]. However, the GRA scheme was not designed to simul-

taneously deal with different QoS requirements. Therefore, and to ensure fair comparison,

the GRA scheme is integrated with the utility-based scheduling scheme proposed in [81],

namely fair class-based packet scheduling (FCBPS), to be able to deal with the heteroge-

neous traffic environment as our scheduler. For simplicity, the composite scheme is, thus,

denoted as GRA-FCBPS. The investigations are carried out using a discrete event simu-

lator built in MATLAB to simulate the real-time behavior of the considered traffic types.

As explained in Section 6.2.1, VoIP, video streaming and FTP traffic types are considered

in our simulations to address the delay, rate and best-effort QoS classes, respectively. The

generation methods for the three traffic types are similar to those adopted in [81]. For video

streaming, the minimum and maximum data rates are 64Kbps and 384Kbps, respectively.

On the other hand, for FTP traffic, the maximum data rate is 128Kbps. Also, the packet

delay budget for the VoIP traffic is 100msec. Without loss of generality, we simulate the

system behavior due to an equal increase in the traffic connections requested for each traffic

type. In particular, each UE is assumed to handle single traffic type. However, that assump-

tion does not violate the scheduler model depicted in Fig. 6.2, since the scheduler deals with

each traffic connection independently based on its utility as explained in Section 6.2.1.

The wireless channel for each UE is assumed to be frequency and time selective

within each LTE frame (i.e., fast and frequency selective fading channel). Thus, the channel

is modeled as a quasi-static block Rayleigh fading channel [14]. In each TTI, 50 RBs are

available for scheduling the UEs’ traffic which corresponds to the 10MHz LTE channel.

Looking at the results depicted in figures 6.4, 6.5 and 6.6 which show the EE perfor-

mance for VoIP, video and FTP users, respectively, three conclusions are deduced. First,

the EE has a general decaying trend, for all types of users, with increasing system load.

This is understood due to the scheduler’s limited optimization ability in highly congested
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Figure 6.4: EE performance for VoIP UEs

Figure 6.5: EE performance for Video UEs
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Figure 6.6: EE performance for FTP UEs

network situations during which the limited available resources become incapable of sat-

isfying the increasing traffic demand. Second, the video users have the highest achieved

average EE followed by FTP then VoIP. We attribute this to the fact that the UE receiver’s

circuit consumes the same base power in the wake-up state (i.e., Pon +Prx as explained in

Section 6.2.2) every TTI regardless of the type of traffic. Consequently, the traffic with the

highest average rate certainly achieves the highest average EE. In our case, the video has

the highest average rate (i.e., 224Kbps), followed by FTP and VoIP. The third conclusion

is regarding the relative EE performance of the proposed SRV-CO and SRV-PO schedulers

compared to the GRA-FCBPS. It could be noticed that the difference is highly pronounced

for VoIP users than that for video and FTP. This is because the proposed schedulers only

optimize the EE in case of video and FTP traffics just as the GRA-FCBPS scheduler, while

in case of VoIP the jitter is an additional objective to improve the quality of experience

(QoE) perceived by VoIP UEs. Hence, we note a trade-off between the EE and delay jitter

performances for the VoIP traffic.

In the following discussions, we start shedding a light on the EE/delay jitter trade-

off for the VoIP traffic in the considered heterogeneous traffic environment as originally
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Figure 6.7: Average packet delay jitter for VoIP UEs

envisioned by our proposed framework. To avoid the discontinuty in discussions and con-

fusing the reader, we first focus on the performance of our proposed SRV schedulers, in

reference to the GRA-FCBPS, and then conclude by the RT-based PRV schedulers. Con-

sidering the VoIP traffic users, the EE results of Fig. 6.4 can be justified in conjunction

with those obtained in Fig. 6.7. As shown in both figures, each of the proposed SRV-CO

and SRV-PO scheduler is considered twice with different values for the jitter threshold

(i.e., ∆tmax) in (6.1). Two extreme cases were assumed. In the first case, the threshold

is set to the highest possible value that is equal to ∞ which corresponds to the conven-

tional delay metric function originally used by the FCBPS scheduler in [81]. The second

case corresponds to our proposed VoIP utility in (6.1) having ∆tmax set to an arbitrarily

smaller value of 20msec. It should be noted that for both cases, as explained in the previ-

ous section, the proposed energy and jitter efficient allocation schemes are implemented.

Thus, the first case (i.e., ∆tmax = ∞) implies single stage of jitter optimization, while

the second case (i.e., ∆tmax =20msec) corresponds to two stage jitter optimization. For

both cases, the EE performance for both of the SRV-CO and SRV-PO is lower than that at-

tained by the GRA-FCBPS scheduler. This can be directly justified by the remarkable jitter
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Figure 6.8: Average packet delay for VoIP UEs

improvement attained by our schedulers as illustrated in Fig. 6.7. At this point, it is im-

perative to indicate that the EE/jitter trade-off for VoIP allocations is attributed to the fact

that our proposed jitter-efficient resource allocation algorithms (both the connection and

packet oriented) tend to statistically expand the scheduling of resources in time to compen-

sate for the delay jitter induced on the go. That behavior is obviously adverse to the EE

scheduling strategy, explained in Section 6.2.2, which targets to minimize the number of

allocated TTIs (i.e., circuit wake-up periods of reception) to each UE while receiving the

same amount of data. A minor impact for the jitter-efficient allocations of VoIP users is

observed on the EE of video and FTP users as depicted in figures 6.5 and 6.6, respectively.

That is, only a slight drop in the attained EE for video and FTP users arising from the time

spread VoIP allocations which might span TTIs initially allocated in full to video and FTP

users. In other words, the same video or FTP UE might takes less number of RBs during

single TTI while consuming the same power. It is worth mentioning, that all the obtained

results are averaged over 50000 LTE frames. When attempting to increase the simulation

length (in frames) the output results did not show any change, however, with a dramatic

increase in the computation time.
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It can also be noticed from the results obtained in Figures 6.4 and 6.7 that the double

stage jitter optimization for our proposed SRV schedulers (i.e., ∆tmax =20msec) is sub-

stantially boosting both of their EE and jitter performances compared to their single stage

optimization arrangement (i.e., ∆tmax =∞). The reason is that adding the delay jitter pa-

rameter to the VoIP metric function in (6.1) makes it more sensitive to changes resulting in

more aggressive utility requirements (i.e., prioritization) to VoIP users compared to video

and FTP users. This can be further illustrated by the improved delay performance obtained

in Fig. 6.8. Therefore, by allowing jitter-dependent VoIP utility, the proposed schedulers

strike better EE/delay jitter trade-off compared to the single stage jitter optimization (i.e.,

jitter-independent utility). From another perspective, the SRV-PO scheme generally shows

better performance (i.e., EE/delay jitter trade-off) compared to the SRV-CO. This is due

to the fact that the SRV-CO algorithm is performing jitter optimization with respect to the

entire delay history of scheduled packets. Having in mind that some of the scheduled pack-

ets might have attained high jitter values, the jitter optimization of subsequent packets gets

consequently negatively influenced. This is a problem that does not exist in the SRV-PO

algorithm which only provisions the last scheduled packet departure time when optimizing

the jitter for the following packet. This can be seen obviously in the double stage jitter

optimization case where the SRV-PO algorithm is clearly outperforming the SRV-CO al-

gorithm in terms of EE and jitter. However, in the case of single stage jitter optimization

(i.e., ∆tmax =∞), some discrepancies are noted to be taking place. The SRV-PO scheme

performs all the way better than the SRV-CO scheme in terms of EE as shown in Fig. 6.4.

Nevertheless, in terms of jitter, as observed Fig. 6.7, it only outperforms at light load (i.e.,

10, 20 and 30 VoIP users). At moderate load (i.e., 40, 50, 60 and 70 VoIP users) the perfor-

mance is almost equal to the SRV-CO. Then at high load (i.e., 80, 90 and 100 VoIP users),

SRV-CO showed even better jitter performance than SRV-PO. The sudden jump in jitter in

Fig. 6.7 (i.e., at 80 VoIP UEs) could be seen happening in the delay depicted in Fig. 6.8

at the same point. This behavior conveys an overloaded system situation during which the

effect of the inter-class distinguishing parameter βh in prioritizing the VoIP traffic becomes

minor compared to the utility of the growing number of heavy traffic video and FTP users.

Hence, a lower priority will be rather given most of the time to the light VoIP traffic for

the sake of heavy rates video and FTP traffics. The stable jitter performance trend illus-
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Figure 6.9: EE/delay jitter trade-off for VoIP UEs

trated in Fig. 6.7 for the double stage optimization arrangement, which adds more priority

to VoIP users over others, of our proposed schedulers essentially supports the previous

conclusion. To summarize all the previous discussions about the SRV schedulers results

obtained in figures 6.4 and 6.7, Fig. 6.9 shows the EE loss versus the delay jitter improve-

ment trade-off attained by the proposed algorithms, in their jitter-dependent and indepen-

dent utility arrangements, with respect to the GRA-FCBPS scheduler performance. The

fluctuations noticed in the results directly represent the relative jitter performance of our

proposed schedulers with respect to the GRA-FCBPS scheduler as illustrated in Fig. 6.7.

For the video and FTP users, the results reported in figures 6.10 and 6.11 confirm

that the improvement in the EE and delay jitter performances for VoIP users achieved by

our proposed SRV schedulers does not harmfully affect the video and FTP users in terms

of the achieved throughput. However, the drop in the attained throughput for our proposed

SRV schedulers, especially in case of FTP users, pertains to the jitter allocation strategy,

as previously discussed, which might be sometimes spectrally inefficient in favor of VoIP

users. In terms of fairness, as expected all the results depicted in figures 6.12, 6.13 and

6.14 show comparable satisfactory intra-class fairness for the VoIP, video and FTP users,
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Figure 6.10: Average throughput for Video UEs

Figure 6.11: Average throughput for FTP UEs
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Figure 6.12: JFI for VoIP UEs

respectively. Since all the implemented schedulers are based on the utility-based strategy

discussed in Section 6.2.1, the intra-class fairness was expected. The fairness is measured

using the Jain’s Fairness Index (JFI) [107]. For VoIP users, the JFI is calculated in terms of

the average packet delay experienced by each user. For video and FTP, the JFI is calculated

based on the users’ average attained throughput. The fairness drop observed for FTP traffic

(i.e., lowest priority traffic) is due to the scarcity of the spectral resources to carry the FTP

users traffic at high network load. As a result, some FTP users might starve compared to

others. Hence, the fairness gets slightly affected.

When investigating the peak performance of our proposed scheduler in its predictive

version (i.e., PRV) supported by the cloud-based RT prediction (as discussed in Section 6.2)

and the proposed sliding window mechanism (i.e., explained in the previous section), we

were able to obtain the following. For VoIP users, a considerable improvement for both the

EE and delay jitter performances is achieved as illustrated in figures 6.4 and 6.7, respec-

tively. The improvements are due to the increased scheduling time horizon (i.e., 5 frames

with sliding window of 2 frames) which allows the scheduler to better exploit the channel

diversity gain over time and explore bigger solution space to solve the optimization prob-
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Figure 6.13: JFI for Video UEs

Figure 6.14: JFI for FTP UEs
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lem more efficiently. As in the case of SRV schedulers, the PRV-PO algorithm showed

better performance compared to its PRV-CO counterpart, however, with wider gap. The

increased performance gap is regarded to magnifying the jitter relative inefficiency of the

CO-based algorithm in case of the PRV scheduler. In particular, the PRV-CO has more

freedom to inaccurately move its RB allocations to future frames to compensate for the

delay jitter of the observed packet based on the whole history of scheduled packets. This

intuition is supported by the relative large delay attained by the PRV-CO algorithm com-

pared to the PRV-PO as depicted in Fig. 6.8. In terms of the EE/delay jitter trade-off, both

algorithms show negative values for the EE loss percentage which implies an EE improve-

ment, that is close to 20% as illustrated in Fig. 6.9. However, the PRV-PO algorithm is

able to maintain nearly constant jitter improvement by approximately 90% relative to the

GRA-FCBPS, whereas 60% at most is attained by the PRV-CO algorithm. Furthermore, the

performance gap discussed above, between the PRV-PO and PRV-CO algorithms, is found

also in the fairness among VoIP users. As demonstrated in Fig. 6.12, the redundant jitter

mechanism for the PRV-CO scheduler has obviously affected the uniformity of the average

packet delay experienced by each VoIP user leading to a drop in the JFI to 0.8. This drop

is clearly found at light network load in which the redundancy of the CO jitter-efficient

resource allocation algorithm is highly pronounced for each of the existing VoIP users. On

the opposite side, the precise jitter mechanism employed in the PRV-PO algorithm leads to

sustained fairness with JFI very close to 1 irrespective of the network load.

The performance gain for the PRV schedulers was not limited to VoIP users. Video

and FTP users were also able to acquire boosted EE and throughput performances. The re-

sults obtained in figures 6.5 and 6.6 demonstrate dramatic increase in the EE for video and

FTP UEs, respectively. However, at high network load, FTP UEs have experienced sudden

drop in their EE performance due to their low inter-class priority compared to video UEs

which relatively retain more resistance to the EE drop. From another perspective, the pro-

posed PRV schedulers generally attain higher EE compared to the SRV and GRA-FCBPS

schedulers. The EE results for video and FTP UEs can be directly justified with their cor-

responding throughput results obtained in figures 6.10 and 6.11. In Fig. 6.10, the video

UEs experience as significant throughput increase as that for the EE in Fig. 6.5. As in the

case of VoIP, this improvement is attributed to the channel diversity gain over future frames
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utilized by the PRV schedulers. In particular, the scheduler was able to find better TTI(s) to

receive more average packets per each video UE while consuming the same circuit energy.

As expected, the throughput increase for video UEs is directly translated as a decay in the

attained throughput by the FTP users as portrayed in Fig. 6.11. This dependency is due to

the higher priority for video users which require an average rate (i.e., 224Kbps) approx-

imately twice that required by FTP users (i.e., 128Kbps), and the bounded cell capacity

(i.e., number of RBs/TTI) even at high spectral efficiency. Despite the throughput drop in

moderately loaded network, the PRV schedulers were able to maintain improved through-

put performance for FTP users compared to the SRV and GRA-FCBPS schedulers at light

and high loaded network situations. Finally, the PRV schedulers were able to maintain

high JFI among video users as illustrated in Fig. 6.13. Meanwhile, the same high fairness

is also achieved by the PRV schedulers in case of FTP users as depicted in Fig. 6.14, which

confirms the equal throughput improvement among all users during network congestion

compared to the SRV and GRA-FCBPS schedulers.

6.7 Chapter Summary

In this chapter, we developed a framework for implementing a QoS-aware energy and jit-

ter efficient scheduling methodologies in downlink OFDMA heterogeneous traffic cellular

systems.

Firstly, we utilized our previously proposed C-RAN based predictive scheduling sys-

tem to provide a more detailed model in case of heterogeneous traffic networks. Secondly,

based on the popular utility-based inter-class prioritization scheme, we proposed a new

metric function which captures the packet’s delay and delay jitter QoS metrics. The func-

tion targeted optimal jitter performance within the packet’s delivery delay threshold for the

real-time traffic class. Thirdly, we formulated a BIP problem which optimizes the LTE UE’s

receiving EE for delay-sensitive, rate-sensitive and best-effort QoS classes concurrently. In

the case of delay-sensitive class, the formulation was of a multi-objective structure having

the delay jitter as the second objective besides the EE and constrained by the packet delay

budget. For the rate-sensitive and best-effort classes, the formulation targeted only the EE

as a single objective while setting a minimum rate constraint for the rate-sensitive QoS
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class. Fourthly, due to the inherent intractability of the optimal formulation, four differ-

ent heuristic algorithms were proposed to find a sub-optimal solution for the problem with

reasonable computational requirements. Two of the proposed algorithms belong to the tra-

ditional short range schedulers which work with a single frame time granularity (at most).

The other two algorithms belong to the predictive scheduling class and were capable of al-

locating resources in multiple future frames by utilizing the model proposed in the first part

of our work. All the proposed algorithms employed the jitter optimization in two stages.

The first stage encompassed the proposed jitter-based utility function, whereas the second

stage involved two proposed jitter-efficient resource allocation algorithms. Furthermore, a

sliding window mechanism was proposed to allow the heuristic algorithms profit from the

future predicted CSI (i.e., provided by the pool of ray tracing engines residing in the cloud)

without the need of implementing a traffic prediction mechanism.

To evaluate the performance of our proposed schedulers, extensive numerical simu-

lations were conducted in comparison with existing schedulers. The first part of the results

demonstrated the ability of our proposed short range schedulers to remarkably improve the

delay jitter, for the real-time traffic, on the expense of the EE while maintaining the delay

bounds. This is in addition to maintaining comparable EE and throughput performances

for rate-sensitive and best-effort traffic types. In the second part, the predictive versions

of our proposed scheduler were able to strike a dramatic improvement for the EE/delay-

jitter trade-off, compared to existing schedulers and our short range schedulers, in case of

the delay-sensitive traffic. Furthermore, the EE and throughput performances were also

substantially improved for the rate-sensitive and best-effort traffics. The improvements

were due to the predictive scheduler’s capability of exploiting future channel conditions

in making better decisions compared to traditional short range schedulers. Finally, since

employing the utility-based prioritization scheme, all the proposed schedulers showed high

degree of intra-class fairness for each of the considered traffic classes.
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Chapter 7

Conclusion
The massive evolution in today’s cellular technologies together with the myriad of avail-

able multimedia applications and services pose various challenges on wireless network

designers such as maintaining the system’s spectral and energy efficiencies at acceptable

levels. What makes such challenges increasingly intricate is the rapid expansion in the

wireless market volume and the number of cellular users with firm QoS requirements.

Therefore, facing such challenges requires non traditional solutions. In this dissertation

we proposed one promising agile solution utilizing a ray tracing (RT)-based predictive

scheduling methodology, which we believe to be capable of addressing such challenges.

The dissertation started by providing a solid understanding of the ray tracing problem and

its implementation challenges. The study has further delivered a complete MATLAB ray

tracer which could be used for benchmarking future hardware implementations or a simula-

tor on its own. In the second part of the dissertation, the RT-based scheduling system model

was proposed and heavily investigated in addressing the above challenges using optimiza-

tion techniques. In the rest of this chapter, the work completed in this dissertation and its

conclusions are summarized. The chapter concludes by recommendations for extending

the conducted research.

7.1 Thesis Summary

An extensive survey on the ray tracing propagation prediction model was conducted in

Chapter 2. The survey presented the ray tracing applications horizon, and the motivation

behind the dissertation invoking the state-of-the-art prediction model as a potential solution

for future cellular architectures. Implementation related topics were also provided such as

theoretical description, algorithmic approaches and acceleration techniques. Finally, the
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survey concluded by introducing the typical architecture of a ray tracing engine and its

implementation on MATLAB. The MATLAB ray tracer was then validated with a com-

mercial propagation prediction tool and its accuracy was proven. The MATLAB ray tracer

could serve as configurable simulator that can be easily altered or expanded according to

the user’s needs. Furthermore, it could be used to benchmark future software or hardware

implementations.

In Chapter 3, the initial proposal for the RT-based predictive scheduling approach

was presented in a simple TDMA system. The chapter’s framework encompassed an an-

alytical evaluation for the channel outage probability as a function of the link parameters

(e.g., rate and power) adaptation time horizon, and a throughput optimization problem. The

analysis has given insights into the importance and motivation of utilizing the ray tracing

prediction to adapt the transmission parameters frequently enough to maintain target chan-

nel outage probability compared to the traditional block fading assumption (i.e., channel

SNR is constant within a certain number of transmission blocks). The numerical results

showed that the outage probability could be unfavorably high with long adaptation time

horizons and high mobile speeds. The second part of the chapter has build upon the conclu-

sions drawn from the outage analysis, in the first part, to propose an RT-based throughput

efficient scheduler subject to fairness among users in TDMA systems. The optimization

problem was formulated as a binary integer programming (BIP) problem. The complex-

ity of the optimal scheduler was then addressed by a low complexity heuristic algorithm

which showed a comparable performance with its optimal counterpart. Numerical simu-

lations demonstrated remarkable improvement in the cell’s average achieved throughput

for our proposed scheduler compared to the state-of-the-art maximum throughput (MT)

scheduler.

The simple predictive scheduling approach, proposed in Chapter 3, was further de-

veloped in Chapter 4 to fulfill the optimal energy efficient performance for the LTE user

equipments (UEs) subject to QoS requirements. The work constituted three phases. In the

first phase, a C-RAN-based predictive downlink scheduling system was proposed. The ob-

jective was to optimize the UE’s receiver circuit wake-up intervals in longer time horizons,

compared to the state-of-the-art LTE DRX mechanism, subject to effective bandwidth con-

straints. The long-term circuit operation time optimization was based on ray tracing pre-
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dictions for future channel conditions. The problem formulation was then presented in the

second phase as a multi-objective BIP optimization problem. Furthermore, the formula-

tion has undergone rigorous analysis and a series of modifications until reached the final

practical form which accounted only for the factors dominating the UE power consumption

budget in the downlink. In the third phase, the computational complexity of the optimal

scheduler was relaxed by designing a low complexity heuristic algorithm. Finally, exten-

sive numerical simulations were conducted not only to compare our proposed scheduler

with another existing scheduler but also to provide the performance bounds of our sched-

uler in two different channel environments. The first environment involved a fast fading

QSBR channel which models high mobility situations. On the other hand, addressing low

mobility scenarios, the second environment was based on a realistic ray tracing channel

prediction experiment performed by a commercial propagation tool in the north of centre-

town of Ottawa city in Canada. In the fast fading environment, our scheduler was able to

exploit the rapidly changing channel conditions to improve both the UEs’ energy efficiency

(EE) and the capacity of the system to serve more users (i.e., spectral efficiency) by 62.47%

and 60%, respectively. In the slow fading environment, however, the scheduler was able to

only improve the EE due to the low channel diversity gain within the selected scheduling

granularities by 56.6%.

The work presented in Chapter 5 was divided into two parts. Motivated by the few

efforts discussed in the literature, in the first part, the delay jitter in communication net-

works has been rigorously studied. The study has provided an extensive analytical model

for the delay jitter in the simple queuing system with single queue of infinite length and

single server under different utilization levels and packets’ service and interarrival statis-

tics. Unlike traditional independent and identically distributed (iid) models, our analysis

focused on the correlated nature of the service time intervals. The underlying objective of

the analytical study was to enable jitter-efficient packet scheduling schemes in LTE net-

works. In the second part of the chapter, the insights gained in the first part were utilized to

design two energy and jitter efficient heuristic schedulers for VoLTE applications. Unlike

most published works which only considered the average packet delay as the only QoS

metric for VoIP traffic, our framework has set the delay jitter as a second objective besides

the EE subject to fixed delay budget in LTE systems. This is due to the significant impact
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for the delay jitter in determining the QoS levels achieved by real-time applications. Thus,

the resource allocation optimization problem was presented as a multi-objective BIP for-

mulation. Numerical results revealed a novel perspective for a trade-off between the LTE

UE’s EE and its delay jitter performance. The results showed that the proposed schedulers

were able to strike a better trade-off between the EE and delay jitter compared to other

existing schedulers.

Combining the cloud-based predictive scheduling model proposed in Chapter 4, and

the delay jitter modelling and optimization conducted in Chapter 5, Chapter 6 presented

a thorough study for optimizing the EE and the packet delay jitter for real-time applica-

tions in the downlink of heterogeneous traffic LTE networks. The chapter elaborated on

the C-RAN predictive scheduling model proposed in Chapter 4 to provide an insight about

utilizing it in LTE cellular networks serving various QoS requirements. The new model

considered the widely used utility-based prioritization scheme to serve three distinct QoS

classes, denoted as delay-sensitive, rate-sensitive and best-effort classes. For the delay-

sensitive QoS class, a new metric function was proposed which combines the delay jitter

and the average packet delay to shape the priority of the corresponding traffic connections

in the utility pool. The underlying objective of the metric function was to enable optimal jit-

ter performance for real-time traffic connections subject to fixed packet delay budget. The

resource allocation problem was formulated as a BIP problem by setting the UE’s receiving

EE as a global objective for all of the considered traffic classes. However, the packet delay

jitter was defined as a concurrent objective only for the delay-sensitive traffic connections

to ensure high quality real-time performance. This is unlike most of the published works

in the literature which insufficiently focused only on the average packet delay metric. The

formulation captured the maximum permissible packet delay and the minimum acceptable

data rate constraints for delay and rate-sensitive traffic types, respectively. To efficiently

solve the optimal formulation, which was found to be intractable, four different heuristic

algorithms were proposed. Two of the proposed algorithms solved the problem, as most

conventional schedulers proposed in the literature, within a single LTE frame time granu-

larity. The other two algorithms utilized our proposed cloud-enabled predictive scheduling

system (i.e., presented in the beginning of the chapter) to solve the problem in longer time

horizon (i.e., spanning multiple future LTE frames). The proposed heuristic algorithms
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utilized the initially proposed metric function, and employed two different jitter-efficient

resource allocation schemes to optimize the packet delay jitter for the delay-sensitive traffic

class. Moreover, to avoid limiting the performance of our proposed schedulers, a sliding

window mechanism was proposed to alleviate the short term knowledge of the buffer state

information (BSI) (i.e., assuming no traffic prediction) compared to the RT-based long term

knowledge about the channel state information (CSI). Finally, the numerical results showed

that our proposed schedulers were able to remarkably increase the UE’s EE for all of the

considered traffic classes, substantially minimizes the delay jitter for real-time applications,

boosts the throughput performance for the rate-sensitive and best-effort traffic types, and

maintains intra-class fairness among users.

7.2 Future Work

The explosive expansion in multimedia services over mobile broadband systems and the

ever-increasing mobile users number are leading the wireless world to an imminent major

shift to the 5G technology. As a result, numerous potential research areas are on their

way to deployment. This section proposes some research directions as an extension for the

vision introduced in this dissertation towards agile wireless resource scheduling for future

cellular technologies.

7.2.1 Interference-Aware Scheduling for LTE-A D2D

Communication

Unlike the 4G, the 5G system’s architecture will utilize the user’s device intelligence to

support direct device-to-device (D2D) connectivity, for faster and efficient data transfer,

side-to-side with the regular cellular links (i.e., base-station relayed) depending on the sit-

uation. The motivation behind this new architecture is to offload huge traffic volume from

the core network which consequently reduces the energy consumed and cost of data trans-

mission for network operators. The design of the 5G network will also exploit the benefits

of reducing the cell size [5] for more efficient spatial reuse of the spectrum leading to higher

data rates, lower delay and energy consumption.
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The D2D communication is classified into inband D2D and outband D2D. The in-

band D2D works in the same licensed spectrum with the cellular systems, while the Out-

band uses the unlicensed industrial, scientific and medical (ISM) spectrum (e.g., Wi-Fi,

Bluetooth, ZigBee and Ultra Wideband systems). It is noted in the literature that the in-

band D2D, also known as underlay D2D, is of greater interest compared to the outband.

This pertains to its high spectral efficiency as a result of sharing the system’s spectral re-

sources between D2D and cellular users. However, the interference co-ordination between

D2D and cellular terminals turned out to be a challenging problem in underlay D2D. Few

works [130, 131, 132] were found tackling the problem by employing particular resource

and power allocation schemes (e.g., interference-aware scheduling, fractional frequency

reuse scheduling), spectrum sharing using cognitive techniques, and massive MIMO trans-

mission techniques. Thus, studying the impact of the D2D transmissions (e.g., in cases

of fixed transmit power and fixed target SNR schemes) on the power margin of the cel-

lular network, and the utilization of long-term traffic and channel predictions on existing

interference-aware scheduling schemes are two potential topics to be researched.

7.2.2 Virtualization in Next Generation Radio Access Network

The term "virtualization" is currently receiving wide popularity in all sectors including

industry, research and standardization organizations. This is due to the numerous benefits

of deploying this technology [133]. From the business point-of-view, virtualization will

reduce the networks’ roll-out costs and operating expenses, increase energy savings, and

maximize the infrastructure providers’ (InPs) revenue. Furthermore, it will improve the

QoS delivered to end-users by increasing the competition in the wireless market when

allowing small investors to enter the business market. From the technical point-of-view,

wireless network virtualization employs sharing single infrastructure which contains sliced

wireless and physical resources among several mobile network operators (MNOs). InPs

perform the slicing to allow each operator has its assigned slice to be able to serve its

own subscribers. The significant gain of deploying this common shared architecture is that

the MNOs will be able to share their entire spectral resources which results in maximized

network efficiency, high energy savings and improved QoS.
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Many challenges, which need to be further investigated, still face this ambitious tech-

nology. For instance, fulfilling service contracts between different MNOs and fairness

among their users employing dynamic and efficient resource sharing schemes [134, 135]

is crucial. These schemes should deal with different MNOs (i.e., using different schedul-

ing policies) under highly changing network situations (e.g., traffic demands and relative

channel conditions between different MNOs subscribers). In these situations, our studied

predictive scheduling model could be utilized on a high level, across different MNOs, to

enable efficient and fair spectral sharing using the knowledge of future channel conditions.

7.2.3 On The Application of Ray Tracing Prediction in Physical layer

Security

Data communications security and privacy have always been addressed as a fundamen-

tal aspects for designing robust and reliable communication networks. Security involves

preventing unauthorized interceptors (e.g., eavesdroppers) from accessing sensitive infor-

mation, either by tapping or modifying, transmitted over the channel while still delivering

content to the legitimate partners. For this, state-of-the-art encryption algorithms have been

developed over the years and widely implemented in the top layers of the network proto-

col stack (e.g., transport layer). Those algorithms are commonly executed independent of

the physical layer channel impairments and errors occurred to the transmitted data. On

the other hand, securing data in the physical layer and specifically over wireless channels

has also been a subject of interest since Wyner has reported his wiretap channel model in

[136]. Based on Wyner’s model, several research works [137, 138] have supported the idea

that perfect secrecy in wireless data transmission can be accomplished when utilizing the

channel capacity difference (i.e., secrecy capacity), for quasi-static fading models, between

legitimate receiver and eavesdropper. The key idea here is that, by knowing the CSI for

the legitimate receiver and an estimate for the eavesdropper at the transmitter side, suitable

wiretap codes can be selected accordingly to ensure transmission favorable to the legitimate

receiver while weakening the eavesdropper’s ability to decode the transmitted data.

It is worth noting that none of the published works has considered the wireless chan-

nel security in dynamic environments such as V2V and V2I, where the channel response
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is changing rapidly and significantly. These scenarios require frequent channel estimation

to be able to adapt the transmission rate for the legitimate receiver’s sake. As a result,

utilizing high speed ray tracing engine for controlling the transmission rate on the fly, iden-

tifying the reception zones and measuring the secrecy capacity outage probability along the

transmitter’s route is an important topic to be considered.
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