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Abstract 
In return for increased operating frequency and reduced 
supply voltage in nano-scale designs, their vulnerability to 
IR-drop-induced yield loss grew increasingly apparent. 
Therefore, it is necessary to consider delay increase effect 
due to IR-drop during at-speed scan testing. However, it 
consumes significant amounts of time for precise IR-drop 
analysis. This paper addresses this issue with a novel per-
cell dynamic IR-drop estimation method. Instead of 
performing time-consuming IR-drop analysis for each 
pattern one by one, the proposed method uses global cycle 
average power profile for each pattern and dynamic IR-
drop profiles for a few representative patterns, thus total 
computation time is effectively reduced. Experimental 
results on benchmark circuits demonstrate that the 
proposed method achieves both high accuracy and high 
time-efficiency. 
 

1. Introduction 
Ever-shrinking process technology has made it possible to 
produce a VLSI design with high clock frequency and/or 
low supply voltage. At the same time, at-speed scan 
testing, where test response is captured at the system clock 
speed to detect delay faults, has become mandatory to 
ensure the product quality and reliability since timing-
related defects are dominant in deep-submicron (DSM) 
devices [1].  

However, at-speed testing is facing a serious challenge of 
test-induced yield loss due to excessive IR-drop on power 
and ground distribution network. Power consumption in 
at-speed scan testing is usually much higher than that of 
functional operation because of high switching activity 
derived from highly compacted test pattern set for 
simultaneous massive fault detection. In addition, low-
power design techniques, such as clock gating is usually 
disabled during test. This also leads to a wide gap of 
switching activity between functional and test operation. 
Excessive switching activity causes large switching 
current flow through power and ground network, and 
spawns IR-drop which reduces switching speed on each 
cell instance. As a result, timing failure may occur only 
during at-speed scan testing and thus yield loss is incurred.  

Fig. 1 illustrates IR-drop issues in at-speed scan testing 
based on widely adopted launch-on-capture (LOC) 

clocking scheme [2]. In shift mode for loading test vectors 
and unloading circuit response with clock pulses S1 to SL, 
excessive IR-drop on clock paths may cause severe clock 
skew resulting in shift operation failure due to hold time 
violation. On the other hand, in capture mode for 
launching a transition at the first clock pulse C1 and 
capturing corresponding response at the second clock 
pulse C2 with functional clock speed, excessive IR-drop on 
sensitized functional paths may cause capture malfunction 
due to setup time violation. 

 
Fig. 1  IR-drop issues in LOC at-speed scan testing. 

 
Since test pattern is one of major factors affecting IR-drop, 
a variety of low-power test pattern generation/modification 
techniques [3 – 7] has been proposed. However, in most of 
the techniques the generated test patterns are only 
evaluated by reduction effect of switching activity, power, 
or IR-drop while not referring to delay increase on 
sensitized paths which is the real cause of timing failures. 
Although reducing the power consumption itself is 
important, from the viewpoint of avoiding IR-drop-
induced timing failures, it is also necessary to validate 
whether or not the increased delay exceeds the design 
timing margin. Generally, IR-drop is non-uniformly 
distributed over the circuit layout depending on the cell 
location where transitions occur. At the same time, the 
effect of IR-drop-induced delay increase at a cell depends 
on the amount of IR-drop at the cell. Therefore, to 
accurately evaluate IR-drop-induced delay increase for a 
pattern, precise amount of IR-drop, instead of indirect 
evaluation metrics, for individual cell instance needs to be 
known. 

1.1 Related Work 
Previous pattern evaluation metrics can be classified into 
two categories: path-independent metrics and path-
dependent metrics as described below. Path-independent 
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metrics basically try to estimate power consumption in a 
whole circuit or in each of locally partitioned regions. 
Toggle count (TC) and weighted switching activity (WSA) 
are common metrics because of their computational 
simplicity. In [9], switching cycle average power (SCAP) 
is defined as the average power consumed during the time 
frame of the entire switching activity and it is reported to 
have a good correlation with IR-drop and can be used to 
identify patterns suspected to cause high IR-drop. 
Techniques in [10] and [11] consider power consumption 
for local regions since locally high power consumption 
tends to affect IR-drop at particular region. The technique 
in [10] partitions a circuit layout into multiple regions and 
considers even power distribution among regions during 
test compaction to avoid some regions having high power 
consumption and hence being affected by IR-drop. WSA 
for each region is then calculated for evaluation. In the 
technique [11], a circuit layout is divided into multiple 
regions and a test pattern is evaluated based on not only 
global metrics such as global toggle constraint (GTC) 
which limits toggle count in a whole circuit throughout the 
test cycle and global instantaneous toggle constraints 
(GITC) which limits toggle count in a whole circuit at any 
time instant, but also a local metric of regional 
instantaneous toggle constraint (RITC) which limits 
toggle count in each region at any time instant.  However, 
although these metrics have correlation with IR-drop and 
IR-drop-induced delay increase, therefore help identify 
patterns with high IR-drop, the methods do not accurately 
estimate actual path delays increased due to IR-drop. To 
estimate actual path delays, it is necessary to associate the 
evaluated power with the information of sensitized paths.  

On the other hand, path-dependent metrics focus on the 
relation between cells on a path as victims and cells of its 
proximity as aggressors since the cells in proximities of 
the path have high impact on IR-drop-induced delay 
increase. A path under consideration is either a long 
sensitized path [8], [12] or a clock path [13]. In [8], 
critical capture transition (CCT) which adds the critical 
weight as an additional weight to WSA, which reflects the 
impact of a transition at an aggressor on victims. To more 
accurately reflect the transition impact on the aggressors, 
transition-time-relation (TTR) based metric in which 
earlier transitions than the transition at on-path node are 
considered for impact calculation, has been proposed in 
[12]. These methods help identify paths which may cause 
IR-drop-induced timing failures for a given test pattern. 
However, WSA-based power evaluation is inaccurate 
since IR-drop varies among cells even if their WSAs are 
the same. 

A way to accurately evaluate path delays is dynamic 
timing analysis using voltage-aware static timing analysis 
technique [14]. Indeed, commercial timing analysis tools 
employ such kind of functions. The analysis is performed 
through gate level logic simulation, dynamic power/IR-
drop analysis, and timing analysis with back-annotated 
voltage. 

Similarly, in [15], the proposed method is evaluated by IR-
drop-induced delay increase. The evaluation process 
includes dynamic IR-drop analysis for each cell, back-
annotation of supply voltages for each cell on critical paths, 
and SPICE simulation for the paths. However, in any case, 
dynamic IR-drop analysis needs to be performed to obtain 
voltage profiles for all test patterns one by one for test 
pattern validation. Obviously, this is computationally too 
expensive and practically impossible. 

1.2 Contribution and Paper Organization 
A novel per-cell dynamic IR-drop estimation method is 
proposed in this paper to overcome the drawbacks of the 
previous metrics discussed above. The proposed method 
derives an IR-drop estimation function for each cell 
instance in a circuit based on cycle average power profiles 
and dynamic IR-drop profiles for a few representative 
patterns in a test set. This results in saving computation 
time because of minimized effort for performing dynamic 
IR-drop analysis, as is well known to consume large 
amounts of time. As a result, pattern-dependent per-cell 
IR-drop for any pattern can be quickly obtained by using 
estimation functions associated with each cell. Moreover, 
accurate estimation can also be achieved since the 
estimation functions are derived based on precise IR-drop 
analysis.  

Consequently, test patterns are evaluated in terms of 
timing by performing timing analysis with annotated 
effective voltage (i.e. supply voltage minus IR-drop) for 
each cell which is estimated by the proposed method. 
Therefore, the proposed method helps find test patterns 
which may cause IR-drop-induced timing failures during 
scan testing. 

It should be noted that, although we focus on delay 
increase on sensitized paths at launch cycle in this paper, 
the proposed method is also applicable for clock skew 
analysis at shift cycle since IR-drop is estimated for all 
cells including clock buffers.  

The remainder of this paper is organized as follows: 
Section 2 shows the motivation of this work based on 
preliminary experiments, Section 3 describes the detail of 
the proposed method. Section 4 shows experimental 
results, and Section 5 concludes the paper. 

2. Preliminary Experiment 
To investigate the effect of delay increase due to IR-drop, 
we conducted several experiments on ITC’99 b14 
benchmark circuit [16] with 5,419 cells layout. The layout 
was designed using Synopsys SAED90nm EDK Digital 
Standard Cell Library with 1.2V power supply voltage 
[17]. To see as much IR-drop variation as possible, power 
distribution network was designed with two pads placed 
on upper right and lower left corners, a power ring, and no 
power straps. After the layout design, the circuit had 245 
scan flip-flops and 9,742 gates in 2-input NAND gate 
equivalent. The clock period was set 3ns. As for a test 
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pattern set, path delay fault (PDF) ATPG was conducted to 
obtain the information of sensitized paths. 953 patterns 
detecting 4,443 PDFs were generated. Dynamic timing 
analysis was performed for these patterns with the flow 
shown in Fig. 2. First, logic simulation is performed for 
each pattern using a circuit delay profile in standard delay 
format (SDF), and the switching information is stored in 
value change dump (VCD) format. Then, per-pattern 
power consumption is computed by power analysis using 
netlist, parasitics, and VCDs. After that, IR-drop analysis 
is performed to obtain per-cell effective voltage profiles. 
Finally, timing analysis with annotated effective voltages 
reports the timing information for sensitized paths of each 
pattern. Note that, we used average IR-drop over launch 
clock cycle for voltage annotation in timing analysis since 
the linear correlation between path delay and the 
difference of supply voltage and average IR-drop per cycle 
(VDD - DVDavg) has been proven in [19]. Hereinafter, 
“average IR-drop over single clock cycle” is merely 
referred to as “IR-drop”. 

 
Fig. 2  Flow of the dynamic timing analysis. 

 

Fig. 3 shows the IR-drop map for one of the patterns in 
which four paths were sensitized. The location of the paths 
and their delay increase rate are also shown. 

IR-drop distributes within the range of 4mV (blue region) 
to 64mV (red region). Here, some blanks seen in the map 
indicate the locations where no cells are placed. It can be 
seen that, the delay increase on two paths running through 
high IR-drop area are higher than the others, i.e. delay 
increase effect depends on the amount of IR-drop at on-
path cells. This clearly points out the necessity to know 
per-cell IR-drop for accurate timing evaluation. The 
breakdown of the total execution time was: logic 
simulation 1.6%, power analysis 18.7%, dynamic IR-drop 
analysis 68.8%, and voltage-annotated timing analysis 
10.9%. Obviously the bottleneck is dynamic IR-drop 

analysis and its percentage is expected to increase 
explosively in larger circuits. Therefore, it is impractical to 
apply such time-consuming analysis for validating many 
test patterns. 

 
Fig. 3  Effect of path delay increase due to IR-drop. 

 
To trade-off between accuracy and efficiency, we focused 
attention on cycle average power for a whole circuit which 
has better correlation with IR-drop and can be calculated 
in relatively less time. The correlation coefficients 
between cycle average power and IR-drop are calculated 
for each cell and summarized in Table 1.  

Table 1  Correlation coefficient distribution. 

 
 

The correlation coefficients are distributed within 0.837 to 
0.996 and the average is 0.975. Fig. 4 shows the relation 
between cycle average power and IR-drop for some cells 
with relatively high correlation coefficients. Clearly, IR-
drop for these cells is almost linearly related with cycle 
average power even each cell has different slope.  

The relation for the cell with the lowest correlation (0.837) 
is also plotted in Fig. 5 to investigate the IR-drop variation 
under the same cycle average power. 

As shown in Fig. 5, the maximum IR-drop variation under 
the same cycle average power is approximately 10mV, 
which is 0.8% of the ideal power supply voltage 1.2V. It is 
reported that, in 90nm technology, 1% voltage variation 
causes approximately 4% change in gate delay [18], thus 
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the delay variation of this cell can be approximately 3.2%. 
However, Table 1 shows that only a small fraction of the 
cells has relatively low correlation. Since path delay 
consists of multiple gates/interconnects delay, the impact 
of delay variation on such minority cells can be negligibly 
small in terms of the total delay on long paths. Based on 
the above observation, IR-drop for a pattern can be 
estimated based on its cycle average power.  

Our experiments seem to be inconsistent with several IR-
drop analyses that consider power consumption in some 
restricted local regions [8, 10-13]. Naturally, local power 
consumption may have the better correlation with local IR-
drop than global power consumption, however, the above 
experimental results suggest the potential to estimate IR-
drop from global power. Therefore, the proposed method 
uses one global metric, cycle average power. In the 
proposed method, we estimate IR-drop values of all the 
cells and then use the estimated voltages to evaluate path 
delays. That is, the estimated IR-drop values enable per-
cell delay analysis for each pattern, and obtain more 
accurate path delay evaluation. 

 
Fig. 4  Power vs. IR-drop on the cells with high correlation. 

 

 
Fig. 5  Power vs. IR-drop on the cell with min. correlation. 

 

3. Proposed Per-Cell IR-drop Estimation 
Method 
This section describes the proposed per-cell IR-drop 
estimation method for achieving both high accuracy and 
high efficiency so as to quickly identify test patterns 
falling within a test set which may cause test-induced 
timing failure. 

Fig. 6 depicts the general flow of the proposed method. 
The flow consists of three major steps: (Step 1) target 
pattern selection, (Step 2) IR-drop estimation function 
derivation, and (Step 3) per-cell effective voltage 
estimation. After the power analysis for given test pattern 
set, each step of the proposed method is performed. In 
Step 1, a few representative patterns are selected as the 
inputs of the following dynamic IR-drop analysis. Next, 
dynamic IR-drop analysis shown in Fig. 2 (surrounded by 
dotted frame) is performed for selected target patterns. In 
Step 2, IR-drop estimation function for each cell is then 
derived using linear least squares fitting based on cycle 
average power and corresponding IR-drop value. After 
that, in Step 3, per-cell effective voltage profile for every 
pattern is obtained from cycle average power by using the 
estimation functions of cycle average power. Finally, 
voltage-annotated timing analysis is performed to obtain 
timing reports. The detail of each step is described in the 
following subsections. 

 

 
Fig. 6  General flow of the proposed method. 

 



 

Paper 6.2                                   INTERNATIONAL TEST CONFERENCE                                        5                            
                                                    

3.1 Target Pattern Selection 
In this step, the target patterns, whose individual cycle 
average power profile is used for the following steps, are 
selected. Therefore, appropriate patterns should be 
selected since the way of the selection has a huge effect on 
the fitting accuracy.  

In addition, the number of target patterns is an important 
factor for fitting. It also affects the total computation time 
since the number of dynamic IR-drop analysis executions 
is equal to the number of target patterns. In the 
experiments, we set 3, 4 and 5 as the numbers of target 
patterns.  

The proposed method selects a given number of target 
patterns with a strategy to balance their cycle average 
power. A pseudo-code for target pattern selection is shown 
in Fig. 7. 

 

 
Fig. 7  Target pattern selection. 

 
For example, in the case where a list of 300 patterns, T = 
{t0, t1, …, t299} (sorted in descending order of cycle 
average power) and the number of target patterns, n = 3 
are given, the target pattern list will be obtained as T′ = {t0, 
t149, t298}. 

The time complexity of the target pattern selection is 
O(mlogm) for sorting a list of m test pattern plus O(n) for 
picking up n target patterns. 

This way, patterns are selected in a balanced manner, thus, 
accurate estimation functions are expected to be derived at 
the next step. 

3.2 IR-drop Estimation Function Derivation 
After the target pattern selection, precise dynamic IR-drop 
analysis is performed for the selected target patterns to 
obtain per-cell effective voltage profiles. Consequently 
multiple pairs of cycle average power and IR-drop voltage 
are obtained for each cell. Using the obtained pairs, the 
proposed method derives IR-drop estimation functions 
based on linear least squares fitting as described below:  

Definition 1: Let n be the number of target patterns. Given 
n power-IR-drop pairs {(p1, v1), (p2, v2), …, (pn, vn)} where 
pi and vi are the cycle average power and IR-drop for i-th 
target pattern respectively, assume that an IR-drop 
estimation function for a cell with n power-IR-drop pairs 
is v = b + ap, the slope a and the intercept b are calculated 
as: 

𝑎 =  
𝑛∑ 𝑝𝑖𝑣𝑖 − ∑ 𝑝𝑖 ∑ 𝑣𝑖𝑛

𝑖=1
𝑛
𝑖=1

𝑛
𝑖=1

𝑛 ∑ 𝑝𝑖2 −𝑛
𝑖=1 (∑ 𝑝𝑖𝑛

𝑖=1 )2  

𝑏 =
∑ 𝑝𝑖2𝑛
𝑖=1 ∑ 𝑣𝑖 − ∑ 𝑝𝑖𝑣𝑖 ∑ 𝑝𝑖𝑛

𝑖=1
𝑛
𝑖=1

𝑛
𝑖=1

𝑛 ∑ 𝑝𝑖2 −𝑛
𝑖=1 (∑ 𝑝𝑖𝑛

𝑖=1 )2  

The time complexity of this step is O(mn)  where m is the 
number of cells in a circuit, and n is the number of target 
patterns selected in the previous step. 

As a result, once the IR-drop estimation functions are 
derived, per-cell effective voltage for any other test pattern 
can be quickly estimated from its cycle average power 
since all cells have their individual IR-drop estimation 
function. 

4. Experimental Results 
The proposed method was implemented in Perl 
programming language for evaluation. In addition to the 
circuit b14 used in preliminary experiments in Section 2, 
b17, b18, and b19 of ITC’99 were also used. For these 
circuits, the structures of the power distribution networks 
are the same as b14 except that several power straps were 
added uniformly to avoid too much IR-drop. Clock speeds 
were set 3ns for b17, and 5ns for b18 and b19.  To 
evaluate both IR-drop and delay, PDF ATPG was 
performed for each circuit. Per-cell effective voltage 
profiles for all patterns were collected by both proposed 
estimation method and dynamic IR-drop analysis for 
comparison. The number of target patterns in Step 1 of the 
proposed method was set 3, 4, and 5, respectively for case 
analysis.  

Firstly, the time efficiency was evaluated in terms of CPU 
time as summarized in Table 2. For the proposed method, 
the time in computing Step 1 to 3 and in IR-drop analysis 
are shown in separated columns. As can be seen from 
Table 2, the proposed method (“Total”) ran hundreds of 
times faster than dynamic IR-drop analysis for all patterns 
(“All”). The speedup ratios were almost equal to the total 
number of test patterns divided by the number of target 
patterns, since the runtimes in computing Step 1 to 3 were 
negligibly small. Thus, the larger the number of test 
patterns in a test set, the more effective the proposed 
method is. 

In terms of accuracy, the results were evaluated based on 
two perspectives, IR-drop and delay as shown in the 
following subsections. 
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Table 2  CPU time for IR-drop estimation/analysis. 

 

4.1 Evaluation on IR-drop 
For each pattern, we computed the correlation coefficient 
and the absolute errors of all cells between estimated IR-
drop and analyzed IR-drop.  The results are summarized in 
Table 3.  

Table 3  IR-drop estimation results. 

 
Averagely high correlation coefficients were obtained for 
every case. Average absolute errors were maintained 
within approximately 10% of analyzed average IR-drop. In 
addition, the correlation coefficient tends to increase as the 
increasing size of circuit. Indeed in b19, over 80% of all 
test patterns had the correlation coefficient greater than 
0.99 for all cases as can be seen from Fig. 8. Moreover, the 
correlation further improved with increasing the number of 
target patterns, especially from 3 to 4. 

Fig. 9 shows per-cell IR-drop maps for the patterns with 
(a) the maximum, (b) the median, and (c) the minimum 
correlation in the case of 3 target patterns in b19. For these 
patterns, IR-drop occurred within the range of 4mV to 
308mV. As the correlation decreases, IR-drop also 
decreases. Especially the pattern with the minimum 
correlation causes notably low IR-drop compared to the 
other patterns. 

To further investigate the relation between correlation and 
IR-drop, a scatter graph is plotted in Fig. 10. It can be seen 

that the patterns with relatively low correlation tends to 
cause low IR-drop. Therefore, even though there are a few 
patterns which have relatively low correlation, the effect 
on IR-drop aware timing analysis may be negligible since 
the delay increase in such low IR-drop pattern occurs on a 
small scale. 

 
Fig. 8  Correlation coefficient distributions. 

4.2 Evaluation on Delay 
Next, the voltage-aware timing analysis was conducted for 
path delay evaluation. PDFs detected by each pattern were 
given as the paths under analysis. Per-cell effective 
voltage profiles obtained from the proposed method and 
dynamic IR-drop analysis were respectively used for 
annotation. For each path, the error rate to the delay 
obtained by analyzed IR-drop annotation was computed. 
The results are summarized in Table 4.  

Table 4  Delay estimation results. 

 
In terms of delay, better correlations than that of IR-drop 
can be seen as most of the cases have the correlation 
coefficients 1.0000. Indeed, the error rates were 
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maintained 8.9% at maximum and 0.7% on average. This 
indicates that the proposed method accurately estimated 
IR-drop especially at on-path cells.  

Fig. 11 shows the relation of path delays of b19 between 
that obtained by analyzed IR-drop (x-axis) and that 
obtained by estimated IR-drop (y-axis). Regression line, 
regression function, correlation coefficient (R), and 
determination coefficient (R2) are also shown in the graphs. 
For all cases, the proposed method achieved the slope of 
regression function and the determination coefficient 
nearly equal to 1, i.e., the path delays of each other are 
almost identical.  

 

 
Fig. 9  IR-drop maps of characteristic patterns. 

 

 
Fig. 10  Correlation vs. average IR-drop. 

 

 
Fig. 11  Delay relations. 
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5. Conclusions 
This paper presented a novel per-cell dynamic IR-drop 
estimation method for at-speed test pattern validation. The 
proposed method basically uses a global metric, cycle 
average power for estimation. For a few selected target 
patterns, dynamic IR-drop analysis is performed to 
associate global cycle power with obtained per-cell IR-
drop. Then, IR-drop estimation functions are derived for 
each cell. As a result, the proposed method makes it 
possible to estimate per-cell IR-drop for other patterns 
using its cycle average power. In other words, local IR-
drop can be estimated by global cycle average power. 
Experimental results have demonstrated both high 
accuracy and high efficiency of the proposed method. 
Future work includes: (1) evaluation with larger design; 
and (2) evaluation for shift clock skew. 
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