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Abstract

Automatic identification of relevant features,
appropriate model types and their optimal
parameters are three fundamental concepts
of AutoML. We present a multi-objective
method for performing these three tasks, and
illustrate its performance on a 30 dimensional
data set.

1. Introduction

Recently the use of automated data preprocessing, fea-
ture selection, model type selection and result anal-
ysis (in short: AutoML) have gained a lot of atten-
tion. These tasks are often difficult to perform by
non-experts, and by enabling systems to perform these
steps autonomously results in more off-the-shelf ma-
chine learning. This has been crucial for the imple-
mentation of machine learning methodology in cloud
services.

We present an integrated approach (van der Herten
et al., 2016) which builds on earlier proposed model
type selection approach by (Gorissen et al., 2009) and
is related to Symbolic Regression (Vladislavleva et al.,
2008). The approach handles feature selection and
model type selection as a first problem, and considers
these aspects as a multi-objective optimization prob-
lem with both the model accuracy and complezity (i.e.,
the number of input features) as objectives. To obtain
the accuracy of a candidate model, its hyperparam-
eters are optimized separately. This allows specific
optimization strategies for each model type. An illus-
tration of the approach is given in Figure 1 for three
different model types.
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Figure 1. Overview of the two-layered AutoML approach
for identification of relevant features, model type and hy-
perparameters.

2. Approach

Given an unknown function f : Q — CP defined
over the input space @ C RY. For a distinct set
of of query points X = {x,...,zn} the correspond-
ing output labels (classification) or values (regression)
Y = {f(«1),..., f(xn)} have been observed. Our
aim is finding a suitable function fA,e € S* from
the approximation space. The approximation func-
tion is parametrized by its hyperparameters (e.g., reg-
ularization parameter) 6§ and A = (t,z), which con-
sists of the model type ¢ and the included input fea-
tures represented by z. The subspace of ) spanned
by the included features in z is denoted as Q*, and
D, represents the projection of D into this subspace.
The corresponding approximation space of all func-
tions fy ¢ : 0 — CP is denoted by S™*.

The choice of f is guided by a pre-set criterion. Given
a function € € F, the set of error functions, and 7
a target error specified upfront. The multi-objective
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quality estimator A is defined as follows:
A: ExS x2% - (RYRY)
(6 fro. D) = (A(Evf)\,ﬂaDz)aC(f)\,G)) (1)

The first objective is a model quality estimator A
which is used to assess the accuracy and generalisation
performance of f : a popular choice is crossvalidation.
The second complexity objective C can be defined as
the number of included features in z, but can also be
include model type dependant to discourage methods
which are computationally expensive to train on high-
dimensional spaces.

Multi-objective optimization of Equation 1 over A with
an optimization method such as NSGA-II (Deb et al.,
2002) yields a pareto front P. Each individual is opti-
mized with a model-specific strategy to determine an
optimal €, with respect to model accuracy. The model
complexity remains constant during the hyperparam-
eter optimization, hence it is not considered during
hyperparameter optimization.

The proposed two-layered approach has some key ad-
vantages: because the hyperparameter space © is dif-
ferent for each model type. This makes inclusion of
f in the multi-objective optimization challenging as
it makes implementing crossover and mutation oper-
ations less straightforward. Furthermore, this would
significantly enlarge the search space and can result in
good combinations of features resulting in poor model
accuracy if the choice of 6 is bad. Finally, we find no
evidence in literature that a different choice of model
hyperparameters influences the underlying input pa-
rameter relevance.

3. INlustration

The 30-dimensional function defined in (Morris et al.,
2006) is chosen as illustration using 10 included fea-
tures x1,...x19, and was sampled using the FLOLA-
Voronoi sampling method (van der Herten et al.,
2015). Model types included were SVM (Chang &
Lin, 2011) and LS-SVM (Suykens et al., 2002) op-
timized with the DIRECT algorithm (Jones et al.,
1993), Kriging with Maximum Likelihood Estimation
(Couckuyt et al., 2014) and ELM (Huang et al., 2011)
with hidden layer size and regularization constrant op-
timized with simulated annealing. A for model quality
estimation during the hyperparameter optimization of
each individual (with varying model type) as well in
the multi-objective optimization was chosen as 5-fold
crossvalidation with the popular Root Relative Square
Error function to account for the generalization error.
The complexity objective was set to the number of in-
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Figure 2. All trained models as part of the adaptive mod-
eling step. Model types are denoted by ¢ for LS-SVM, [J
for SVM, A for Kriging and o for ELM models. The pareto
front P has been marked in red.

put parameters included in each model, and multiplied
by a factor 2 for kriging and ELM models (as these
are more computationally demanding to train for this
problem).

The resulting pareto front, obtained with NSGA-II us-
ing 10 generations of 15 individuals is shown in Fig-
ure 3. Clearly LS-SVM models are working best for
this example. It can also be observed how models
with less than 10 parameters automatically underfit,
whereas models with additional complexity are not
chosen frequently. A model with very good crossval-
idation score has also been identified: as it includes
exactly x1,...x19, it manages to fit D very well. As
the size of the search space equals 5 x 230, it is very
unlikely random search would find this solution given
only 150 evaluations. In addition, the multi-objective
optimization algorithm presents the trade-off which is
favourable for real-world applications.

4. Conclusion

A novel AutoML approach for selecting relevant fea-
tures, appropriate model types and optimizing model
hyperparameters automatically was presented and il-
lustrated on a 30-dimensional data set. The method
correctly identified the appropriate features, and sev-
eral model types competed to obtain optimal accuracy.

The downside of the proposed approach is a high
computational cost, as each individual of the Ge-
netic Algorithm involves a hyperparameter optimiza-
tion step. Future work includes incorporating more
efficient methods for the multi-objective optimization
step (i.e., SMAC or Bayesian optimization), to reduce
the number of trained models. In addition we also in-
vestigate the performance of the method on real-world
high-dimensional engineering applications.
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