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#### Abstract

We study the capacitated $k$-center problem with vertex weights. It is a generalization of the well known $k$-center problem. In this variant each vertex has a weight and a capacity. The assignment cost of a vertex to a center is given by the product of the weight of the vertex and its distance to the center. The distances are assumed to form a metric. Each center can only serve as many vertices as its capacity. We show an $n^{1-\epsilon}$-approximation hardness for this problem, for any $\epsilon>0$, where $n$ is the number of vertices in the input. Both the capacitated and the weighted versions of the $k$-center problem individually can be approximated within a constant factor. Yet the common extension of both the generalizations cannot be approximated efficiently within a constant factor, unless $P=N P$. This problem, to the best of our knowledge, is the first facility location problem with metric distances known to have a super-constant inapproximability result. The hardness result easily generalizes to versions of the problem that consider the $p$-norm of the assignment costs (weighted distances) as the objective function. We give $n^{1-1 / p-\epsilon}$-approximation hardness for this problem, for $p>1$.

We complement the hardness result by showing a simple $n$-approximation algorithm for this problem. We also give a bi-criteria constant factor approximation algorithm, for the case of uniform capacities, which opens at most $2 k$ centers.
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## 1 Introduction

Resource location problems are a class of problems in which one is required to find a set of locations to open centers in order to serve clients (demands) placed in a metric space. The objective is to reduce the cost of opening the centers and/or the cost incurred to assign the clients to the centers. Various notions of distance/cost are used in different applications. The $k$-center problem is a very well known resource location problem in which a metric on $n$ vertices is given. The objective is to open $k$ centers and assign vertices (clients) to these centers such that the maximum distance between a vertex and its assigned center is minimized. This problem is NP-hard. It also has a $(2-\epsilon)$-approximation hardness. [14] 2-approximation algorithms were given by Gonzalez [12] and Hochbaum and Shmoys [13].

Motivated by practical scenarios where each center has a limitation on the number of clients that it can serve, a generalization of this problem is the capacitated $k$-center problem. In this problem, each vertex has a capacity and a center opened at a vertex cannot serve more number of vertices than its capacity. Khuller and Sussmann [16] gave 5 and 6 -approximation algorithms for uniform soft and hard capacities respectively. For non-uniform capacities, Cygan et al. [10] and An et al. [1] provide constant factor approximation algorithms using LP rounding.
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Another generalization of the $k$-center problem is one where vertices have weights. The assignment cost of a vertex to a center is given by the product of the weight of the vertex and its distance (weighted distance) to the center. This variant is motivated from scenarios where the clients are not treated equally. Some clients are more important than others and need to be kept closer to an open center. Weights can also be used to model the likelihood of clients demanding services. Wang and Cheng [20] provide a 2-approximation for the $k$-center problem with vertex weights. This is best possible as the $k$-center problem has ( $2-\epsilon$ )-approximation hardness.

A common extension of the above two generalizations is the capacitated $k$-center with vertex weights. In this variant each vertex has a capacity and a weight. Each center can serve no more vertices than its capacity. The assignment cost of a vertex to a center is given by its weighted distance to the center. In this paper we study the approximability of this problem. We show an $n^{1-\epsilon}$-approximation hardness and provide an $n$-approximation algorithm. The hardness result easily generalizes to variants of the problem that consider the $p$-norm of the assignment costs (weighted distances) as the objective function. We give $n^{1-\frac{1}{p}-\epsilon}$-approximation hardness for the general $p$-norm, for $p>1$. This immediately shows that for $p>1$, the problem is hard to approximate within a constant factor. Although this generalization does not immediately provide an inapproximability result for the 1-norm which is the corresponding variant of the $k$-median problem, it provides insights into the capacitated (unweighted) version of the problem. The capacitated $k$-median problem is interesting as not much is known about its approximability. Constant factor approximation algorithms by either violating the capacity constraints or the cardinality constraints up to a constant factor are studied in [9], [4], [18], [5].

A vast body of work is available on various facility location problems. A variety of techniques like local search [17], [2], [6], LP rounding [7] and primal-dual method [15] have been studied. The capacitated facility location problem is well studied in [17], [19], [8], [3] and constant factor approximations are known.

## Our results and techniques

The main result of this paper is the approximation hardness of the capacitated $k$-center problem with vertex weights. We show that this problem cannot be efficiently approximated within a factor of $n^{1-\epsilon}$, unless $\mathrm{P}=\mathrm{NP}$, for any $\epsilon>0$, where $n$ is the number of vertices in the input. We give a reduction from the Exact Cover by 3-Sets, which is an NP-complete problem. It requires one to find a set cover from a family of sets, where each set has exactly three elements, such that each element of the universe is in exactly one of the sets in the set cover. This set cover variant was used by Cygan et al. in [10] to show a (3- $\epsilon$ )-approximation hardness for the capacitated $k$-center problem. The set gadget used in the reduction in [10] is designed for the unweighted case and does not generalize for the weighted case. In this paper, we introduce a novel set gadget that allows to create an polynomial factor gap between the solution cost of the yes and the no instances. It achieves this by allowing the vertices in a set gadget to be assigned to centers inside the gadget with small costs and making assignments to centers outside the gadget incur a large cost. Similarly, the vertices in an element gadget can only be assigned to centers in set gadgets corresponding to sets that it belongs to, with a small cost. Our reduction generates instances where the capacities are uniform and constant, showing that even this special case is hard to approximate within a constant factor.

An immediate consequence of the hardness result is an $n^{1-\frac{1}{p}-\epsilon}$-approximation hardness for the case where the objective function is a general $p$-norm of the assignment costs, for $p>1$. The $k$-center problem is a special case where the objective function is the $\infty$-norm of
the assignment costs. This shows that interesting variants of the problem which consider a $p$-norm for $p>1$ are hard to approximate within a constant factor.

We complement the hardness result by showing a simple $n$-approximation algorithm. For this algorithm, we use the standard thresholding technique modified to handle weights. We create threshold graphs corresponding to each distinct weight in decreasing order and open as many centers, in decreasing order of capacities, in each connected component as required to cover all the vertices in it.

Next, we relax the cardinality constraint on the set of centers. We consider the variant with uniform capacities where we show that if we are allowed to open twice the number of centers then we can output a solution with cost within a constant factor of the optimum cost. This simply modifies the 2 -approximation by Wang and Cheng [20] by opening as many capacitated centers required in place of each uncapacitated center to serve all the vertices assigned to it.

## 2 Problem statement

The input for the capacitated $k$-center problem with vertex weights (CkCW) is a set of vertices $V$, a metric distance $d: V \times V \rightarrow \mathbb{R}_{\geq 0}$ on $V$, an integer $k$, a capacity function $L: V \rightarrow \mathbb{Z}_{\geq 0}$ and a weight function $W: V \rightarrow \mathbb{R}_{\geq 0}$. The output is a set $S \subseteq V$ of $k$ vertices called centers and an assignment map $h: V \rightarrow S$ such that $|\{j \in V \mid h(j)=i\}| \leq L(i), \forall i \in S$. The assignment cost of a vertex $j \in V$ to a center $i \in S$ is given by $W(j) d(i, j)$. The goal is to minimize the maximum assignment cost of a vertex to its assigned center. Formally, the cost of the solution is given by $\max _{j \in V} W(j) d(h(j), j)$. Let $|V|=n$.

The metric distance $d$ satisfies the following properties for $i, j, u \in V$ :

1. $d(i, j) \geq 0$
2. $d(j, j)=0$
3. $d(i, j)=d(j, i)$
4. $d(i, j) \leq d(i, u)+d(u, j)$

## 3 Hardness of approximation

In this section we show that the above problem cannot be approximated within a constant factor. We give a reduction from the Exact Cover by 3-Sets (EC3S), which is an NPcomplete problem. This problem is used in [10] to show a $(3-\epsilon)$-approximation hardness for the $k$-center problem (unweighted) with non-uniform capacities. The input of the problem is a set system $(\mathcal{F}, \mathcal{U})$, where each set in $\mathcal{F}$ has exactly 3 elements. The goal is to decide whether there exists a subset $\mathcal{F}^{\prime} \subseteq \mathcal{F}$, such that each element of $\mathcal{U}$ belongs to exactly one set in $\mathcal{F}^{\prime}$. For such a set cover to exist, $|\mathcal{U}|$ must be a multiple of three.

An instance of the EC3S problem can be viewed as a bipartite graph $(\mathcal{F} \cup \mathcal{U}, \mathcal{E})$ where the edge set $\mathcal{E}$ encodes the membership of the elements of $\mathcal{U}$ in the elements of $\mathcal{F}$. In our reduction, we encode this bipartite graph into an instance $\mathcal{I}$ of CkCW, with each vertex having a uniform capacity of $L$. We replace each vertex of $\mathcal{F}$ with the corresponding set gadget and that of $\mathcal{U}$ with the corresponding element gadget.

Figure 1 illustrates these gadgets. The set gadget consists of three long arms, one for each of the three elements in the set, joined together with a clique at the top. Each arm is divided into integral levels $0,1, \ldots, t$ and fractional levels $0.5,1.5, \ldots, t+0.5$, where $t$ is an odd integer which we will fix later in this construction. An integral level $l$ consists of a vertex of weight $W_{l}$. A fractional level $l+0.5$ contains $\frac{L}{3}$ vertices of weight $W_{l}$ if $l$ is odd and $\frac{2 L}{3}-2$


Figure 1 Gadgets for reduction.
vertices of weight $W_{l}$ if $l$ is even. The two vertices in levels $l$ and $l+1$ are connected to each other and to the vertices in level $l+0.5$ by edges off length $R_{l}$. The $\frac{L}{3}$ vertices in level $t+0.5$ (the highest level) from each of the arms are all connected to each other by edges of length $R_{t}$, forming a clique of size $L$. The element gadget is a collection of $\frac{L}{3}$ vertices of unit weight connected to the level 0 vertex of the corresponding arm of the set gadget of each of the sets that it belongs to. The length of each of these connecting edges is $S_{0}$.

Let $S_{l}$ denote the shortest distance of a level $l$ vertex from the vertices in the element gadget connected to the corresponding arm (refer to Figure 1). Then we have the following relation:

$$
\begin{equation*}
S_{l}=R_{l-1}+S_{l-1} \tag{1}
\end{equation*}
$$

We would like to set the parameters of the construction in such a way that any solution with cost $<w^{2}$ must assign the vertices in a set gadget to centers in the same gadget. It must also assign the vertices of an element gadget to centers in set gadgets corresponding to the sets it belongs to. So, we want the following relations to hold:

$$
\begin{align*}
W_{0} & =w  \tag{2}\\
W_{l} R_{l} & =w  \tag{3}\\
W_{l} S_{l} & =w^{2} \tag{4}
\end{align*}
$$

where $w$ is some parameter. From equations 1,3 and 4 we get:

$$
\begin{aligned}
S_{l} & =S_{l-1}\left(\frac{1}{w}+1\right) \\
& =S_{0}\left(\frac{1}{w}+1\right)^{l}=w\left(\frac{1}{w}+1\right)^{l}
\end{aligned}
$$

(from equations 2 and 4)

We fix $t$ such that:

$$
\begin{aligned}
S_{t} & =w\left(\frac{1}{w}+1\right)^{t} \geq w^{2} \\
t & \geq \frac{\log (w)}{\log \left(1+\frac{1}{w}\right)} \leq 2 w \log w
\end{aligned}
$$

We set $t$ to be an odd integer just greater than $2 w \log w$ and $k$ to be $3\left(\frac{t+1}{2}\right)|\mathcal{F}|+\frac{|\mathcal{U}|}{3}$. The distance metric $d$ is given by the shortest distance metric.

Lemma 1. If there exists a solution to the EC3S instance, then there exists a solution to the instance $\mathcal{I}$ with cost $w$.

Proof. Let $\mathcal{F}^{\prime} \subseteq \mathcal{F}$ be the solution of the EC3S instance. Note that, $\left|\mathcal{F}^{\prime}\right|=\frac{|\mathcal{U}|}{3}$. For a sets $A \in \mathcal{F}^{\prime}$ place a center on each of the three vertices at even levels $0,2, \ldots, t-1$ in the corresponding set gadget and one center on a vertex at level $t+0.5$. Assign the vertices of the element gadget corresponding to the elements in $A$ and the vertices in levels $0,0.5$ and 1 to the centers at level 0 . For a level $l \in\{2,4, \ldots, t-1\}$, assign all the vertices at levels $l-0.5, l, l+0.5$ and $l+1$ to the centers at level $l$. Assign all the vertices in the clique at level $t+0.5$ to the center opened at this level. For all sets not in $\mathcal{F}^{\prime}$, place centers similarly at odd levels $1,3, \ldots, t$. For a level $l \in\{1,3, \ldots, t\}$, assign all the vertices at levels $l-1, l-0.5, l$ and $l+0.5$ to the centers at level $l$. This is an assignment with cost $w$. The total number of centers opened is $\sum_{A \in \mathcal{F}^{\prime}}\left(3\left(\frac{t+1}{2}\right)+1\right)+\sum_{A \notin \mathcal{F}^{\prime}} 3\left(\frac{t+1}{2}\right)=3\left(\frac{t+1}{2}\right)|\mathcal{F}|+\frac{|\mathcal{U}|}{3}=k$.

Now consider a solution $\mathcal{S}$ to the instance $\mathcal{I}$ with maximum assignment cost $<w^{2}$. Note that each center must serve $L$ vertices as $|V|=3\left(\frac{t+1}{2}\right)|\mathcal{F}| L+|\mathcal{U}| \frac{L}{3}=k L$.

- Lemma 2. $\mathcal{S}$ does not have a center in any of the element gadgets.

Proof. Consider the vertex set $g_{a}$ of the element gadget for an element $a \in \mathcal{U}$. From the construction of the gadget we can say that any $j \notin g_{a}$ and $i \in g_{a}, W(j) d(i, j) \geq w^{2}$. Therefore, only the vertices in $g_{a}$ can be assigned to a center in $g_{a}$. But, $\left|g_{a}\right|=\frac{L}{3}<L$.

- Lemma 3. Each set gadget in $\mathcal{S}$ has at least $3\left(\frac{t+1}{2}\right)$ and at most $3\left(\frac{t+1}{2}\right)+1$ open centers in it.

Proof. Consider the vertex set $g_{A}$ of the set gadget for a set $A \in \mathcal{F}$. For any $j \in g_{A}$ and $i \notin g_{A}, W(j) d(i, j) \geq w^{2}$. Thus, all the vertices in $g_{A}$ must be assigned to centers in $g_{A}$. Therefore, the number of centers in $g_{A} \geq\left\lceil\left|g_{A}\right| / L\right\rceil=3\left(\frac{t+1}{2}\right)$.

Assume, for contradiction, that the number of centers in $g_{A}>3\left(\frac{t+1}{2}\right)+1$. Let $a, b$ and $c$ be the elements of set $A$ and let $g_{a}, g_{b}$ and $g_{c}$ be the vertex sets of their respective gadgets. For any $j \notin g_{A} \cup g_{a} \cup g_{b} \cup g_{c}$ and $i \in g_{A}, W(j) d(i, j) \geq w^{2}$. Thus the number of vertices that the centers in $g_{A}$ can serve $\leq\left|g_{A}\right|+\left|g_{a}\right|+\left|g_{b}\right|+\left|g_{c}\right|=\left(3\left(\frac{t+1}{2}\right)+1\right) L$. Therefore, at least one of the centers in $g_{A}$ must be serving less than $L$ vertices.

- Lemma 4. In $\mathcal{S}$, gadgets corresponding to any two sets in $\mathcal{F}$ sharing a common element cannot have $3\left(\frac{t+1}{2}\right)+1$ open centers in each one of them.
Proof. Assume, for contradiction, that there exist two sets $A, B \in \mathcal{F}$ having at least one element in common such that the vertex sets $g_{A}$ and $g_{B}$ of the corresponding gadgets each have $3\left(\frac{t+1}{2}\right)+1$ centers. As shown in the proof of Lemma 3, the vertices that can be assigned to a center in the gadget of a set $C=\{d, e, f\}$ are only those in $g_{C} \cup g_{d} \cup g_{e} \cup g_{f}$. Thus, the number of vertices that can be assigned to centers in $g_{A}$ and $g_{B} \leq 2 \times\left(3\left(\frac{t+1}{2}\right)+1\right) L-\frac{L}{3}$ (since at least one element is common in $A$ and $B$ ). Therefore, at least one of the centers in $g_{A}$ or $g_{B}$ must be serving less than $L$ vertices.
- Lemma 5. If there exists a weighted $k$-center solution with cost $R<w^{2}$, then there exists a solution to the EC3S instance.
Proof. From Lemmas 2, 3 and 4, there are $\frac{|U|}{3}$ set gadgets each of which have $3\left(\frac{t+1}{2}\right)+1$ centers and the corresponding sets are all disjoint. These $\frac{|U|}{3}$ sets form the solution set $\mathcal{F}^{\prime}$.
- Theorem 6. The weighted $k$-center solution cannot be approximated within a factor of $n^{1-\epsilon}$ for any $\epsilon>0$, unless $\mathrm{P}=\mathrm{NP}$.

Proof. From Lemmas 1 and 5, an $\alpha$-approximation is not possible for $\alpha<w$, unless $\mathrm{P}=\mathrm{NP}$.
Now, we show a lower bound on $w$ in terms of $n$. In the construction, the number of vertices is given by:

$$
\begin{aligned}
n=k L & =\left(3\left(\frac{t+1}{2}\right)|\mathcal{F}|+\frac{|\mathcal{U}|}{3}\right) L \\
& \leq \text { constant } \times w \log w|\mathcal{F}| \\
& \leq \text { constant } \times w^{1+\frac{1}{q}} \log w \\
& \leq \text { constant } \times w^{1+\frac{2}{q}} \\
w & \geq \text { constant } \times n^{\frac{1}{1+\frac{2}{q}}}>n^{1-\epsilon}
\end{aligned}
$$

$\left(|\mathcal{F}| \geq \frac{|\mathcal{U}|}{3}, t \sim 2 w \log w\right.$ and $L$ is constant $)$
(setting $\left.w=|\mathcal{F}|^{q}, q>0\right)$
(for sufficiently large $n$ and $q>\frac{2}{\epsilon}$ )

Remark. The capacity $L$ of each vertex does not depend on the input of the reduction. Thus, $L$ can be fixed to be a sufficiently large constant. In Appendix A, we show that the known hardness results of $(3-\epsilon)$ for the $\{0, L\}$ capacitated version [10] and $(2-\epsilon)$ for the uniform $L$ capacitated version (which follows from the $(2-\epsilon)$-approximation hardness of the uncapacitated problem [14]) of $k$-center problem hold even when $L$ is a constant. Note, that for $L=1$ the problem can be solved trivially.

## Generalizing to other cost functions

In the $k$-center problem the goal is to minimize the maximum assignment cost, that is, to minimize the infinity norm of the assignment costs. Now we generalize the hardness result for any $p$-norm as the objective function. The objective function is given by:

$$
\left(\sum_{j \in V}(W(j) d(h(j), j))^{p}\right)^{\frac{1}{p}}
$$

Consider the instance $\mathcal{I}$ generated by the reduction. If there exists a solution to the EC3S instance, there exists a solution to the instance $\mathcal{I}$ with cost at most $n^{\frac{1}{p}} w$ and if there is no solution to the EC3S instance then any solution to $\mathcal{I}$ must have a cost at least $w^{2}$. Thus an approximation factor of $w / n^{\frac{1}{p}}$ or, $n^{1-\frac{1}{p}-\epsilon}$ cannot be achieved, unless $\mathrm{P}=$ NP. This gives a super-constant inapproximability result for, $p>1$.

## $4 n$-approximation algorithm

In this section, we present a simple $n$-approximation algorithm for the capacitated $k$-center problem with vertex weights. It guesses through all possible values $R$ of the optimal solution cost in increasing order. The number of possible values can be at most $|V|^{2}$ as each value must be equal to $W(j) d(i, j)$ for some $i, j \in V$. For each $R$, consider the distinct values of the weights $w_{1}>w_{2}>\cdots>w_{m}$ in decreasing order, where $m$ is the number of distinct weights. For each distinct weight $w_{i}$, it creates the undirected graph $G_{r_{i}}=\left(V, E_{r_{i}}\right)$ where $V$ is the input set of vertices and $E_{r_{i}}=\left\{(i, j) \mid d(i, j) \leq r_{i}=R / w_{i}\right\}$. Note that if $R$ is the optimal solution cost then the optimal solution cannot assign a vertex $j$ to a center $i$ such that $d(i, j)>R / W(j)$. Let $\Gamma_{i}$ be the set of connected components of $G_{r_{i}}$ which have at least one vertex of weight at least $w_{i}$. For a component $\gamma \in \Gamma_{i}$, let $\mathcal{H}_{i}^{\gamma}=\left\{v \in \gamma \mid W(v) \geq w_{i}\right\}$ be the set of heavy vertices and $\mathcal{P}_{\gamma}$ be the set of open centers in $\gamma$. $\mathcal{P}_{\gamma}$ for $\gamma \in \Gamma_{i}$, initially consists of the centers opened at vertices in $\gamma$ up till iteration $i-1$. We say a center in $\mathcal{P}_{\gamma}$ is unsaturated if the number of vertices assigned to it is less than its capacity. The algorithm, in iteration $i$, assigns vertices from $\mathcal{H}_{i}^{\gamma}$ for each component $\gamma$ to unsaturated centers in $\mathcal{P}_{\gamma}$ till their capacities are exhausted and then adds new centers to serve all the remaining vertices in $\mathcal{H}_{i}^{\gamma}$. After $m$ iterations, if the number of open centers is at most $k$ it returns the set as the solution. Algorithm 1 illustrates this procedure.

- Lemma 7. The assignment cost of each vertex is at most $n R$.

Proof. Note that in each iteration $i$, the algorithm assigns all the vertices of weight $w_{i}$ to some center. Also, each vertex in a component is assigned to some center in the same component. Thus the assignment cost is at most $w_{i} n r_{i}=w_{i} n R / w_{i}=n R$.

Consider an optimal solution $\mathcal{S}^{*}$. Let $R^{*}$ be the optimal solution cost. For a center $u$ in the optimal solution, let $\sigma(u)$ be the number of vertices assigned to it. Now consider the iteration of Algorithm 1 when $R=R^{*}$.

```
Algorithm \(1 n\)-approximation algorithm
    for each guess \(R\) of the optimal solution cost in increasing order do
        Order the weights \(w_{1}>w_{2}>\cdots>w_{m}\)
        for each \(w_{i}, i \in\{1,2, \ldots, m\}\) do
            Construct \(G_{r_{i}}\)
            Construct the set \(\Gamma_{i}\) for \(G_{r_{i}}\)
            for each component \(\gamma \in \Gamma_{i}\) do
                    Construct \(\mathcal{P}_{\gamma}\)
                    while \(\exists\) unassigned vertex \(v \in \mathcal{H}_{i}^{\gamma}\) do
                        if \(\exists\) unsaturated center \(u \in \mathcal{P}_{\gamma}\) then
                        assign \(v\) to \(u\)
                    else
                        \(\mathcal{P}_{\gamma} \rightarrow \mathcal{P}_{\gamma} \cup\{u\}\), where \(u \in \gamma \backslash \mathcal{P}_{\gamma}\), such that \(L(u)=\max \left\{L(v) \mid v \in \gamma \backslash \mathcal{P}_{\gamma}\right\}\)
                        end if
                    end while
            end for
        end for
        if \(\left|\bigcup_{\gamma \in \Gamma_{m}} \mathcal{P}_{\gamma}\right| \leq k\) then
            return set of open centers and vertex assignment map
        end if
    end for
```

- Lemma 8. For a component $\gamma \in \Gamma_{i}$ of any $G_{r_{i}}$, there exists a set of centers $\chi_{\gamma}$ opened by $\mathcal{S}^{*}$ in component $\gamma$ with the following properties:

1. $\left|\chi_{\gamma}\right|=\left|\mathcal{P}_{\gamma}\right|=\kappa_{\gamma}$
2. Order the elements $u_{i}$ of $\chi_{\gamma}$ in decreasing order of the value of $\sigma\left(u_{i}\right)$ and the elements $p_{i}$ of $\mathcal{P}_{\gamma}$ in decreasing order of their capacities $L\left(p_{i}\right)$. For $i \in\left\{1,2, \ldots, \kappa_{\gamma}\right\}, \sigma\left(u_{i}\right) \leq \mathrm{L}\left(p_{i}\right)$.

Proof. We prove this by induction on $i$. The lemma holds for $\Gamma_{1}$ since the algorithm opens centers in decreasing order of capacities in each of the components. Assume it holds for $\Gamma_{i}$ for some $i$. Note that, from the construction of a component in $\Gamma_{i}$, we can say that each component in $\Gamma_{i}$ is disjoint from other components in $\Gamma_{i}$ and is a subset of some component in $\Gamma_{i+1}$. Now consider a component $\gamma \in \Gamma_{i+1}$. Let $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{z}$ be the components in $\Gamma_{i}$ which are subsets of $\gamma$. As long as there is an unsaturated center from iteration $i$, the algorithm assigns vertices to that center. If all the vertices in $\gamma$ are assigned to some center from iteration $i$, then the lemma holds for $\Gamma_{i+1}$. The corresponding $\mathcal{P}_{\gamma}$ and $\chi_{\gamma}$ would be $\mathcal{P}_{\gamma_{1}} \cup \mathcal{P}_{\gamma_{2}} \cup \cdots \cup \mathcal{P}_{\gamma_{z}}$ and $\chi_{\gamma_{1}} \cup \chi_{\gamma_{2}} \cup \cdots \cup \chi_{\gamma_{z}}$ respectively.

Now consider the case when all the centers from iteration $i$ are saturated. $\mathcal{P}_{\gamma}=$ $\mathcal{P}_{\gamma_{1}} \cup \mathcal{P}_{\gamma_{2}} \cup \cdots \cup \mathcal{P}_{\gamma_{z}}$ and $\chi_{\gamma}=\chi_{\gamma_{1}} \cup \chi_{\gamma_{2}} \cup \cdots \cup \chi_{\gamma_{z}}$ satisfy the conditions of the lemma. Arrange all the vertices in $\gamma$ in decreasing order of capacities. Let $q$ be the smallest index in this ordering such that the algorithm has not opened a center at the $q^{t h}$ vertex. Replace the first $q-1$ centers in $\chi_{\gamma}$ with the highest $q-1$ centers opened in $\gamma$ by $\mathcal{S}^{*}$, according to the number of vertices served. The new $\chi_{\gamma}$ and $\mathcal{P}_{\gamma}$ also satisfy both the conditions of the lemma. Now, if there are unassigned vertices even after all centers in $\mathcal{P}_{\gamma}$ are saturated, the algorithm opens center at the vertex at index $q$ and adds it to $\mathcal{P}_{\gamma}$. The optimum solution must also have an open center $u \notin \chi_{\gamma}$ as the centers in $\chi_{\gamma}$ do not serve all the vertices in $\gamma . \sigma(u)$ can be at most the number of vertices served by the $q^{t h}$ maximum center in the optimum solution which is at most the capacity of the newly opened center. We compute $q$
again and replace the $q-1$ centers in $\chi_{\gamma}$ as previously. This shows that both the conditions of the lemma hold when each new center is added by the algorithm. Hence, the lemma holds for $\Gamma_{i+1}$.

- Theorem 9. Algorithm 1 is an n-approximation algorithm for the capacitated $k$-center problem with vertex weights.

Proof. When $R=R^{*}$, consider $\mathcal{P}_{\gamma}$ for $\gamma \in \Gamma_{m}$ after the algorithm has iterated through all the distinct weights. At this point, each vertex is assigned to some open center. From Lemma 8, there exists a set of centers $\chi_{\gamma}$ opened by $\mathcal{S}^{*}$ in component $\gamma$ such that $\left|\chi_{\gamma}\right|=\left|\mathcal{P}_{\gamma}\right|=\kappa_{\gamma}$. Since all the components are disjoint, the number of centers opened by the algorithm is $\sum_{\gamma \in \Gamma_{m}}\left|\mathcal{P}_{\gamma}\right|=\sum_{\gamma \in \Gamma_{m}}\left|\chi_{\gamma}\right| \leq k$. Also, from Lemma 7, each assignment cost is at most $n R^{*}$.

## 5 Relaxing the number of centers

In this section we present a greedy (2,2)-approximation algorithm ${ }^{1}$ for the uniform soft capacitated $k$-center problem with vertex weights. In the soft capacitated version, the solution is allowed to have multiple centers at a vertex. All vertices have equal capacities of $L$. The algorithm uses the greedy clustering technique used by Wang and Cheng in [20] to produce a solution for the uncapacitated version of the problem. It then replaces the open uncapacitated centers with the required number of capacitated ones.

For an input instance $\mathcal{I}$ and a solution cost $R$, we can construct a digraph $G_{R}=\left(V, E_{R}\right)$, where $V$ is the set of vertices in $\mathcal{I}$ and $E_{R}=\{(j, i) \mid W(j) d(i, j) \leq R\}$ is the set of edges that a solution with cost $R$ can potentially use to assign vertices to centers. Thus, a directed edge $(j, i) \in E_{R}$ if $j$ can be assigned to $i$ within cost $R$. It is easy to verify that there exists a solution to $\mathcal{I}$ with cost $R$ if and only if there exists a set $S \subseteq V,|S|=k$ and an assignment map $h: V \rightarrow S$ assigning vertices to centers respecting the capacity constraint and using only the edges in $E_{R}$, that is, $h(j)=i \Longrightarrow(j, i) \in E_{R}$.

Given an instance $\mathcal{I}$ of the problem, the algorithm goes through all possible values $R$ (which can be at most $|V|^{2}$ ) of the optimal solution cost, in increasing order. It constructs the graph $G_{R}$ and for each vertex $v \in V$, computes its neighbourhood $N(v)$ as:

$$
N(v)=\{v\} \cup\left\{u \mid(u, v) \in E_{R}\right\} \cup\left\{u \mid \exists x \in V,(v, x),(u, x) \in E_{R}\right\}
$$

It then select a set of vertices $S$ greedily according to weight and clusters $\left(C_{v}\right)$ the vertices in the neighbourhood of each vertex $v \in S$. It opens sufficient number centers at the vertices in $S$ (with multiple centers at a vertex if required) such that all the vertices can be assigned to some center with cost at most $2 R$, respecting the capacity constraint. Algorithm 2 formally defines this greedy procedure.

- Lemma 10. For any vertex in a cluster $C_{v}, \forall v \in S$, its cost of assignment to an open center at $v$ is at most $2 R$. Formally,

$$
d(v, j) W(j) \leq 2 R, \forall j \in C_{v}
$$

Proof. The lemma holds trivially for $v$. All other vertices $j \in C_{v}$ are of the following two types:

[^0]```
Algorithm 2 Greedy algorithm
    for each guess \(R\) of the solution cost in increasing order do
        Construct \(G_{R}\).
        for each \(v \in V\) do
            Construct \(N(v)\)
        end for
        \(\mathcal{X} \leftarrow V\)
        \(S \leftarrow \phi\)
        while \(\mathcal{X}\) is not empty do
            select \(v \in \mathcal{X}\) such that \(W(v)=\max \{W(v) \mid v \in \mathcal{X}\}\)
            \(S \leftarrow S \cup\{v\}\)
            Assign \(\mathcal{X} \cap N(v)\) to cluster \(C_{v}\)
            Open \(\left\lceil\left|C_{v}\right| / L\right\rceil\) centers at \(v\)
            \(\mathcal{X} \leftarrow \mathcal{X} \backslash N(v)\)
        end while
        if number of open centers \(\leq 2 k\) then
            return set of open centers
        end if
    end for
```

Type 1: $(j, v) \in E_{R}$. In this case, by definition of $E_{R}$ we have:

$$
W(j) d(v, j) \leq R \leq 2 R
$$

Type 2: $\exists x \in V,(v, x),(j, x) \in E_{R}$. Algorithm 2 in its while loop selects the maximum weight vertex $v$ from the set $\mathcal{X}$ in a given iteration. Since, $C_{v} \subseteq \mathcal{X}$, therefore, $W(j) \leq W(v)$.

$$
\begin{aligned}
W(j) d(v, j) & \leq W(j)(d(v, x)+d(x, j)) & \text { (using triangle inequality) } \\
& \leq W(j)\left(\frac{R}{W(v)}+d(x, j)\right) & \left((v, x) \in E_{R}\right) \\
& \leq W(j)\left(\frac{R}{W(j)}+d(x, j)\right) & (W(j) \leq W(v)) \\
& \leq R+W(j) d(x, j) \leq 2 R & \left((j, x) \in E_{R}\right)
\end{aligned}
$$

Let $R^{*}$ be the optimal solution cost. Now consider the iteration of Algorithm 2 when $R=R^{*}$.

- Lemma 11. Algorithm 2 opens at most $2 k$ centers and every vertex in cluster $C_{v}$ can be assigned to some open center at $v$.

Proof. Algorithm 2 opens $\left\lceil\left|C_{v}\right| / L\right\rceil$ centers at vertex $v$ in cluster $C_{v}$ which is sufficient to serve all vertices in $C_{v}$. Also, no two vertices in $S$ can be served by the same center in the optimal solution, otherwise one of them must be in the neighbourhood of the other. Thus, $k \geq|S|$. The total number of centers $k^{\prime}$ opened by Algorithm 2 follows,

$$
k^{\prime}=\sum_{v \in S}\left\lceil\left|C_{v}\right| / L\right\rceil=|S|+\sum_{v \in S}\left\lfloor\left|C_{v}\right| / L\right\rfloor \leq|S|+\lfloor|V| / L\rfloor \leq 2 k \quad \text { (all clusters are disjoint) }
$$

- Theorem 12. Algorithm 2 is a (2,2)-approximation algorithm for the uniform soft capacitated $k$-center problem with vertex weights.

Proof. Follows from Lemmas 10 and 11.

- Remark. Algorithm 2 can be modified to a (4,2)-approximation for the uniform hard capacitated $k$-center problem with vertex weights. In the hard capacitated version, multiple centers are not allowed to be opened at the same location. So, instead of opening all the centers in a cluster at one vertex we open one center at each of the top $\left\lceil\left|C_{v}\right| / L\right\rceil$ vertices in $C_{v}$ in decreasing order of weight. The cost of assigning a vertex with a lower weight to a center with higher weight is at most $4 R$.


## 6 Conclusion and open problems

In this paper we make progress towards showing approximation hardness for capacitated facility location problems with vertex weights. To the best of our knowledge, this is the first facility location problem known to be hard to approximate within a constant factor. This provides insight into other variants, for many of which not much is known about their approximabilities. It would be interesting to extend our result for the $k$-median problem.

Other directions for future work would be to reduce the gap between the lower bound of $n^{1-\epsilon}$ and the upper bound of $n$ presented in this paper and to design algorithms that achieve a constant factor on the solution cost by relaxing the cardinality or capacity constraints up to a constant smaller than 2.
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## A Hardness of unweighted capacitated $\boldsymbol{k}$-center problem

The hardness result for the capacitated $k$-center problem by Cygan et al. in [10] also holds for bounded capacities. The reduction in [10] uses the EC3S problem in which there is no bound on the number of sets in $\mathcal{F}$ an element of $\mathcal{U}$ may belong to. This requires $L$ to be
$\Theta(|\mathcal{F}|)$. A different version of the EC3S problem in which each element of $\mathcal{U}$ can belong to at most three sets in $\mathcal{F}$ is also NP-complete [11] [12]. We use the same reduction as in [10]. Figure 2 illustrates the gadgets used in the reduction. Each vertex has a uniform capacity of $L$ and $k=|\mathcal{F}|+\frac{|\mathcal{U}|}{3}$. All edges are of unit length.

Lemma 13. If there exists a solution to the EC3S instance, then there exist a capacitated $k$-center solution with cost $\leq 1$.

Proof. Let $\mathcal{F}^{\prime} \subseteq \mathcal{F}$ be the solution of the EC3S instance. Note that, $\left|\mathcal{F}^{\prime}\right|=\frac{|\mathcal{U}|}{3}$. For each set $A \in \mathcal{F}$, place a center at the vertex $x_{A}$ in the corresponding set gadget. For each set $A \in \mathcal{F}^{\prime}$, place a center at the vertex $A$ in the corresponding set gadget. Thus, the vertices in each set gadget $g_{A}$ is served by the center at vertex $x_{A}$ and the vertices in the element gadget of the elements in a set $A \in \mathcal{F}^{\prime}$ are served by the center at $A$. The number of centers used is $|\mathcal{F}|+\left|\mathcal{F}^{\prime}\right|=|\mathcal{F}|+\frac{|\mathcal{U}|}{3}=k$.

Now consider a solution $\mathcal{S}$ of the capacitated $k$-center instance with cost $<2$. Note that each center must serve $L$ vertices as $|V|=k L$.

- Lemma 14. $\mathcal{S}$ does not have a center in any of the element gadgets.

Proof. Consider an element $a \in \mathcal{U}$. The vertices with distance $<2$ to a vertex in the element gadget $g_{a}$ are the vertex itself and the vertices $x_{A}$ for each set $A \in \mathcal{F}$ that it belongs to. Since, each element can belong to at most three sets in $\mathcal{F}$, the number of vertices that can be assigned to a center in an element gadget is bounded by a constant. For sufficiently large but constant $L$, the center will not be able to serve $L$ vertices.

- Lemma 15. Each set gadget in $\mathcal{S}$ has at least one and at most two open centers in it.

Proof. Consider the vertex set $g_{A}$ of the set gadget for a set $A \in \mathcal{F}$. The $L-2$ pendant vertices in $g_{a}$ cannot be served by a center outside $g_{a}$. Thus, $g_{A}$ has at least one center in it.

Assume, for contradiction, that the number of centers in $g_{A}>2$. Let $a, b$ and $c$ be the elements in set $A$ and let $g_{a}, g_{b}$ and $g_{c}$ be the vertex sets of their respective gadgets. The vertices that are at a distance $<2$ from some vertex $g_{A}$ are the ones in $g_{A}, g_{a}, g_{b}, g_{c}$. Thus, the number of vertices that the centers in $g_{A}$ can serve $\leq\left|g_{A}\right|+\left|g_{a}\right|+\left|g_{b}\right|+\left|g_{c}\right|=2 L$. Therefore, at least one of the centers in $g_{A}$ must be serving less than $L$ vertices.

- Lemma 16. In $\mathcal{S}$, gadgets corresponding to any two sets in $\mathcal{F}$ sharing a common element cannot have two open centers in each one of them.

Proof. Assume, for contradiction, that there exist two sets $A, B \in \mathcal{F}$ having at least one element in common such that the vertex sets $g_{A}$ and $g_{B}$ of the corresponding gadgets each have 2 centers. As shown in the proof of Lemma 15, the vertices that can be assigned to a center in the gadget of a set $C=\{d, e, f\}$ are those in $g_{C} \cup g_{d} \cup g_{e} \cup g_{f}$. Thus, the number of vertices that can be assigned to centers in $g_{A}$ and $g_{B} \leq 4 L-\frac{L}{3}$ (since at least one element is common in $A$ and $B$ ). Therefore, at least one of the centers in $g_{A}$ or $g_{B}$ must be serving less than $L$ vertices.

- Lemma 17. If there exists a capacitated $k$-center solution with cost $R<2$, then there exists a solution to the EC3S instance.

Proof. From Lemmas 14, 15 and 16, there are $\frac{|\mathcal{U}|}{3}$ set gadgets each of which have 2 centers and the corresponding sets are all disjoint. These $\frac{|\mathcal{U}|}{3}$ sets form the solution set $\mathcal{F}^{\prime}$.


Figure 2 Gadgets for reduction (for the capacitated $k$-center problem).

- Theorem 18. An $\alpha$-approximation is not possible for the uniform capacitated $k$-center problem for $\alpha<2$, unless $\mathrm{P}=\mathrm{NP}$.

Proof. Follows from Lemmas 13 and 17.

- Remark. Using the same reduction and allowing capacities of $L$ at vertices $x_{A}$ and $A$ in $g_{A}$ for each set $A \in \mathcal{F}$ and a capacity of zero at every other vertex, it can be shown that the $\{0, L\}$-capacitated $k$-center problem is hard to approximate within a factor of $(3-\epsilon)$ for a constant $L$.


[^0]:    ${ }^{1}$ An $(\alpha, \beta)$-approximation algorithm outputs a solution with cost at most $\alpha R$ by opening at most $\beta k$ centers

