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Abstract—This paper describes the results obtained for the

affective engagement of students with systems thinking. In prior
work the authors have developed and validated a questionnaire
instrument for measuring affective engagement of undergraduate
engineering students with systems thinking. This paper presents
results obtained when the questionnaire was used with
undergraduate students. Two surveys with different versions of
the questionnaire, one using positive grammar questions only and
the other using a mix of positive and negative constructs, were
used to measure the students’ engagement with systems thinking
and its relationship with gender, age and work experience. Each
questionnaire version was applied to a different sample, the first,
186 participants, completed the positive grammar version, and,
the second group of 163 completed the mixed version. The results
show that participants in both studies valued systems thinking in
each of the three dimensions of the systems thinking construct.
Statistical tests confirmed no significant gender differences in
either study. Student engagement with the practical dimension of
systems thinking was shown to vary, with statistical significance,
with groups of age, years of work experience and country of the
university.

Index Terms—systems thinking, systems engineering, systems
engineering education, systems engineering and theory, affective
domain

I. INTRODUCTION

ystems thinking (ST) refers to conceptual understanding or
mental constructs of the system of interest [1, 2]. It

involves the perception and conceptualization processes by
applying ST rules including: questioning the system boundary;
system structure and interrelationship; adopting multiple
perspectives; considering change over time (dynamic
characteristics); and applying holistic and big picture view [2-
8]. These actions can be enhanced by use of various ST tools
and methods [9, 10].

In systems engineering (SE), ST serves as a bridge between
theory and practice, and between the abstract (intellectual
domain) and concrete (practical domain). It is essential for
systems engineers to facilitate a thorough understanding of the
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system, of how it will work and how it interacts with
stakeholders and the environment, often in support of problem
solving and decision making. Frank’s study of ST in SE
asserted that a successful systems engineer must have a
developed capacity for ST [11]. However, surprisingly, there
is only a limited literature showing how ST is applied in SE.
Although there are some studies, by Frank [12-18], Davidz [7]
and Lamb [19], all of whom investigated professional systems
engineers, there is a lack of research about ST in SE education
and among SE undergraduate students in particular [1, 20].

In other disciplines, some studies have been conducted to
measure students’ ST in classrooms at various grades [21-26].
However, most of the quantitative studies are based on the
cognitive perspective only, that is, what students learn. There
is a lack of research about students’ affective engagement with
ST. This distinction builds on Bloom’s taxonomy of
educational outcomes which classifies learning into cognitive,
affective and psychomotor domains [27]. The cognitive
domain addresses the development of intellectual abilities and
skills related to knowledge of content and ability to use that
knowledge. Affective domain development deals with students’
emotions, feelings and valuation of the cognitive aspects. The
psychomotor domain deals with performing sequences of
physical activity to specified quality and quantity [28].

In the absence of quantitative research about affective
engagement with ST in SE education, correlations of ST with
other student attributes have not been explored. This paper
explains the affective domain in education, and the linkage of
the affective domain perspective in ST and SE. This paper
reports students’ affective engagement with ST and its
correlation with gender, age, work experience and country of
origin of the university.

II. BACKGROUND AND LITERATURE REVIEW

A. Importance of the Affective Domain in Education

The separation of mind and matter, which is traditional in
Western thought, has had a significant influence on meta-
psychological theories of thinking and emotion [29]. Emotions
were either ignored or treated as “an unwelcome source of
noise” or bias in relation to “normal” cognitive function [29, p.
35]. Similarly, in education, especially in higher education, the
cognitive domain receives most attention [29-31], leading to
the neglect of the affective domain [29, 31-34]. Research
about the affective domain outcomes of education is rare [34,
35]. This neglect arises from the unclear definition of affective
constructs, the underdeveloped assessment practices related to
the affective domain, and the lack of frameworks or models
for supporting the utilization of the affective dimension in
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teaching cognitive learning [33, 34]. Another reason for this
neglect is the prolonged appreciation of the cognitive aspect of
education research and archetypal image of ‘science’ which
seeks to differentiate reason from feeling [34]. In addition, the
affective domain is not of equal importance in all disciplines.

However, numerous studies in other fields have shown the
affective domain generates physiological changes which are
also indicative of learning [29, 34, 36]. This knowledge can be
used to gain further insight into the learning process [29].
Recent studies in neuroscience have found an overlap of the
brain regions involved in processing emotions and cognitive
processes [29, 34, 37] demonstrating a connection between
cognition and emotion [29, 37]. Emotions, as fundamental
brain function, are a learning condition and it is reasonable to
believe that students’ affective quality can be developed
during education.

In turn this connection between affective and cognitive
processing is important for the improvement of teaching and
learning [34] because none of the components in education,
such as ‘concept’ and ‘emotion’, is separate [29]. Concept and
emotion are interacting determinants of each other [32]. The
affective dimension of learning—the key factor in how
students feel, act, and think [29], playing a key role in
facilitating effective cognitive processes necessary for
internalization of cognitive content and enhancing students’
integrative capability [29, 32, 33]. A positive outcome in the
affective domain is considered to be an important antecedent
to the cognitive success [38]. Thus, in the contemporary view,
the affective dimension is regarded not just as a simple
catalyst, but as an essential learning condition [34].

B. Affective Dimension in Systems Engineering Education

In engineering education generally and SE in particular, the
affective aspect of learning is relatively less appreciated
compared to the cognitive aspect of learning [33, 36, 39, 40].
Existing engineering education practice emphasizes
acquisition of knowledge (cognitive dimension) with less
emphasis on valuing the acquired knowledge (affective
dimension) [36]. Consequently engineering is often perceived
as object rather than people-oriented [33, 36]. Research in
engineering education also pays more attention to improving
student learning from a content-oriented, cognitive,
perspective [39]. The role of affective development during
knowledge and skill transfer has not been well comprehended
by engineering educators leading to limited awareness and
application of it in the teaching and learning process [36, 39].

Engineering educators often associate the affective domain
with the ‘soft skills’ necessary for practice [28, 41-44]. The
view which associates the affective with soft skills results in
the two domains being interpreted as being about different
subject areas of knowledge rather than as different dimensions
of the learner in relation to holistic engagement in education [44].

Our interpretation of the affective dimension builds on the
view of education as an holistic activity which can be viewed
from the facets of Bloom’s three domains as facets of
achievement of the student and, later, graduate, with respect to
a single, holistic, set of learning objectives [2, 44]. As such
there is an engagement of learning of content, a cognitive
outcome, and developing the student to be ‘characterized’ by

the methods and approaches that are taught in the cognitive
space. That is, the student becomes characterized by beliefs in
the value and appropriateness of the application of the
knowledge and capabilities developed through the cognitive
dimension of their education, thus taking the knowledge, skills
and abilities as their default manner of approaching systems
engineering tasks.

The affective engagement in SE education is concerned with
attitudes and behaviors rather than ‘affective competencies’
development. This is important given the earlier views of the
affective domain in engineering education, where it appears
that some authors interpret affective learning as learning about
‘affective topics’. The latter is cognitive engagement with a
topic characterized as ‘affective’. For example, professional
ethics, one of the affective topics, is often associated with the
affective domain, since there is a clear association with the
value system hold by an individual [44, 45]. The emphasis of
Bloom’s, and our, view is that affective learning results in
transforming the student to be characterized by valuing the
cognitive subject matter learned The kind of development
sought is that the student come to believe in the value of the
SE approach to engineering to an extent that they can
overcome other driving forces that often result in non-systemic
approaches to engineering work.

C. Affective Engagement With Systems Thinking in Systems
Engineering Education

As previously introduced (section I), ST helps systems
engineers to work with engineered systems to support problem
solving and decision making. Studies in neuroscience and
neuropsychology suggested that emotions influence problem
solving and decision making [46]. Emotion enables fast
decision making because the process is almost ‘instantaneous’,
‘automatic’ and ‘non-conscious’ [46]. Therefore, the implicit
use of unconscious mental processing includes a vast amount
of biases—knowledge and learning that have already been
internalized [46]. Systems engineers must be aware of the
knowledge, assumptions and biases that impact their practice,
but most of this is normally only non-consciously known.
Often important, apparently non-emotional, decisions are
influenced by emotional driving factors [46], with emotions
and values always having some impact, and often enabling
more efficient decision making. Often logical processes are
developed as rational justifications for existing emotional
decisions.

Individuals with emotional impairments, such as arising
from damage to the limbic area of the brain, may retain most
cognitive abilities, such as perception and intelligence [46],
but struggle to make judgments and make poor decisions. This
implies that effective decision making and judgment involve
integration of cognition and emotion, which together form the
affective domain in education [46-49]. Systems engineers,
therefore, can improve their SE practice through integration of
the ST approach, and belief in ST as a sound guiding approach
for dealing with complex engineering matters.

Avoiding jumping to conclusions about the appropriate
approach to a project under both normal conditions, where one
may be tempted to assume one knows the right approach, or
under challenging conditions, where performing ST may
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appear to delay project completion, it is necessary for the
systems engineer to highly value and be characterized by using
ST in systems engineering. To achieve this characterization in
the graduate, cognitive development is necessary, to provide
the necessary technical skills. It is also necessary to develop
the student’s engagement with these skills to characterize the
graduate by the use of these technical skills. In affective
characterization by ST it is expected that the student will
naturally, routinely and intuitively use ST in their systems
engineering work, even when confronting challenges such as
perceived urgency of the project.

SE education must not only emphasize teaching the
cognitive domain elements of ST but systems engineering
educators also need to emphasize the student’s engagement
with cognitive content in a manner that influences the
student’s beliefs and interests related to ST and which leads to
characterization by the perspectives of ST, the affective
domain [2, 44, 50]. The result of our investigation of
measurement of students’ cognitive development in ST [51]
and the validation studies of the questionnaire to measure
students’ affective engagement with ST [2, 52] are published
elsewhere. This paper discusses the result of our measurement
of students’ affective engagement with ST and reports the
correlations of gender, age, work experience and country of
the origin university with students’ engagement with ST. The
contribution of this paper is the findings about the students
which the validated questionnaire has enabled.

III. RESEARCH QUESTIONS AND METHODS

Two descriptive surveys with two versions of the
questionnaire, one using only questions constructed using
positive grammar and the other using a mix of positive and
negative constructs, each applied to a different sample, were
used to measure undergraduate engineering students’
engagement with systems thinking and its relationship with
gender, age, work experience and country of the university.

A. Research Questions

We report results of five research questions in this paper:
1. How well do students engage with the ST factors?
2. Is there a gender difference in how students engage

with the ST factors?
3. Is there age dependency in students’ engagement with

the ST factors?
4. Is there a work experience quantity difference in

students’ engagement with the ST factors?
5. Is there a difference in students’ engagement with the

ST factors related to their university of study?

B. Participants

The population of interest in this study is undergraduate
students of SE, taught both in domain centric and systems
centric programs, using Fabrycky’s distinction of program
focus [53]. This study employed a non-probability sampling
method where participants are not selected by chance, but by
some other means [54]. Convenience sampling was used, since
participants were selected because they were available to be
studied and represent some characteristics of the population.
We approached 30 universities in Australia, Indonesia and

USA in which undergraduate students are offered either a
domain centric or systems centric program including studies in
SE and ST. We received participation from students in four
universities, located in three countries, and one of which also
offered a relevant program in Singapore. In each university
whole classes were invited to participate. Each student was
free to choose to participate, or not. There is potential bias in
the results of our work resulting from this but we have no basis
for identifying any particular bias. 186 undergraduate
engineering students enrolled in an SE course in one of four
universities in Australia, Singapore, Indonesia and the US
completed the first version of the questionnaire, the positive
items questionnaire. Whereas, 163 undergraduate engineering
students enrolled in an SE course in one of three universities in
Australia, Singapore and the US completed the second version
of the questionnaire, with a mix of positive and negative items.

The general rule in quantitative analysis is to use the largest
possible of sample. The larger the sample, the more likely the
research participants’ scores on the measure variables will be
representative of population scores for the population of which
the sample is actually representative, as distinct from the
population that the researcher thought they were investigating,
through the reduction in the impact of any outlier responses
that could have an appreciable effect in a small sample. In
addition to this general rule, researchers have developed rules
of thumb for determining the minimum number of participants
needed for different research methods. For a research survey,
it is suggested that a minimum of 100 participants is
appropriate [55].

The recruitment of participants and collection of data was
performed according to the approved ethics protocol,
0000031508, University of South Australia.

C. Materials

The self-report measure, in various technologies, is the most
common data collection method used by researchers
measuring the affective domain. This method asks subjects to
report the extent of particular experiences, thoughts or feelings
in their life [54]. An attitude scale is a form of self-report
measure which is used to measure an individual’s viewpoint or
disposition toward a particular object. A commonly accepted
attitude scale is the Likert scale asks multiple questions about
attitude matters and assumes each item has equal attitudinal
value.

Two surveys, using two versions of a 30 item self-report
questionnaire adapted from Frank’s CEST instrument [56].
The discussion of the questionnaire development and the entire
30 question survey were provided in [2, 52]. Each question
offers a seven point Likert scale for response with possible
response categories ranging from: ‘very untrue’, to ‘very true’.
As part of our work to validate the scale, two versions of the
questionnaire were employed with distinct samples of subjects.
In the first survey, all questionnaire items used positive
expression and in the second some questions were reworded to
use negative grammar. The theory behind this construction is
to avoid the problem of respondents answering on one side of
the middle-point of the scale throughout [57]. It is also
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intended to encourage participants to read each question thoughtfully [52].

TABLE I
M1 AND M2 DESCRIPTION AND INTERPRETATION BASED ON PERSPECTIVE OF THE NATURE OF SYSTEMS THINKING

Factor Model 1 (M1) Model 2 (M2)

Factors in the learning of systems thinking Perspective on the
nature of systems

thinking

Factors in the learning of systems thinking Perspective on
the nature of

systems
thinking

1 Inclination towards taking holistic view and
interest in the activities of specialists in other
areas

Cross-disciplinarity Preference or inclination towards whole of systems
perspectives

Theoretical

2 Interest in ensuring system coherence Holism Interest in the intended purpose or application of the
whole system under consideration or development

Methodological

3 Interest in and enjoyment of using system
modeling methods

Methods to do work Inclination towards participation in seeking a coherent,
whole, system solutions

Practical

4 Perception of interconnectedness of work
tasks done in a team

Complexity and
holism

5 Inclination to teamwork and organization Bureacracy

TABLE II
QUESTIONS PRESENTED IN THE TWO SURVEYS BASED ON M2.

QUESTIONS IN THE FIRST SURVEY ARE IDENTIFIED BY S1, QUESTIONS IN THE SECOND SURVEY BY S2, AND QUESTIONS IN BOTH SURVEYS BY S1&S2.

No Survey Question Text
11 S1&S2 It is important to me to acquire knowledge in engineering fields other than my main field of study (e.g. Electrical/Mechanical/etc. Engineering.).
12 S1&S2 It is important for me to learn from the differences between the expected and actual outcomes of action and change my action to improve results.
13 S1 I like to understand the whole system structure including the

system entities, their relationships, the system hierarchy and
boundary.

S2 I do not like to understand the whole system structure including the
system entities, their relationships, the system hierarchy and
boundary.

15 S1 When I work in a group project (assignment) I like to see how the
parts for which I am responsible function as a part of whole project
rather than to concentrate only on my tasks.

S2 When I work in a group project (assignment) I like to concentrate
only on my tasks rather than to see how the parts for which I am
responsible function as a part of whole project.

16 S1&S2 When I work in a group project (assignment) I value the contributions that the other students contribute to completing the whole task.
17 S1 When I contribute to a group project (assignment) I always look at

the interconnections and mutual influences between the main tasks
and the peripheral task and how my part interacts with and
contributes to the whole task.

S2 When I contribute to a group project (assignment) I never have
interest to look at the interconnections and mutual influences
between the main tasks and the peripheral task and how my part
interacts with and contributes to the whole task.

18 S1&S2 When I contribute to a group project (assignment) I like to be proactive rather than just accept what has been decided by others.
21 S1&S2 When I contribute to a group project (assignment) I think continuously about what can be improved rather than concentrating on my goal alone.
22 S1&S2 When I contribute to a group project (assignment) I enjoy reviewing the whole and giving feedback to my group.
24 S1&S2 I believe that I will enjoy finding out and analyzing the customer or market need for a system and ‘translating’ the needs into technical

specifications for products or systems.
25 S1 I am interested in the activities of others who contribute other

discipline of knowledge in system development projects.
S2 I am not interested in the activities of others who contribute other

discipline of knowledge in system development projects.
26 S1&S2 I am interested to know how the product or system I am working will function in practice.
27 S1 I am interested in knowing how the final product or system

produced by a project will be supported and maintained.
S2 I am not interested in knowing how the final product or system

produced by a project will be supported and maintained.
28 S1 I believe that I will enjoy participating in strategic planning that

decides future directions.
S2 I believe that I will not enjoy participating in strategic planning that

decides future directions.
29 S1&S2 If I need to make any change in a part or process for which I am responsible I will check the engineering and non-engineering consequences of

the change.
30 S1&S2 In my opinion an engineering design should take into account internal organizational and external political, economic and social considerations

in addition to technical considerations.

We conducted validation studies to choose the better version
of the questionnaire, for recommendation for use in further
study. These validation studies also aimed to explore the
students’ affective domain relation to ST by looking for the
best construct underlying both questionnaires, thus the further
analysis—which is reported in this paper—can be employed
based on this best construct. The validation work was
performed by applying Exploratory Factor Analysis (EFA) and
Confirmatory Factor Analysis (CFA), which was reported in
[2, 52] and summarized here.

In the first survey [2, 52] we found 22 questions grouped
into five factors, which we called Model 1 (M1). Some
questions had low loading factors (< 0.50), which indicate that

they correlate weakly within their factor. Two questions had
cross-loadings which differ by less than 0.2, indicating poor
discrimination. These findings indicate convergent and
discriminant validity problems. In the second survey [52], we
found 16 questions grouped into three factors, which we called
Model 2 (M2). All questions contributing to each factor had
high loading factors (> 0.55), which indicate that they
correlate strongly within their factor. All questions had cross-
loadings which differ by at least 0.4, indicating good
discrimination. These findings indicate significantly better
convergent and discriminant validity. The examination of
convergent and discriminant validities confirmed that the
second instrument with mixed positive and negative questions
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is more appropriate to measure students’ effective engagement
with the systems thinking and recommended for further use.

Table I shows the description of the factors produced by
each model and interprets the factor as described for the
perspective on the nature of ST and engagement with ST that
the factor represents. The analysis of Table I shows that the
two models are significantly different in their organization of
ST. M1 reflects a phenomenological construct of kinds of
activity to be done. Whereas M2 reflects a construct similar to
that described by Kline’s organization of an academic
discipline and Checkland’s summary of research elements into
a framework of ideas, methodology and an area of concern
[58, 59].

We concluded that it is more appropriate to infer M2 than
M1 as the model because the structure of M2 addresses
fundamental issues rather than phenomenological issues. This
result was supported by the CFA result [52] using the data
from each of the studies in the model developed by the other
study. The comparative study showed that M2 provided a
better fit to the data collected in both studies than was
provided by M1. Therefore, whether the questionnaire has all
positive items or mixed positive and negative items, the three
factor model based on 16 items (M2) provides the better fit
underlying both of versions of the questionnaire. This result
shows that students’ ST in the affective domain can be
conceptualized according to three factors which reflect
theoretical, methodological and practical aspects of ST. We
excluded 14 items from the original 30 items of the
questionnaire because our EFA and CFA work demonstrated
that only the 16 items retained contributed in a statistically
significant manner to the survey analysis and therefore
interpretation of results obtained through the survey.

Table II shows the questions asked in the two surveys which
contributed to M2. Some questions are common to both
questionnaires and some of the questions are asked in a
positive form in the first and a negative form in the second.
These two forms are shown, where relevant.

D. Data Analysis: Research Question 1

To answer the first question, “How well do students engage
with the ST factors?” we provide descriptive statistics. This
method organizes, summarizes and displays the data, including
calculating measures of central tendency and dispersion.
Graphical display of the data also aids in assessing patterns of
dispersion [60]. In addition, normality tests were conducted to
determine if the distribution is normal. A normality test helps
to determine whether parametric or non-parametric tests
should be used in the next analysis. Parametric tests are based
on the assumption that the data are sampled from a known
population distribution, for example the normal distribution.
Otherwise, non-parametric tests do not assume any particular
distribution. Non-parametric tests are more conservative, but
must be used when the pre-requisites for using parametric tests
do not hold.

E. Data Analysis: Research Questions 2, 3, 4 and 5

To investigate the other research questions, “Is there a
gender difference in how students engage with the ST
factors?”, “Is there age dependency in students’ engagement

with the ST factors?”, “Is there a work experience quantity
difference in students’ engagement with the ST factors?”, and
“Is there a difference in students’ engagement with the ST
factors related to the country of their university of study?”, we
used the estimation and hypothesis testing methods of
inferential statistics to assess the strength of the evidence,
make comparisons, make predictions and draw conclusions
about a population based on the sample [60]. Before analyzing
the correlations with gender, age, work experience and
university of study, we investigated whether the difference
between the two surveys is significant or the data could be
combined and analyzed as one, larger, sample.

IV. RESULTS AND DISCUSSION

A. Participants

1) Survey 1
The first survey comprised 186 undergraduate engineering

students enrolled in an SE course in one of four universities in
Australia, Singapore, Indonesia and the US. Some were
enrolled in each of systems-centric and domain-centric
programs, 76% were male, 24% female, and the average age
was 25.5 years. The distribution of participants was 26 (14%)
from Australia, 50 (27%) from Singapore, 52 (28%) from US
and 58 (31%) from Indonesia. 46% of participants were part
time students, 52% full time students, and the rest (3%) did not
give their status. Further, 22% work part time, 45% full time
and the others were not working. These participants responded
to the version of the questionnaire with all positive construct
questions.
2) Survey 2

The second survey comprised 163 undergraduate
engineering students enrolled in an SE course in one of three
universities in Australia, Singapore and the US. Some were
enrolled in each of systems-centric and domain-centric
programs, 88% were male, 12% female, and the average age
was 27.0 years with a standard deviation of 6.7 years. The
distribution of participants was 91 (56%) from Australia, 59
(36%) from Singapore and 13 (8%) from USA. 46% were part
time students, and the rest, 54%, full time students. Further,
20% work part time, 40% full time and the others were not
working. These participants responded to the version of the
questionnaire with a mix of positive and negative construct
questions.

B. Question 1: Engagement with Systems Thinking

1) First Survey
We used M2 to analyze the data provided by the 186

participants in the first survey. The answers to the 16 questions
yielded a mean score of 5.5 out of 7, with a standard deviation
0.724. Scores of 5.1, 5.6, and 6.1 out of 7 represented the 25th,
50th, and 75th percentiles, respectively. We conclude that
participants showed their valuation of ST in their experience
as developing engineers by showing a positive attitude when
engaging with ST. Figure 1 provides the responses of
participants to these 16 items. Table III summarizes the
descriptive statistics of the 186 students’ scores, from the first
survey, in relation to the three factors in M2.

Both the skewness and kurtosis values obtained indicate
non-normality of the distributions. The non-normality of the
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score distributions was confirmed by the Shapiro-Wilk test of
normality. This test compares a Gaussian normal curve with
the observed mean and standard deviation and the observed
data. The Shapiro-Wilk normality test is more appropriate for
smaller sample sizes (n < 2000) than the Kolmogorov-Smirnov
test which is suitable for bigger samples (n > 2000) [61]. The
result of the Shapiro-Wilk normality test is non-significant (p.
0.00, 0.00, 0.01, < 0.05), indicating non-normality of the three
distributions of students’ scores on the three factors. This
indicates that non-parametric tests, tests which are not based
upon the assumption that the data are sampled from a normal
distribution, should be used for the next analysis.

FIGURE 1
STUDENTS’ RESPONSES TO THE SYSTEMS THINKING ENGAGEMENT SURVEY

PRESENTED ON A STACKED BAR CHART, SURVEY 1

The correlations between factors were investigated using the
Spearman correlation test, a non-parametric correlation test
alternative for the parametric Pearson correlation which
assumes a normal distribution. Table IV shows the correlation
matrix for the three factors. There were positive and strong
correlation (> 0.5) between students’ preference towards ST
theories (factor 1) and students’ interest in ST methodologies
(factor 2) (r = 0.778, n = 186, p < 0.01); positive and strong
correlation between students’ preference towards ST theories
(factor 1) and students’ inclination towards ST practice (factor
3), (r = 0.746, n = 186, p < 0.01); and positive and strong
correlation between students’ interest in ST methodologies
(factor 2) and students’ inclination towards ST practice (factor
3), (r = 0.645, n = 186, p < 0.01). In general, this result
suggests that students who have a positive attitude when
engaging with one dimension of ST tend to rate themselves as
valuing ST in other dimensions.
2) Second Survey

We used M2 to analyze the data provided by the 163
participants in the second survey. The answers to the 16
questions yielded a mean score of 5.2 out of 7, with a standard
deviation 0.716. Scores of 4.6, 5.2 and 5.8 out of 7 represented
the 25th, 50th, and 75th percentiles, respectively. We conclude
that participants showed their valuation of ST in their
experience as developing engineers by showing a positive
attitude when engaging with ST. Figure 2 provides the
responses of participants to these 16 items. In visually

comparing figures 1 and 2 the respondents in Survey 2 show a
broadly similar pattern of responses to the questions but with a
tendency towards answering with a single step lower on the
scale. Formal statistical discussion follows.

The data shows that the participants value ST, in its three
factors, in their experience as developing engineers by
showing a positive attitude towards ST theories, ST
methodologies; and ST practice. The skewness values of the
three factor distributions were 0.851, 0.526, 0.508,
respectively, which indicates that the scores from each student
clustered towards the right-hand side of the graph [62, 63].
The kurtosis values, which provide information about the
peakedness of the distribution, were 0.843, 0.551 and 0.385,
respectively. These kurtosis values indicate that this
distribution is peaked with many scores clustered towards the
center. This contrasts with the results from Survey 1 but is
consistent with the visual observation of the difference
between figures 1 and 2 mentioned above.

FIGURE 2
STUDENTS’ ENGAGEMENT WITH SYSTEMS THINKING, STUDY 2

C. Comparison of the Two Surveys Results

Before analyzing the survey data correlated with gender,
age, work experience and countries of university of study, we
examined the difference of result of the two surveys to
determine whether two data sets could be combined into a
single, larger, sample or separately for each survey. We used
Mann-Whitney U test, a non-parametric alternative to the t-test
to compare the medians of each group (Survey 1 and Survey
2). The result of the Mann-Whitney U tests are presented in
Table V.

The Mann-Whitney U test revealed that responses to 7
questions (13, 15, 16, 17, 18, 25 and 28) are significantly
different in the two survey at p < 0.05. However, responses to
the other questions, (11, 12, 21, 22, 24, 26, 27, 29, and 30) are
not significantly different at p < 0.05. This indicates that
combining both sets of data to get a larger sample is
inappropriate, since over 40% of the questions have
significantly different results because of changing the
grammatical construct. We also note that 6 of the 7 questions
with significant changes were questions for which the
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grammatical construct was changed, indicating a link of the
change of construct and these results. Therefore analyzing
correlations of results with other factors must be conducted

separately for each survey.

TABLE III
STUDENTS’ ENGAGEMENT TO SYSTEMS THINKING DIMENSIONS BASED ON M2

Factor

Survey 1
Survey 2

Min Max Mean SD Skewness Kurtosis
Shapiro-
Wilk Sig.

Min Max Mean SD Skewness Kurtosis
Shapiro-
Wilk Sig.

Students’ preference
towards systems
thinking theories

1.7 7.0 5.5 0.805 0.869 2.443 0.00 1.0 7.0 5.0 1.123 0.851 0.843 0.00

Students interest in
systems thinking
methodologies

1.8 7.0 5.6 0.813 0.621 1.382 0.00 2.2 7.0 5.4 0.838 0.526 0.551 0.03

Students inclination
toward systems
thinking practice

3.0 7.0 5.5 0.759 0.272 0.203 0.01 2.4 7.0 5.3 0.833 0.508 0.385 0.04

TABLE IV
CORRELATIONS BETWEEN FACTORS

Survey 1 Survey 2

Factor1 Factor2 Factor3 Factor 1 Factor 2 Factor 3

Students’ preference towards systems thinking theories - -

Students interest in systems thinking methodologies 0.778** - 0.446** -

Students inclination toward systems thinking practice 0.746** 0.645** - 0.418** 0.499** -

Correlation is significant at the 0.01 level (2-tailed).**

TABLE V
MANN-WHITNEY U TEST RESULTS FOR ANALYSIS OF QUESTIONS DIFFERENCE

Questions
Survey 1
Median

(n = 186)

Survey 2
Median

(n = 163)
U z p

11 6.0 5.0 14766.00 .432 0.666

12 6.0 6.0 14004.50 1.290 0.197

13 6.0 5.0 11327.50 4.196 0.000

15 6.0 5.0 11468.50 4.071 0.000

16 6.0 6.0 12564.00 2.889 0.004

17 6.0 5.0 13152.00 2.211 0.027

18 6.0 5.0 12585.00 2.842 0.004

21 5.0 6.0 14873.00 .316 0.752

22 6.0 5.0 14521.00 .705 0.481

24 5.0 5.0 14633.00 .577 0.564

25 6.0 5.0 11797.50 3.693 0.000

26 6.0 6.0 14917.50 .273 0.785

27 6.0 6.0 14087.00 1.189 0.234

28 6.0 5.0 11394.00 .116 0.000

29 6.0 6.0 14111.00 1.164 0.244

30 6.0 6.0 14816.50 .380 0.704

D. Question 2: Gender Differences

To examine gender differences in engagement with the ST
factors we used the Mann-Whitney U test again, to compare
medians of each group (male and female) at p < 0.005.

The Mann-Whitney U test applied to the Survey 1 data
revealed no significant differences in the preference towards
ST theories (factor 1); the interest in ST methodologies (factor
2); and the inclination towards ST practice (factor 3) levels
between males and females.

The Mann-Whitney U test also revealed no significant
differences in the preference towards ST theories (factor 1);
the interest in ST methodologies (factor 2); and the inclination
towards ST practice (factor 3) between males and females in

Survey 2. The result of the Mann-Whitney U tests are
presented in Table VI.

E. Question 3: Age related differences

To test age related differences in students’ engagement to
the ST factors, we used the Kruskal-Wallis test, a non-
parametric alternative to a one-way between-groups analysis
of the variance, to compare the scores of three age groups at
p < 0.005. We divided the sample into three age groups (19–
28, 29–38 and >= 39). Ranges of five, or ten, years are
commonly used in analyzing demographic questions. Ten
years was chosen, rather than five years, to compare age levels
in this study considering the minimum, maximum and
distribution of age in the sample. If five year ranges had been
chosen, some groups would have very few participants.

The Kruskal-Wallis test applied to Survey 1 revealed no
statistically significant differences in students’ engagement to
the three ST factors levels across the three age groups (Group
1, n = 108: 119–28 years; Group 2, n = 44: 29–38 years;
Group 3, n = 10: >= 39 years).

The Kruskal-Wallis test applied to Survey 2 revealed no
statistically significant differences in the preference towards
ST theories (factor 1) and the interest in ST methodologies
(factor 2) across the three age groups. However, there is a
statistically significant difference in students’ inclination
towards ST practice (factor 3) across the age groups. The older
age group (>= 39 years) recorded a higher median score than
the other two age groups. Although the equivalent result in
Survey 1 is not statistically significant, the p value is much
lower than the p value for the two younger groups in Survey 1.

This suggests that there is an age related factor associated
with the ST practice factor although not with the other two.
The results of the Kruskal-Wallis tests are presented in Table VII.
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TABLE VI
MANN-WHITNEY U TEST RESULTS FOR ANALYSIS OF GENDER DIFFERENCE

Factor

Survey 1 Survey 2

Male
Median

(n = 141)

Female
Median
(n = 45)

U z p
Male

Median
(n = 143)

Female
Median
(n = 20)

U z p

Students’ preference towards
systems thinking theories

5.7 5.5 3118.5 0.172 .863 5.2 5.0 1374.0 0.284 0.777

Students interest in systems
thinking methodologies

5.6 5.6 2986.5 0.593 .553 5.6 5.5 1396.5 0.170 0.865

Students inclination toward systems
thinking practice

5.6 5.6 2957.0 0.688 .491 5.4 5.1 1363.5 0.337 0.736

TABLE VII
KRUSKAL-WALLIS TEST RESULTS FOR ANALYSIS OF AGE GROUP RELATED DIFFERENCE

Factor
Survey 1 Survey 2

19–
28(n = 137)

29–38
(n = 39)

>=39
(n = 10)

2 df p
19–

28(n = 108)
29–38

(n = 44)
>=39

(n = 10)
2 df p

Students’ preference towards
systems thinking theories

5.7 5.8 5.8 0.214 2 0.899 5.2 5.5 4.9 1.439 2 0.487

Students interest in systems thinking
methodologies

5.6 5.6 5.9 0.630 2 0.730 5.4 5.6 5.9 2.094 2 0.351

Students inclination toward systems
thinking practice

5.4 6.0 5.6 4.499 2 0.105 5.2 5.6 5.9 6.020 2 0.049

F. Question 4: Work experience related differences

To test work experience related differences in students’
engagement with the ST factors we used the Kruskal-Wallis
test to compare the scores of four work experience groups at
p < 0.005.

The Kruskal-Wallis test applied to Survey 1 revealed no
statistically significant differences in the preference towards
ST theories (factor 1) and the interest in ST methodologies
(factor 2) across the four work experience levels (Group 1,
n = 66: <1 year; Group 2, n = 48: 1–5 years; Group 3, n = 27:
6–10 years; Group 4, n = 22, >10 years). We divided the
sample into four work experience groups (< 1 year, 1–5 years,
6–10 years and > 10 years). The grouping of work experience
was based on the minimum, maximum and distribution of
work experience in our sample. Grouping into five year ranges
was considered to provide a good representation of work
experience distribution because these ranges are frequently
used by others for classification of amount of work experience.
Each group was represented by a reasonable number of
participants.

However, there is a statistically significant difference in
students’ inclination towards ST practice (factor 3) levels
across the work experience groups. The longest work
experience group (> 10 years) recorded a higher median score
than the other groups.

The Kruskal-Wallis test applied to Survey 2 revealed no
statistically significant differences in the preference towards
ST theories (factor 1) and the interest in ST methodologies
(factor 2) across four work experience levels. However, there
is a statistically significant difference in students’ inclination
towards ST practice (factor 3) levels across the work
experience groups. The longest work experience group (>10
years) recorded a higher median score than the other groups.

These results indicate a work experience factor associated with
interest in ST practice. The results of the Kruskal-Wallis Tests
are presented in Table VIII.

G. Question 5: Universities/countries related differences

We used the Kruskal-Wallis test to compare the scores of
students from four universities and locations in Survey 1 and
three universities and locations groups in Survey 2. This test
revealed statistically significant differences toward the three
dimensions of ST (Australia, n = 26; Singapore, n = 50; US,
n = 52; Indonesia, n = 58) at p < 0.005. Participants from
Australia recorded a lower median score than participants from
other countries toward the three dimensions of ST. When
applied to Survey 2 this test revealed no statistically
significant differences in the preference towards ST theories
and interest in ST methodologies across three origin
universities. However, there is a statistically significant
difference in students’ inclination towards ST practice across
the location groups. As with Survey 1, participants from
Australia recorded a lower median score than other
participants toward ST practice. The results of the Kruskal-
Wallis Tests are presented in Table IX.

V. DISCUSSION AND CONCLUSION

In the absence of quantitative research about affective
engagement with ST in SE education, we have applied two
self-report surveys which we have previously validated and
demonstrated map into the same interpretive model (M2) to
measure undergraduate engineering students’ engagement with
systems thinking and its relationship with gender, age, work
experience and country of the origin university

We have analyzed the data for the two studies separately
using the M2 model and made conclusions as follow.

Participants in both studies have valued ST in their
experience as developing engineers by showing a positive
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attitude when engaging with the three ST factors: the
preference towards ST theories; the interest in ST
methodologies; and the inclination towards ST practice.

Results in both studies suggest that students who have a
positive attitude when engaging with

TABLE VIII
KRUSKAL-WALLIS TEST RESULTS FOR ANALYSIS OF WORK EXPERIENCE GROUP RELATED DIFFERENCE

Factor
Survey 1 Survey 2

<1 year
(n = 78)

1–5 years
(n = 59)

6–10 years
(n = 27)

>10 years
(n = 22)

2 df p
<1 year
(n = 66)

1–5 years
(n = 48)

6–10 years
(n = 27)

>10 years
(n = 22)

2 df p

Students’ preference towards
systems thinking theories

5. 7 5.5 5.7 6.0 3.606 3 0.307 5.2 5.2 5.0 5.2 0.024 3 0.999

Students interest in systems
thinking methodologies

5.8 5.2 5.4 5.8 5.520 3 0.137 5.4 5.6 5.6 5.8 2.877 3 0.411

Students inclination toward
systems thinking practice

5.4 5.4 6.0 6.0 9.878 3 0.020 5.2 5.4 5.4 6.0 10.364 3 0.016

TABLE IX
KRUSKAL-WALLIS TEST RESULTS FOR ANALYSIS OF WORK EXPERIENCE GROUP RELATED DIFFERENCE

Factor
Survey 1 Survey 2

Australia
(n = 26)

Singapore
(n = 50)

US
(n = 52)

Indonesia
(n = 58)

2 df p
Australia
(n = 91)

Singapore
(n = 59)

US
(n = 13)

2 df p

Students’ preference towards
systems thinking theories

5.0 5.7 5.8 5.7 12.537 3 .006 5.2 4.7 6.0 5.392 2 .067

Students interest in systems
thinking methodologies

4.7 5.6 5.7 5.8 21.194 3 .000 5.6 5.6 5.6 1.528 2 .466

Students inclination toward
systems thinking practice

4.8 5.8 5.7 5.4 19.258 3 .000 5.2 5.6 5.8 9.348 2 .009

one dimension of ST tend to rate themselves as valuing ST in
other dimensions.

No significant gender differences in engagement with the
three ST factors were found in either survey. This implies that
there is no difference in educating male and female students in
systems thinking in undergraduate SE education and therefore
no special teaching method is needed for each gender.

However, there are variations in students ‘engagement with
ST in relation to their age and work experience. Whilst we
found age and work experience related association, at the high
end of both variables and interest in ST practice, the age and
experience factors did not show the same increase with respect
to ST theory and methodologies.

This study confirmed that engagement with practical
systems thinking was significantly associated with age and
work experience. It shows that the older and the greater the
experience of students, the higher their engagement with
practical systems thinking. This result suggests that ST
practices are something that life and work experience
promotes, possibly as a result of experiencing limitations of
not using ST.

Previous studies suggested that experience is an important
promoter of ST development in individuals [7] and groups
[19]. However, there was no categorization of ST in the
previous studies. Our work shows that the only ST factor
which affects engagement is the practice related factor.

This result implies that an experiential learning environment
is important for developing students’ engagement with ST
practice. For young students with limited work experience, as
is true for the most students in undergraduate SE education,
the more experiential learning experiences during their study
will boost their cognitive development in ST. This implication
is relevant with Turnquist et al. [64], Gonçalves [65] and
Caldwell [66] who suggested the involvement of students in
projects is vital in SE education because it allows students to

get experiential learning by engaging in group activities and
represents the professional work [64-66]. Therefore, moving
from traditional lecture-based methods to methods that focus
on student experience to accelerate development of systems
engineers for handling the dynamic project environments of
the real world is important to be considered by SE educators [65].

Project-based learning, a teaching and learning model that
emphasizes student-centred instruction by assigning a project,
to be addressed using self-direction, collaboration and
multidisciplinary orientation, appears to enable students’
experiential learning [67, 68]. Further study is possibly needed
to examine the relationship of project-based learning with the
development of students’ affective engagement with ST. This
further work could usefully compare project-based learning
with a traditional lecture-based method for the purpose of
developing students’ affective engagement with ST.

The students’ engagement with the theoretical and
methodological aspects of ST were not affected by age and
work experience. This suggests that people are inherently
interested or not interested in ST theories and methodologies.
SE education needs to ensure that both of students’
engagement with ST theories and methodologies are
developed in SE education, as these will not grow as age and
work experience increase. Thus the students, inherently
interested or not interested, can become characterized by their
elevated valuation of the ST subject that they have learned
during their SE program.

To respond to these findings and concerns universities need
to provide students with ST courses. However, such courses
are not currently offered. Our review of the curriculum of 33
institutions in the US and Australia listed in the INCOSE
website and which provide undergraduate domain-centric or
systems-centric SE programs shows that most of these
institutions do not offer their students a specific ST course.
Consequently, most tertiary institutions do not provide their
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students with a specific ST course that offers knowledge of
and affective engagement with ST theories and methodologies.

To maximize students’ learning in the affective domain in
relation to ST theories and methodologies, SE educators can
integrate the affective domain into teaching methods. For
example, to fulfil student’s cognitive and affective learning
needs, SE educators can simplify the explanation of a complex
concept before delivering a lecture by using brainstorming or
concept mapping [36]. Positive reinforcement such as rewards
during the class can lead students towards continued efforts
and goal accomplishment. SE educators can also develop
students’ engagement with the cognitive content through
multimedia (pictures, 3-dimensional models, sound and
video), fun class activities and applying different strategies for
different texts such as ‘coloring’ the text by relating the text
with students’ affective experiences [29]. Persuasive
communicative skills can be utilized as a strategy to develop
students’ emotional attachment to learning while performing
cognitive reconstruction [33, 36].

Finally, there is a statistically significant difference in
students’ inclination towards ST practice across the countries
of the origin universities in both surveys, with a lower median
score recorded for students from the Australian university than
other participants. However, this result may actually be
influenced by university characteristics other than country,
since only one university from each country was included in
each survey. This result needs further investigation to
determine the cause, with possible origins of the effect
including ethnic culture, education offered by the university or
the people the university attracts to become students.

The present work has measured the engagement with ST of
undergraduate students in a single snap-shot form. The lessons
learned during the design of the study, implementation and
configuration of all necessary elements for data collection and
data analysis of these surveys contributes to methodology in
research in systems engineering education. The lessons learned
during this study also suggested further studies in measuring
and monitoring students’ affective engagement with ST during
a specific interval by collecting a time series of data to study
changes or continuity in the sample’s characteristics [54]. In
particular it is necessary to investigate whether education in
SE and ST makes a difference to the students score in this test
and whether there may be some student cohort or sub-
grouping where SE education is more or less effective in
generating improvement in test scores. In addition, the
findings from this work have implications for practice in SE
education. By investigating students’ ST in undergraduate SE
education level, it is expected that this study can fill the gap in
quantitative research about the affective engagement with ST
in SE education and the correlations of ST with other student
attributes which have not been explored.
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