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We compare the optical absorption of extended systems using the density-density and current-current linear
response functions calculated within many-body perturbation theory. The two approaches are formally equivalent
for a finite momentum q of the external perturbation. At q = 0, however, the equivalence is maintained only if
a small q expansion of the density-density response function is used. Moreover, in practical calculations, this
equivalence can be lost if one naively extends the strategies usually employed in the density-based approach
to the current-based approach. Specifically, we discuss the use of a smearing parameter or of the quasiparticle
lifetimes to describe the finite width of the spectral peaks and the inclusion of electron-hole interaction. In those
instances, we show that the incorrect definition of the velocity operator and the violation of the conductivity
sum rule introduce unphysical features in the optical absorption spectra of three paradigmatic systems: silicon
(semiconductor), copper (metal) and lithium fluoride (insulator). We then demonstrate how to correctly introduce
lifetime effects and electron-hole interactions within the current-based approach.

DOI: 10.1103/PhysRevB.95.155203

I. INTRODUCTION

The electromagnetic linear response of solids can be
measured experimentally by applying a small external per-
turbation, or probe, which induces a small change in the
sample material. This change is the response of the material
to the perturbing field and it can have both longitudinal and
transverse components, depending on the experimental setup
and the inhomogeneity of the system. Well-known examples of
such experiments are the measurements of absorption, electron
energy loss, Kerr and Faraday effects, and dichroism.

From the theoretical point of view the linear response of
a system to longitudinal fields can be obtained from both the
density-density response function χρρ and the current-current
response function χ

jj
, which is a tensor [1]. Instead, the

response to transverse fields can only be described using
χ

jj
. This is due to the fact that the density determines the

longitudinal current—through the continuity equation—but
not the transverse current. An important instance where trans-
verse electric fields come into play is the recent experimental
progress on topological insulators [2,3]. Therefore approaches
based on χ

jj
are more general than those based on χρρ . On

the other hand, the current–density based approach is more
susceptible to numerical issues and instabilities. For example,
the paramagnetic and diamagnetic contributions to χ

jj
must be

treated on equal footing [4,5] otherwise divergencies can arise.
The differences between the two response functions are

intrinsically related to the different gauge used to define

the coupling of the external field with the electrons. While
transverse fields can be described only in terms of the
transverse component of the vector potential, for longitudinal
fields there are two options. One can use a scalar potential,
which couples to the electron density of the system, or the
longitudinal component of the vector potential, which couples
to the current density. In the optical limit, i.e., in the limit
where the momentum q carried by the external perturbation is
negligible, these two gauges are called length and velocity
gauge, respectively. In this limit, the distinction between
longitudinal, or parallel to q, and transverse, or perpendicular
to q, fields vanishes. However, the optical limit is also the case
where many subtle differences between the two approaches
arise, fundamentally because the density-based approach is
ill-defined at q = 0.

Various works in the literature have discussed and compared
the two approaches either within the independent-particle (IP)
picture [6–8], in which optical properties can be described
in terms of a simple sum-over-states expression, or within
a generalized Kohn-Sham approach [9]. These studies focus
mostly on the limitations of the density-based approaches and
the avoidance of divergencies in the current-based approaches.
An important point of debate is whether the two approaches
give the same longitudinal macroscopic dielectric function.
At the linear-response level, the equivalence has been shown,
but only in some specific cases, i.e., for semiconductors and
insulators, for Hamiltonians with only local operators, and
for absorption at resonance [10]. The comparison for metals,
for Hamiltonians with nonlocal operators, and for absorption
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out of resonance due to smearing,1 has received less or no
attention. More importantly, no systematic comparison of
the density-based and the current-based approaches has been
carried out so far at the many-body level.

The objectives of this work are (i) to better elucidate
the differences between the density and the current-based
approaches at the IP level and (ii) to extend the discussion
to the many-body framework. In particular, at the IP level,
we compare the two approaches when lifetime effects are
introduced (either from first-principles or by introducing a
smearing parameter). At the many-body level we consider
the Bethe-Salpeter equation (BSE). Based on Green functions
theory, the BSE is the fundamental equation of many-body
perturbation theory for the description of linear response
properties [11]. In particular, we address some important and
rather subtle aspects related to the definition of the velocity
operator in the current-based BSE approach [12], which did
not receive proper attention so far [1,12,13].

We note that alternative approaches exist in which the ex-
plicit calculation of response functions is avoided, for example,
by calculating the induced current-density in the frequency
domain [4,14–16] or by calculating the time-dependent density
or current-density using real-time propagation [17–19]. Many
of the issues discussed in this work are also pertinent to these
methods.

The manuscript is organized as follows. In Sec. II, we
compare the density and the current-based approaches at a for-
mal level, within both the independent-particle approximation
and the BSE. We compare the two approaches in the optical
limit q → 0 and elucidate the origin of their fundamental
difference at q = 0. In Sec III, we show how an incorrect
implementation of smearing and an erroneous definition of
the velocity operator can lead to different spectra in the two
approaches. We then show how these problems can be solved.
For sake of completeness, in Sec. IV, we briefly discuss
alternative approaches to calculate optical spectra. Finally, in
Sec. V, we draw our conclusions.

II. FORMAL EQUIVALENCE OF DENSITY AND
CURRENT-BASED APPROACHES

In this section, we review the basic equations which
describe optical properties within both a density-based and
a current-based approach and we compare these approaches in
the optical limit q → 0. We first consider the case of nonin-
teracting electron-hole pairs referred to in the following as IP
level,2 and then the case in which the electron-hole interaction
is treated within the BSE of many-body perturbation theory. In
both cases, we demonstrate that the two approaches should lead
to the same results for the longitudinal macroscopic dielectric
function (see Appendix B for its definition).

1The differences out of resonance can be of small importance in the
linear regime but they become crucial for any nonlinear phenomena
because they play an important role in the construction of high-order
response functions.

2In condensed matter, the IP approximations is often called RPA to
be distinguished from RPA plus local field effects.

A. Noninteracting electron-hole pairs

Let us consider a collection of electrons moving in a
periodic potential v0(x) = v0(r), with x = r + R and r inside
the unit cell volume V , whose position is identified by the
Bravais lattice vector R. We are interested in the response of
the system to a macroscopic time-dependent electromagnetic
field characterized by a set of scalar and vector potentials,
{δφ(x,t),δA(x,t)}. A macroscopic quantity is defined as an
average taken over the unit cell whose location is given by R
[20] (see Appendix A).

The motion of the system is then governed by the following
one-particle Hamiltonian,

ĥ(t) =
{

1

2
[−i∇x + 1

c
A(x,t)]2 + v(x,t)

}
(1)

where x = r + R, and

v(x,t) = v0(r) + δφ(R,t), (2a)

A(x,t) = δA(R,t), (2b)

for which the macroscopic external perturbations δφ(R,t) and
δA(R,t) vanish identically for t � 0. The v0(r) term instead
describes a periodic potential (i.e., it does not depend on R)
and can be seen as the mean field felt by the electrons. Here
and throughout the paper, we use atomic units (h̄ = me = e =
4πε0 = 1) with the gaussian convention for electromagnetism.
It is important to notice that the perturbing potentials δφ and
δA are external potentials and they do not take into account
the contributions due to the response of the system.

The density and the current-density of the system are
defined in terms of the Bloch wave functions ψn(x,t), which
are eigenstates of the one-particle hamiltonian ĥ(t), as

ρ(x,t) =
∑

n

fn ψ∗
n (x,t) ρ̂ ψn(x,t), (3a)

j(x,t) =
∑

n

fn ψ∗
n (x,t) v̂(t) ψn(x,t). (3b)

Here, n = {ñk} is a generalized index that comprises the band
index ñ and the wave vector k, and fn are the occupations
factors. In the collinear case, ñ = {iσ } can be further specified
as the band with the corresponding spin index σ , while in
the spinorial case it is the spinorial band index. The density
operator is the identity in real space ρ̂ = 1̂. The current-density
is given in terms of the velocity operator [21]:

v̂(t) ≡ −i[ĥ+(t),x] − i{ĥ−(t),x}, (4)

where ĥ± = (ĥ ± ĥ†)/2, [â,b̂] is the commutator, while
{â,b̂} is the anticommutator. With the Hermitian Hamiltonian
defined in Eq. (1) v̂(t) = (−i∇x + A(x,t)/c). The momentum
operator −i∇x gives the paramagnetic current density, i.e.,
ĵ p = −i∇x, and the potential-dependent term gives the dia-
magnetic current density. We note that the velocity operator,
and therefore the current operator, depends on the Hamiltonian.
We will discuss this important point later in the paper. Density
and current-density variations are induced as a response to the
perturbing potentials in Eqs. (2a) and (2b).
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We restrict ourselves to macroscopic longitudinal perturba-
tions with a small transferred momentum q. In the following,
therefore, we consider the longitudinal, i.e., parallel to q,
component only of the vector potential and the current (see
Appendix B). Longitudinal perturbations can be described
by a scalar potential φ, for example in the Coulomb gauge
∇ · A = 0, or by a longitudinal vector potential A, for example,
in the (incomplete) Weyl gauge δφ = 0. In the optical limit, the
two gauges generate the so-called length and velocity gauges
(see Appendix C).

The macroscopic density-density,and the longitudinal
current-current response functions, χρρ and χjj , respectively,
can be written in reciprocal space as (see Appendix D)

χρρ(q,ω) ≡ δρ(q,ω)

δφ(q,ω)
, (5a)

χjj (q,ω) ≡ c
δj (q,ω)

δA(q,ω)
. (5b)

When the induced density and current density are calculated
from the Hamiltonian in (1), then the response functions in
Eqs. (5) are the independent particle ones, χ IP

ρρ and χ IP
jj . We

can now define the longitudinal component of the macroscopic
dielectric tensor ε(q; ω), which conveniently describes the
optical properties of semiconductors in the long wavelength
limit. It can be obtained, for ω �= 0, in terms of the longitudinal
current-current response function as [1]

ε
[
χ IP

jj

]
(q,ω) = 1 − 4π

ω2
χ IP

jj (q,ω). (6)

For q �= 0, the dielectric function can also be expressed in
terms of the density-density response function as

ε
[
χ IP

ρρ

]
(q,ω) = 1 − 4π

q2
χ IP

ρρ(q,ω), (7)

with q = |q|. Equation (7), in the limit q → 0, is the expression
commonly used for the calculations of optical properties in
solids. For both expressions (6) and (7), the nonanalytic
point (q,ω) = (0,0) can be described only via a limiting
procedure and the final result depends on the direction of the
limit.

Both ε[χjj ] and ε[χρρ] should lead to the same result. In-
deed, the two response functions are related by the expression
[10,22]

q2 χjj (q,ω) = ω2 χρρ(q,ω), (8)

which follows from the continuity equation q · j = ωρ, which
guarantees local charge conservation. Thus at q �= 0 and ω �= 0
relation (8) ensures ε[χjj ] = ε[χρρ]. We note that although we
have established formal equivalence this does not guarantee
numerical equivalence, as we show in Sec. III.

1. Choice of the reference one-particle hamiltonian

Within the IP picture defined by the Hamiltonian in Eq. (1)
the response functions can be written as

χ IP
aa(q,ω) = − 1

V

∑
nm

aIP
q,(nm) ã

IP
q,(mn)

ω+ − �εIP
mn(q)

(9)

with

�εIP
mn(q) = εIP

m̃k+q − εIP
ñk, (10)

�fmn(q) = fm̃k+q − fñk, (11)

aIP
q,(nm) = 〈ñk|e−iq·râ|m̃k + q〉

√
�fmn(q), (12)

ãIP
q,(mn) = 〈m̃k + q|eiq·râ|ñk〉

√
�fmn(q) (13)

(m̃ and ñ are the band indices, see definition after Eq. (3b); the
spin index in n and m is identical in the collinear case) and

ω+ = lim
η→0

(ω + iη), (14)

where it is understood that the limit η → 0 is taken at the end of
the calculation. Here, â is either the one-particle density oper-
ator ρ̂ or the paramagnetic current-density operator ĵ p, and |n〉
are Bloch states, which are eigenstates of the equilibrium one-
particle Hamiltonian ĥ(t = 0), with corresponding energies εIP

n

and occupation numbers 0 � fn � 1.3 It is important to notice
that the transitions with �εIP

mn(q) = 0 give no contribution
since at equilibrium �fmn(q) = 0. Thus all the summations in
the present manuscript are intended without the zero-energy
poles. The full current-current response function is obtained
via

χ IP
jj (q,ω) = χ IP

jpjp (q,ω) + N

V
. (15)

We shall now choose the stationary part of the one-particle
Hamiltonian (1). A common choice is the Kohn-Sham Hamil-
tonian from density functional theory (DFT) where

v0(r) = vN (r) + vH (r) + vxc(r), (16)

is the equilibrium Kohn-Sham (KS) potential. It is the sum of
the potential generated by the nuclei, vN (r), the Hartree po-
tential, vH (r), and the exchange-correlation potential, vxc(r).
We refer to the IP response function derived from the KS
hamiltonian as χKS

aa . However, usually DFT-KS band structures
are not a good starting point for response calculations, since,
for example, the fundamental band gap is systematically
underestimated in semiconductors and insulators. To improve
over DFT, one can introduce a more general nonlocal and
frequency dependent quasiparticle (QP) potential

v0,σσ ′ (x,x′,ω) = vN (r) + vH (r) + �xc,σσ ′ (x,x′,ω), (17)

where �xc is the exchange-correlation many-body self-energy,
defined within the formalism of many-body perturbation
theory (MBPT), evaluated at equilibrium. In particular we
consider the (first-order) QP hamiltonian H QP defined as the
first-order correction in the perturbation �xc − vxc of the KS
Hamiltonian:

H QP
nm (ω) = δn,m

[
εKS
n + 〈n|�xc(ω) − vxc|n〉]. (18)

3The inclusion of
√

�fmn(q) in the definition of the matrix elements
of Eq. (13) allows to define in the following sections (where the
case of interacting electron-hole pairs is considered) an excitonic
matrix which remains Hermitian also in the general case of fractional
occupation numbers. See also Ref. [58].
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We have here emphasized the ω dependence of �xc, and
dropped the r space and σ spin dependence of both �xc and
vxc. The QP eigenvalues are thus corrected KS energies

εQP
n = εKS

n + 〈n| �xc

(
εQP
n

) − vxc |n〉, (19)

while we keep the same wave functions ψQP
n = ψKS

n . From
the quasiparticle energies εQP, solution of Eq. (19), we can
define the QP response function, χQP

aa , which differs from the
KS response function by the replacement εKS

n → εQP
n .

2. Expansion of the current-based approach at finite momentum

We now focus on the relation between the density-based
and current-based formalism by extending the approach of
Ref. [6] to q �= 0. To simplify the notation, we rewrite the
response function (9) as

χ IP
aa(q,ω) = −

∑
nm

Kaa
nm,q

ω+ − �εIP
mn(q)

, (20)

where Kaa
nm,q = aIP

q,(nm) ã
IP
q,(mn)/V . By using the exact relation4

F (ω) = 1

ω − �ε
= − 1

�ε
− ω

�ε2
+ ω2

(ω − �ε)�ε2
, (21)

in Eq. (20) and inserting the result into Eq. (6), we can
decompose ε[χ IP

jj ](q,ω) as

ε
[
χ IP

jj

]
(q,ω) = 1 + AIP(q)

ω2
+ BIP(q)

ω
+ CIP(q,ω), (22)

with

AIP(q) = −4π

[∑
nm

K
jpjp

nm,q

�εnm(q)
+ N

V

]
= −4πχ IP

jj (q,0),

(23a)

BIP(q) = −4π
∑
nm

K
jpjp

nm,q

�ε2
nm(q)

, (23b)

CIP(q,ω) = 4π
∑
nm

K
jpjp

nm,q

�ε2
nm(q)(ω − �εnm(q))

, (23c)

where in Eq. (23a), we used Eqs. (15) and (20). From the
conductivity sum rule (CSR) for χ IP

jj , given by

χ IP
jj (q,0) = χ IP

jpjp (q,0) + N

V
= 0, (24)

we see that AIP(q) = 0. Moreover, if time-reversal symmetry
holds, also BIP(q) = 0. Therefore, in case of time-reversal
symmetry, only the C(q,ω) term survives and we have, at
finite momentum, the general result

ε
[
χ IP

jj

]
(q,ω) = 1 + CIP(q,ω) = ε

[
χ IP

ρρ

]
(q,ω). (25)

Note that Eqs. (24) and (25) hold for q �= 0. The new definition
of ε[χ IP

jj ] extends Eq. (6) to ω = 0 in an analytical way. Since

4It can be obtained by Taylor expanding F (ω) around ω = 0 up to
the first order. The last term on the right-hand side is then defined
from the difference F (ω) − F (0) − F ′(0) ω.

Eq. (7) also holds for ω = 0, the identity ε[χ IP
jj ] = ε[χ IP

ρρ] is
also extended, giving the last equality5 in Eq. (25). In the next
section, we will use (23a)–(23c) to discuss the optical limit.

3. The optical limit

We are interested in computing optical properties, for which
ω = c q, with ω in the order of a few eV. Therefore we consider
q ≈ 0 compared to the size of the Brillouin zone. However,
ε[χ IP

ρρ], given in Eq. (7), is not defined for q = 0 because
of the 1/q2 term. Therefore, to obtain an explicit expression
for ε[χ IP

ρρ] for small q, we Taylor expand ρIP
q,(nm), defined in

Eq. (13), around q = 0,

ρIP
q,(nm) = −i q d IP

q,(nm) + O(q2), (26)

where6d IP
q,(nm) = 〈n|q̂ · x|m〉√�fnm(q) with q̂ = q/q the di-

rection of q. Substitution into Eq. (20) leads to χ IP
ρρ(q,ω) =

q2χ IP
dd (q,ω) + O(q3) with

χ IP
dd (q,ω) = −

∑
nm

Kdd
nm,q

ω+ − �εIP
mn(q)

(27)

the longitudinal dipole-dipole response function. Thus, for
small q, we can rewrite Eq. (7) as

ε
[
χ IP

dd

]
(q,ω) = 1 − 4π

∑
nm

Kdd
nm,q

ω+ − �εIP
mn(q)

, (28)

which is well defined at q = 0.7 It is Eq. (28) that is
usually implemented to compute absorption spectra of cold
semiconductors and insulators in the density-based approach.

However, Eq. (28) is formally exact only in the limit q → 0,
since at q = 0 contributions from intraband transitions, i.e.,
transitions within a single band, are excluded.8, Instead, no
such problem exists for the current-based approach. We can
summarize this difference between the two approaches as

lim
q→0

ε
[
χ IP

jj

]
(q,ω) = ε

[
χ IP

jj

]
(0,ω), (29a)

lim
q→0

ε
[
χ IP

dd

]
(q,ω) �= ε

[
χ IP

dd

]
(0,ω). (29b)

We now discuss the cases q = 0 and q → 0 in more detail by
separating AIP(q), BIP(q) and CIP(q) into inter- and intraband
contributions. Moreover, AIP(q) also contains the constant
diamagnetic term Ad = −4πN/V .

The q = 0 case: interband transitions. At q = 0, only
interband transitions, i.e., transitions between two different
bands, contribute to the summations in Eqs. (23a)–(23c), since

5Equation (25) implies q2Kjpjp

nm,q = �ε2
nm(q)Kρρ

nm,q, which is similar,
but not the same, to Eq. (8). Notice the non trivial replacement of
ω2 → �ε2

nm(q).
6The position operator is ill-defined when periodic boundary

conditions (PBC) are imposed. Here we implicitly work in the
crystal momentum representation in which the matrix elements of the
position operator are redefined consistently with the PBC [59,60].

7Here, dq at q = 0 is the longitudinal dipole, defined by the direction
of the q → 0. See also Appendix B.

8For finite q, Eq. (28) is exact to first order in q.
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for intraband transitions �fnn = 0. Because of the missing
intraband contributions in χ IP

jj the CSR in Eq. (24) in general
does not hold at q = 0. Let us define

AIP,inter ≡ AIP(0) − Ad, (30a)

BIP,inter ≡ BIP(0), (30b)

CIP,inter(ω) ≡ CIP(0,ω). (30c)

One can verify9 that BIP(0) = 0 by exchanging n and m in
Eq. (23b).

Let us first consider systems with a gap. Then AIP,inter +
Ad = 0 since the dielectric function must go to a constant [6]
as ω → 0. We can thus focus on CIP,inter(ω). Using Eq. (12)
for the paramagnetic current-density, we can write

j
p,IP
0,(nm) = 〈n|v̂|m〉

√
�fnm(0)

= −i 〈n|x̂|m〉�εnm(0)
√

�fnm(0)

= −i d IP
0,(nm) �εnm(0), (31)

where we used v̂ = −i[ĥ,x̂] and d IP
0,(nm) given by Eq. (12) with

â = x̂. From this relation, we deduce that

Kdd
nm,0 = K

jpjp

nm,0

�ε2
nm(0)

. (32)

Substitution of this identity into Eq. (28) shows that at q = 0
both ε[χ IP

jj ] and ε[χ IP
dd ] can be expressed in terms of CIP,inter

for systems with a gap:

ε
[
χ IP

jj

]
(0,ω) = ε

[
χ IP

dd

]
(0,ω) = 1 + CIP,inter(ω). (33)

Equation (33) proves the equivalence between the density-
based and the current-based approaches for cold semiconduc-
tors and insulators.

For metals, however, we also need to describe the divergent
Drude-like term. Since the current-based approach is exact also
at q = 0, this term must be described by (AIP,inter + Ad )/ω2,
i.e., the Drude tail originates from the breaking of the CSR.
Thus we have

ε
[
χ IP

jj

]
(0,ω) = 1 + AIP,inter + Ad

ω2
+ CIP,inter(ω). (34)

Instead, the density-based approach does not contain any extra
term beyond CIP,inter(ω) and thus cannot describe metals at
q = 0. The Drude-like tails in the density-based approach can
be obtained only explicitly dealing with the q → 0 limit as
explained in the next section.

The q → 0 limit: intraband transitions. In the q → 0 limit,
also intraband transitions contribute to the summations in
Eqs. (23a)–(23c). One can thus define

AIP,intra = lim
q→0

AIP(q) − AIP(0) = −AIP(0), (35a)

BIP,intra = lim
q→0

BIP(q) − BIP(0) = lim
q→0

BIP(q), (35b)

CIP,intra(ω) = lim
q→0

CIP(q,ω) − CIP(0,ω), (35c)

9Here, B IP,inter = 0 because we are considering the longitudinal term
only. Indeed, the mixed longitudinal-transverse terms can instead be
different from zero and describe the anomalous Hall effect [8].

where we used Eq. (30b) and the fact that AIP(q �= 0) = 0
owing to the CSR in Eq. (24). If time-reversal symmetry holds
BIP(q) = 0 and hence BIP,intra = 0. We note that here and in
the rest of the paper, the q → 0 limit is taken at finite ω. Using
the results of Eqs. (35a)–(35c) in Eq. (22), we obtain

lim
q→0

ε
[
χ IP

jj

]
(q,ω) = 1 + CIP,intra(ω) + CIP,inter(ω), (36)

where we used Eq. (30c). Owing to Eq. (29a), we can compare
this result to Eq. (34) and conclude that

CIP,intra(ω) = AIP,inter + Ad

ω2
. (37)

This means that, within the current-based approach, the Drude-
like tail, which at q = 0 is described by (AIP,inter + Ad )/ω2, in
the limit q → 0 is described via CIP,intra(ω). Indeed, the exact
expression for ε[χ IP

jj ] at finite q in Eq. (25) only depends
on CIP(q,ω). Thus CIP,intra(ω) must describe all intraband
transitions in metals when q → 0 [23].

To have an explicit expression of such intraband contribu-
tion in the density-based approach, one needs to Taylor expand
the energy and occupation number differences as [14]

(εnk − εnk+q) = −νnk · q + O(q2), (38)

(fnk − fnk+q) = −q
df

dε
(∇k εnk · q̂) + O(q2), (39)

where νnk = ∇kεnk. At the IP level, there is no Drude tail
in the absorption (see Appendix E for details). Only when
introducing a smearing a Drude-like peak in the absorption
appears [14,15]. Experimentally such smearing also exist,
because of the interaction between electrons and thus in
practice a peak is always measured.

In conclusion, the current-based approach is exact both
in the limit q → 0 and at q = 0. In particular, if metals are
considered, the Drude-like tail is present in both cases, but
it is described by different terms, namely by CIP,intra(ω) in
the limit q → 0 and by (AIP,inter + Ad )/ω2 at q = 0. Also the
density-based approach is exact in the limit q → 0. This can
be summarized by the following set of relations:

ε
[
χ IP

jj

]
(0,ω) = 1 + AIP,inter + Ad

ω2
+ CIP,inter(ω)

= lim
q→0

ε
[
χ IP

jj

]
(q,ω) = 1 + CIP,intra(ω)

+CIP,inter(ω)

= lim
q→0

ε
[
χ IP

ρρ

]
(q,ω),

which finally extends the identity ε[χ IP
jj ] = ε[χ IP

ρρ] also to the
q = 0 case.

B. Interacting electron-hole pairs

So far, we have only considered independent particles. We
now also take into account the electron-hole interaction by
considering the variations induced in the Hartree and the
exchange-correlation self-energy by the external potential.
Within MBPT such variations can be conveniently described
using the BSE [1] for the (time-ordered) two-particle propa-
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gator L, which reads

L̄(1,2,1′,2′) = L0(1,2,1′,2′) +
∫

d3d4d5d6

×L0(1,4,1′,3)�̄(3,5,4,6)L̄(6,2,5,2′), (40)

where i ≡ ri ,ti . In Eq. (40), L0 is given in terms of QP Green’s
functions as L0(1,2,1′,2′) = −iGQP(1,2′)GQP(2,1′) and the
four-point kernel �̄(3,5,4,6) is given by

�̄(3,5,4,6) = i
δ[v̄H (3)δ(3,4) + δ�xc(3,4)]

δG(6,5)
, (41)

where v̄H is the Hartree potential without the long-range
component of the Coulomb potential, vc(G = 0). We are
now looking at the self-consistent response of the system
to a macroscopic field composed of both the external and
the induced macroscopic field. Therefore vc(G = 0) is ef-
fectively removed [24]. We use the GW self-energy with
an instantaneous screened Coulomb potential W . In this
case, the propagator L depends only on the time difference
τ = t1 − t2

10. A Fourier transformation to frequency space
leads to

L̄(ω) = L0(ω) + L0(ω) �̄ L̄(ω), (42)

where, for notational convenience, we dropped the spin and
space arguments.11

The BSE can be mapped onto an effective two-particle
equation, written in a basis of electron-hole transitions (nm),
according to [25,26]

H Exc
(nm)(n′m′)(q) A

(n′m′)
λ,q = Eλ(q)A(nm)

λ,q , (43)

where H Exc(q) is the excitonic Hamiltonian with eigenvectors
Aλ,q and eigenvalues Eλ(q). The (retarded)12 particle-hole
propagator L̄ can be obtained via

L̄(nm)(n′m′)(q,ω) =
∑
λλ′

B
(nm)
λ,q S−1

λλ′,q B
∗(n′m′)
λ′,q

ω+ − Eλ(q)
,

where Bλ,q and the overlap matrix Sλλ′,q are defined by

B
(nm)
λ,q = A

(nm)
λ,q

√
�fmn(q), (44)

Sλλ′,q =
∑
nm

A
∗(nm)
λ,q A

(nm)
λ′,q . (45)

10As commonly done in the literature, we neglect the term iδW/δG

in the kernel.
11For a detailed treatment of the space indexes at finite momentum

see Ref. [26]; for the treatment of occupations factors, see Ref. [58]).
12The exact Dyson equation holds only for the time-ordered

two-particles propagator, which is formally derived assuming zero
temperature (i.e., integer occupation numbers also in case of metals).
To consider fractional occupations, one would need to introduce a
finite temperature formalism. However, using a static kernel, the
Dyson equation at finite temperature reduces to a Dyson equation
identical to Eq. (42) but for the retarded propagator, which is indeed
what is needed to define the dielectric function. Thus, from now on,
we can consider all quantities as retarded functions and forget about
the time-ordered formalism.

Upon solving Eq. (43), one can obtain the density-density
and the current-current excitonic response functions χ̄Exc

aa as

χ̄Exc
aa (q,ω) = − 1

V

∑
λλ′

aExc
q,λ

S−1
λλ′,q

ω+ − Eλ(q)
ãExc

q,λ′ , (46)

where aExc
q,λ and ãExc

q,λ′ are defined analogously to aq,λ and ãq,λ′

in Eqs. (12) and (13) but the expectation value is with respect
to the excitonic wave function. As for the IP case, the zero-
energy transitions give no contribution to the summation13

since �fnm(q) = 0 and thus B
(nm)
λ,q = 0. Note that neglecting

the kernel �̄ in the BSE (42), Eq. (46) reduces to the IP
response function given in Eq. (9).

Substitution of χ̄Exc
jj and χ̄Exc

ρρ in Eqs. (6) and (7), respec-
tively, yields an expression for the macroscopic dielectric
tensor in the current- and density-based approach. As in the
IP case, the two expressions are identical for q �= 0 and ω �= 0
thanks to Eq. (8).

1. The optical limit

The analysis for the optical limit in Secs. II A 2 and II A 3
also applies to the excitonic case. In particular, by rewriting
the expression for the excitonic response function as

χ̄Exc
aa (q,ω) = −

∑
λλ′

Kaa
λλ′,q

ω+ − Eλ(q)
, (47)

where Kaa
λλ′,q = aq,λ S−1

λλ′,q ãq,λ′/V , one obtains

AExc(q) = −4π

[∑
λλ′

K
jpjp

λλ′,q

Eλ(q)
+ N

V

]
, (48a)

BExc(q) = −4π
∑
λλ′

K
jpjp

λλ′,q

E2
λ(q)

, (48b)

CExc(q,ω) = 4π
∑
λλ′

K
jpjp

λλ′,q

E2
λ(q)(ω − Eλ(q))

. (48c)

The interband dielectric function in terms of the excitonic
dipole-dipole response function χExc

dd reads

ε
[
χExc

dd

]
(q,ω) = 1 + 4π

V

∑
λλ′

Kdd
λλ′,q

ω+ − Eλ(q)
, (49)

where now Kdd
λλ′,q contains the longitudinal excitonic dipoles

dExc
q,λ = ∑

nm A
(nm)
λ,q x(nm)

√
�fnm(q).

Finally, the analogous of the relation (32) exists also for the
exitonic case:

K
jpjp

λλ′,0

E2
λ(0)

= Kdd
λλ′,0, (50)

13We assume that zero-energy transitions at the BSE level originates
from zero-energy transitions at the IP level. Zero-energy poles at the
BSE level may originate from finite energies transition at the IP level
as well. However, this case would point to an instability of the ground
state, which would be degenerate to an excited state. We exclude this
possibility in the present work.
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from which expressions analogous to Eqs. (34) and (35) can
be written for ε[χExc

jj ].

III. ISSUES IN THE PRACTICAL IMPLEMENTATION OF
CURRENT-BASED APPROACHES

In the previous section, the equivalence between the
current-based and density-based approaches was established
for the longitudinal macroscopic dielectric function. In the
present section, we compute optical absorption in a semicon-
ductor (bulk silicon), an insulator (LiF), and a metal (copper)
comparing the two approaches numerically, i.e., using both
Eq. (6) for the current-based approach and Eq. (7) for the
density-based approach. In doing so we will show potential
pitfalls in the implementation of current-based approaches
due to: (i) the use of a smearing parameter (Sec. III B); (ii)
the violation of the conductivity sum rule (Sec. III C); (iii) the
inclusion of lifetimes (Sec. III D); and (iv) the inclusion of
QP energy corrections and excitonic effects with an incorrect
velocity operator (Sec. III E). Moreover, we demonstrate how
those pitfalls can be avoided.

A. Computational details

The response functions entering Eqs. (6) and (7) are
constructed starting from ground state DFT calculations
performed with either the QUANTUM ESPRESSO code [27] (Si
and Cu) or the ABINIT code [28] (LiF) using norm conserving
pseudopotentials. The ground-state of all three materials have
been calculated by using the local density approximation
(LDA) for the exchange-correlation functional. For Si, we used
four valence electrons (3s23p2 configuration), a face-centered
cubic (FCC) cell with a two atoms (diamond structure) and the
experimental lattice parameter of 10.18 Bohr. For calculating
the ground-state density we use an energy cutoff of 10 Ha
and a 6 × 6 × 6 sampling of the Brillouin zone (BZ). For
the calculation of the response function, we used instead a
16 × 16 × 16 sampling of the BZ, resulting in 145 k points in
the irreducible BZ (IBZ) and 4096 in the BZ. For LiF, we used
eight valence electrons (2s1 configuration for Li and 2s22p5 for
F) [29], a FCC cell with two atoms (sodium-chloride structure)
and the experimental lattice parameter of 7.70 Bohr. For
calculating the ground state density and the response function,
we use an energy cutoff of 40 Ha with a 8 × 8 × 8 sampling of
the BZ, resulting in 29 (512) k points in the IBZ (BZ). For Cu,
we used with 11 valence electrons (3d104s1 configuration),
a FCC cell with a single atom and the experimental lattice
parameter of 6.82 Bohr. For calculating the ground state
density and the response function, we use 32.5 Ha and a
16 × 16 × 16 sampling of the BZ, resulting in 145 (4096)
k points in the IBZ (BZ).

We computed the dielectric function starting from the
DFT-KS wave functions and energies using the YAMBO code
[30] where we implemented the equations for the current-based
approach.14 For Si and LiF, we considered electron-hole
pairs built from the top three valence and the bottom three
conduction bands. For Cu, we included 30 bands in the

14YAMBO standard implementation uses a density-based approach.

band summation. A scissor operator is used to mimic the
effect of the GW quasiparticle corrections in Si (0.8 eV)
and LiF (5.8 eV) consistently to what already reported in the
literature. For the BSE calculations, the static screening in the
random-phase approximation is computed using 50 bands in
the band summation and 2.3 Ha energy cutoff in the summation
over reciprocal lattice vectors for Si, and 30 bands and a
3.6 Ha energy cutoff for LiF.

We also consider QP lifetimes by introducing an imaginary
part in the QP energies. To mimic the effect of the electron-
phonon Fan self-energy [31,32], we use a term proportional to
the density of states. To mimic the effect of the GW self-energy
[33], we use a term, which grows quadratically in energy, from
the Fermi level in Cu and from the conduction band maximum
(valence band minimum) plus (minus) the band gap in Si.

B. Smearing parameter and conductivity sum rule

The macroscopic density-density and paramagnetic
current-current response functions in Eq. (9) contain the
infinitesimal η, which ensures causality and avoids having
poles on the real axis. Numerically, η can be used as a smearing
parameter to simulate finite lifetime effects of the excitations.
As a result, each peak in the absorption spectrum acquires a
finite width. This is done by replacing

ω+ = lim
η→0

(ω + iη) → z = ω + iη (51)

in Eq. (9) for both the density-based and the current-based
approach, where η is now a finite number. In the current-
based approach, however, the frequency ω enters also in the
definition of the dielectric function, Eq. (6), as a factor 1/ω2.
Moreover, it is common to numerically impose [5,16] the CSR
[Eq. (24)] replacing the diamagnetic term, N/V , with minus
the paramagnetic term, −χ IP

jpjp (ω), evaluated at ω = 0. It is
thus natural to wonder whether we should replace also 1/ω2

by 1/z2 and if we should use −χ IP
jpjp (z) evaluated at ω = 0 or

z = 0 while imposing the CSR.
In Fig. 1, we plot the optical spectra (q = 0) obtained

for LiF and Si inserting χ IP
ρρ(z) in Eq. (7) and χ IP

jpjp (z) in
Eq. (6). For the current-based approach we consider both the
factors 1/ω2 and 1/z2 in the definition of the dielectric function
[Eq. (6)]. In both cases, the diamagnetic term is replaced by
−χ IP

jpjp (iη), i.e., the CSR is imposed with ω = 0. The optical
spectra obtained within the current-based approach are differ-
ent from those obtained within the density-based approach.
In particular, they present clearly unphysical features: the
case with the 1/ω2 factor in Eq. (6) shows a divergent low
energy contribution which resembles the Drude like behavior
of metals; the case with the 1/z2 factor shows a negative peak at
ω = η. Both unphysical features are related to the existence of
a finite smearing in the low frequency region of the spectrum.

One possible solution is to adopt the recipe proposed by
Cazzaniga et al. [34] in another context, i.e., to choose z̃ =√

ω2 + 2iηω, instead of z = ω + iη. The latter choice implies
no smearing at ω = 0 and a CSR uniquely defined by N/V =
−χ IP

jpjp (0). For the case of Si, we show this recipe cures both
unphysical features although some residual numerical noise
remains.
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FIG. 1. Optical absorption in bulk LiF (a) and Si (b) at the IP
level. The spectra obtained by replacing ω+ by ω + iη in Eq. (9), for
the density-based approach, Eq. (7), (grey shadow) and the current-
based approach, Eq. (6) with either 1/ω2 (red dashed line) or 1/z2

(blue continuous line), are compared. Results with the numerical
recipe z = √

ω + 2iωη are also shown. Here, η = 0.1 eV for Si and
η = 0.2 eV for LiF. The conductivity sum rule is always enforced as
explained in the main text.

A more rigorous solution requires to consider again the
expansion defined by Eq. (21). Having a smearing parameter
we can now expand either around ω = 0 or around z = 0 (i.e.,
ω = −iη)). The expansion around ω = 0 is more suited to
analyze the case with the 1/ω2 factor in Eq. (6) and yields

ε
[
χ IP

jj

]
(ω) = 1 + 1

ω2
AIP

η + 1

ω
BIP

η + CIP(ω + iη). (52)

The paramagnetic term entering AIP
η is correctly balanced

by replacing N/V → −χ IP
jpjp (iη) in the diamagnetic term.

However, Bη is not zero anymore (it is zero only for η = 0)
and thus leads to a divergence in the spectrum at ω = 0.

The expansion around z = 0 is more suited to analyze the
case with the 1/z2 factor in Eq. (6) and yields

ε
[
χ IP

jj

]
(z) = 1 + 1

z2
AIP + 1

z
BIP + CIP(z). (53)

In this case, BIP is numerically zero as expected theoretically,
however, the the paramagnetic term entering AIP is not
correctly balanced [since we are using N/V → −χ IP

jpjp (iη)]
and the CSR is broken. AIP is here multiplied by 1/z2 leading to
a negative energy peak around ω = η. To summarize, in order
to avoid unphysical divergencies and negative peaks, there are
two options: (1) the 1/ω2 factor can be used in Eq. (6) together
with the CSR imposed by N/V → −χ IP

jpjp (iη) and balancing
BIP

η by a proper counter term; (2) a 1/z2 term can be used in
Eq. (6) together with the CSR imposed by N/V → −χ IP

jpjp (0).
The latter option is the most straightforward to implement
and we have tested that cures the unphysical negative peak at
ω = η and gives the same spectra as within the density-based
approach.

C. The conductivity sum rule and the Drude term

The current-current response function in Eq. (15) consists
of two terms, a constant diamagnetic term N/V and a
paramagnetic term given by Eq. (9). In practice, the sum over
states in Eq. (9) is truncated. As a consequence the CSR in
Eq. (24) is no longer satisfied, and it becomes impossible
to converge the optical spectra for small frequencies. To solve
these problems, one can impose the CSR by replacing [4,14,15]
the diamagnetic term N/V with −χjpjp (q,0) (or −χjpjp (q,iη)
as we did in the previous section). Thus the diamagnetic and
paramagnetic contributions are treated on equal footing and
no convergence problems occur.

At q = 0, this strategy poses no problems for systems with
a gap. For metals, instead, it suppresses the Drude tail, which
is described by the term AIP /ω2 on the right-hand side of
Eq. (34). This occurs because the CSR in general does not
hold at q = 0 since intraband transitions are excluded in the
sum over states in χjpjp . We thus consider here the case of
a metal, Cu, and compute its spectrum without imposing the
CSR. Since the diamagnetic term is purely real, we need to use
the 1/z2 strategy as discussed previously. However, without
imposing the CSR, calculations never converge. This is shown
in Fig. 2: the Drude tail in Cu has a wrong behavior, whereas
in Si, where converged calculations should give no absorption
at low energy, an artificial Drude-like tail appears.

We found that the best solution is to enforce the CSR and
to calculate the Drude term through the explicit inclusion
of intraband transitions as described for the density-based
approach. A faster convergence of the latter contribution can
be obtained using the tetrahedron method for the integration
in the Brillouin zone [14,38].

D. Many-body lifetimes

In Sec. III B, the finite width of the peaks was obtained by
introducing an ad hoc smearing parameter. A more physically
motivated approach is to consider finite lifetimes γ originating
from the imaginary parts of the many-body self-energy. For
example, it has been shown that in a semiconductor such as Si
the finite width of the peaks is well-described by means of the
Fan and GW self-energies, which account for electron-phonon
[31,39] and electron-electron [33] scattering processes, respec-
tively. To illustrate the effects of such lifetimes in the following,
we will consider the contributions due to the Fan self-energy.
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FIG. 2. Optical absorption in bulk Cu (a) and Si (b) at the IP level.
Red dashed lines: spectra obtained in the current-based approach
using Eq. (34) without enforcing the conductivity sum rule [Eq. (15)];
the various lines correspond to different number of bands. Grey
shadow: spectra obtained in the density-based approach [Eq. (7)]
and in the current-based approach by enforcing the conductivity sum
rule [Eq (15)]. Brown shadow: Drude term added via a Drude model
(for Copper). Blue dots, red dots, and black continuous bold line:
experimental data from Refs. [35,36], and [37], respectively.

We define modified KS energies ε̃KS
n as

ε̃KS
n = εKS

n + iγn, (54)

and use them to compute the absorption both in the current-
based and in the density-based approach. The KS energies
ε̃KS
n correspond to the eigenenergies of the Hamiltonian (18),

in which only the imaginary part of the Fan self-energy
is considered. The underlying Hamiltonian, which we will
indicate as H̃KS, is diagonal in the same basis set in which
HKS is diagonal, i.e., ψ̃KS

n ≈ ψKS
n and thus x̃KS

nm = xKS
nm . The

velocity matrix elements however change because the velocity
operator is proportional to the hamiltonian itself. Using Eq. (4),
the velocity matrix elements read

ṽKS
nm = −i x̃KS

nm

[
ε̃KS
n − (

ε̃KS
m

)∗]
= vKS

nm

ε̃KS
n − (

ε̃KS
m

)∗

εKS
n − εKS

m

. (55)
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FIG. 3. Optical absorption in bulk Cu (a) and Si (b) at the IP
level. Red dashed line: spectra obtained in the current-based approach
using the complex one-particle energies (54) in Eq. (9). Grey shadow:
spectra obtained in the density-based approach [Eq. (7)] and in the
current-based approach by using the complex one-particle energies
(54) and the velocity operator (55) [with (56)] in Eq. (9). Brown
shadow: as in Fig. 2 Blue dots, red dots, and bold continuous black
line: as in Fig. 2.

Such expression generalizes the result by Del Sole et al. [40]
(that we use in the next section) to the case of complex energies
and is consistent with the findings of Tokman.15

Moreover, since H̃KS is non-Hermitian (although it is still
a normal matrix), the velocity operator is also non-Hermitian.
This means in practice

ṽKS
nm �= (

ṽKS
mn

)∗
, (56)

and thus the numerator of the response function [Eq. (9)] in the
current-based approach cannot be written as a square modulus
|ṽKS

nm|2 anymore. One may wonder if—having a non positive
defined numerator—the spectrum may become negative.

15Reference [53] discusses the connection between the time
derivative of the dipole operator and the velocity operator in case
of a dephasing of the polarization (i.e., an imaginary term in the
Hamiltonian) is considered.
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In Fig. 3, we show for Cu and Si that this is not the case: the
spectrum is well defined and matches the one obtained in the
density-based approach as long as the non-Hermiticity of the
velocity operator is correctly taken into account. If instead
we ignore the non-Hermicity of the velocity operator and
use |ṽKS

nm|2 in the numerator of Eq. (9), a spurious divergence
appears at low energy for Si and the Drude tail is not correctly
described for Cu.

E. Quasiparticle energies and excitonic effects

We finally consider the dielectric function beyond the
IP approximation by using the Bethe-Salpeter equation. We
include both the GW corrections to the KS band structure and
the effect of the electron-hole interaction in the absorption.
As for the case of the QP lifetimes we have to consider a
renormalized velocity operator [40],

vQP
nm = −ixQP

nm

(
εQP
n − εQP

m

)
(57)

= vKS
nm

εQP
n − εQP

m

εKS
n − εKS

m

, (58)

which corresponds to the quasiparticle Hamiltonian [Eq. (18)]
with a GW self-energy. However this is not the only correction
to be considered. If the dielectric function is computed by
diagonalizing the excitonic Hamiltonian given by Eq. (43),
then it is expressed in terms of the excitonic dipole matrix
elements xExc

λ in the density-based approach,

xExc
λ =

∑
nm

Aλ
nmxQP

nm, (59)

or via the excitonic velocity matrix elements vExc
λ , in the

current-based approach. One might be tempted, in analogy
with Eq. (59), to define

vExc
λ =

∑
nm

Aλ
nmvQP

nm. (60)

However, this expression—which has been reported in the
literature [12,41–43]16—is not correct since it does not
correspond to the underlying excitonic Hamiltonian H Exc

given by Eq. (43). The excitonic velocity hence must read

vExc
λ = −i 〈[H Exc,x]〉 = −i xExc

λ Eλ (61)

=
∑
nm

Aλ
nmvQP

nm

Eλ

ε
QP
n − ε

QP
m

, (62)

which in general is different from Eq. (60).
In Fig. 4, we compare the absorption spectrum in the

density-based approach with the current-based approach re-
sults with and without the renormalized velocity operator, i.e.,
considering the corrections due to Eqs. (58) and (62). We
notice that the two corrections in general partially cancel each
other since εQP

n − εQP
m > εKS

n − εKS
m and Eλ < εQP

n − εQP
m and

the resulting error in the absorption intensity is proportional

16We notice that in the last arxiv version (https://arxiv.org/
abs/1111.4429v3) of Ref. [43], the correct definition of the excitonic
velocity operator is reported; Eq. (45) in the arxiv.
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FIG. 4. Optical absorption in bulk LiF (a) and Si (b) at the BSE
level. Black continuous line: spectra obtained in the current-based
approach [Eq. (6)] neglecting the corrections (58) and (62). Red
dashed line: spectra obtained in the current-based approach [Eq. (6)]
considering only the correction (58). Blue dot-dashed line: spectra
obtained in the current-based approach [Eq. (6)] considering only the
correction (62). Grey shadow: spectra obtained in the density-based
approach [Eq. (7)] and in the current-based approach considering the
corrections (58) and (62). Black dots: experimental data are from
Refs. [44,45].

to |Eλ − (εKS
n − εKS

m )|/|εKS
n − εKS

m |. There is thus an error
cancellation in the intensity due to the fact that the onset of
the KS absorption is often not too different from the onset of
the BSE absorption. The opposite sign of the two corrections
is evident when they are considered independently. If only
Eq. (58) is considered, the absorption spectrum intensity is
strongly overestimated. Conversely the spectrum intensity is
strongly underestimated if only Eq. (62) is considered. Only
when including both the renormalization of the velocity due the
quasiparticle corrections and the nonlocal operator we recover
the results obtained within the density-based approach.

Regarding the computational cost, we note that if Eq. (62)
is used to evaluate the excitonic velocity operator vExc

λ , then
iterative schemes to calculate the dielectric function, such as
the Lanczos-Haydock method [46–48], are precluded since
vExc

λ in Eq. (62) explicitly depends on the BSE energies Eλ.
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Instead, one should use Eq. (61) and explicitly calculate
the commutator of the dipole operator and the excitonic
Hamiltonian H Exc which is cumbersome since H Exc contains
nonlocal kernels. This issue also arises in approaches in which
the QP corrections are calculated in a nonperturbative way,
i.e., when a nondiagonal self-energy is considered, and thus
the commutator with such a self-energy should in principle be
computed [49].

IV. DIRECT CALCULATION OF THE INDUCED DENSITY,
POLARIZATION AND CURRENT

For sake of completeness, we extend the discussion by
considering alternative approaches in which optical response
functions are not computed as sum over states [Eq. (9)], but
rather using the right-hand side of Eqs. (5): the change in the
density or in the current-density induced by a perturbing field
[19,50,51] is computed first and the macroscopic response
functions are then obtained by dividing the induced quantities
by the perturbing fields.

A way to access the density and the current-density is
through the one particle time-dependent density-matrix of the
system �(x,x′,t). The general equation of motion (EOM) for
the density matrix can be written in the Von Neumann form
[52]. It reads

L̂(t) γ (t) − R̂(t) �(t) = 0, (63)

where the Liouvillian operator L̂(t), defined by

L̂(t)�(t) = i∂t �(t) − [h+(t),�(t)], (64)

describes the coherent evolution in terms of the Hermitian part
of the Hamiltonian ĥ+(t). The relaxation operator R̂, defined
by

R̂(t) �(t) = {h−(t),�(t)}, (65)

describes relaxation processes in terms of the skew-Hermitian
part of the Hamiltonian ĥ−(t).17 We can solve the equation
for �(t) in the equilibrium one-particle basis set �nm(t) =
〈ψm|�(t)|ψn〉 with the initial condition �nm(t = 0) = δnmfn.
The density and current-density can then be obtained as

ρ(x,t) =
∑
nm

�nm(t) ψ∗
n (x) ρ̂ ψm(x), (66a)

j(x,t) =
∑
nm

�nm(t) ψ∗
n (x) v̂(t) ψm(x). (66b)

If the Hamiltonian is expressed in terms of quasiparticle
energies and only the variation of the static screened exchange
self-energy is considered, this approach has been proven [17],
to linear order, to be equivalent to the BSE. In this case the use
of a smearing parameter η in the BSE corresponds to setting
the non-Hermitian part of the Hamiltonian proportional to η.

Since the Hamiltonian is gauge dependent, so is the EOM in
Eq. (63) and its solution �(t). Using the gauge function �(x,t)

17This EOM can also be derived as an approximation to the
nonequilibrium Green’s function theory or quantum kinetic theory
[61,62] where the density matrix is the time diagonal of the lesser
Green function �(t) = −iG<(t,t).

defined in Appendix C, which transforms the potentials from
one gauge to another, L̂(t), R̂(t), and �(t) transform according
to

L̂2 = eiχ L̂1e
−iχ , (67)

R̂2 = eiχ R̂1e
−iχ , (68)

�2 = �1e
iχ , (69)

where χ = c [�(x,t) − �(x′,t)]. One can show that a gauge
transformation preserves the current, the density, the po-
larization and the electromagnetic energy [53] only if all
quantities are gauge transformed together. We note that in the
velocity gauge the relaxation operator acquires a dependence
on the perturbing potential, not present in the length gauge
[7,53]. At finite momentum Eqs. (67)–(69) are all is needed
to prove the equivalence between the density- and current-
based approaches for the description of optical properties,
similarly to Eq. (8) for the response functions. Propagating
the density-matrix in the length gauge [with potential φ(t)]
and then computing the density variation the macroscopic
density-density response function is obtained. Propagating the
density-matrix in the velocity gauge [with potential A(t)] and
then computing the current-density variation the macroscopic
current-current response function is obtained.

Again difficulties arise if one considers the optical limit
q → 0. Indeed, at q = 0 the length gauge cannot be formulated
in terms of the coupling with the density only [54,55]. The
induced macroscopic polarization needs to be defined. Up to
first order in the perturbing field, it can be constructed18 from
the density matrix as

P (t) =
∑
n�=m

�nm(t)x0,nm. (70)

The longitudinal 19 dipole-dipole response function can then
be defined as χdd (ω) = δP (ω)/δE(ω), where E is the total
macroscopic electric field. Thanks to Eq. (70) it is possible to
show the formal equivalence [53] between the two formalisms
also at q = 0 for cold semiconductors. As previously, χdd (ω)
describes, however, only the interband and not the intraband
contribution. The latter can be obtained, in the length gauge,
only by explicitly considering the q → 0 limit. The direct
numerical calculation of δρ(q,ω) at very small q is however
not feasible, and one would need to analytically deal with the
small q dependence as we do in Appendix E for the response
function. Instead, the current-based formalism can be directly
formulated also at q = 0 and the intraband contribution is
also included. However, similar to what discussed previously,
one must be careful because of potential breaking of the CSR
[Eq. (24)].

18For a discussion and a general expression, valid at all orders, see
Ref. [63].

19While the density-density response function can be used only
to compute the longitudinal response, the dipole-dipole response
function, like the current-current one, can also describe transverse
and mixed (longitudinal-transverse) terms.
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V. CONCLUSIONS

We compared the optical absorption of extended systems
calculated from the density-density and current-current linear
response functions obtained within many-body perturbation
theory. We did this by studying the longitudinal macroscopic
dielectric function both on a formal and on a numerical level.

We showed that for a finite momentum q, carried by
the external perturbation, the two approaches are formally
equivalent thanks to the continuity equation, which relates the
density to the longitudinal current. For the case of vanishing
momentum, q = 0, the optical absorption is not well defined
in terms of the density-density response function. A small q
expansion is needed, which leads to a formulation in terms
of the dipole-dipole response function plus a divergent term
which describes intraband transitions for metalic systems. The
current-based approach is instead exact at q = 0. In practice,
however, one needs to impose the conductivity sum rule in a
way which suppresses the intraband transitions at q = 0, thus
making the small q expansion needed for metalic systems also
in the current based approach.

When gapped systems are considered there are no intraband
transitions and the two approaches are formally equivalent
once the conductivity sum rule is imposed in the current-
based approach. On the other hand, we showed that the
formal equivalence of the approaches may be lost in practical
calculations when the strategies usually employed in the
density-based approach to include smearing, quasiparticle
lifetimes and the electron-hole interaction are naively applied
to the current-based approach. The smearing is included
straightforwardly in the density-based approach by replacing
the real frequency with an imaginary frequency. However,
a careless extension of this recipe within the current-based
approach leads to unphysical features in the optical spectrum.
We showed how correctly include the smearing by redefining
the dielectric function and the conductivity sum rule. The
inclusion of lifetimes, quasiparticle corrections, and excitonic
effects correspond to a change in the underlying Hamiltonian.
Therefore the velocity operator, which enters the definition
of the current-current response function, has to be modified
accordingly. We noted instead that the expression for the
excitonic velocity operator reported in several published works
is incorrect. In this work we thus report the correct general
definition for the velocity operator when complex energies,
quasiparticle corrections, and excitonic effects are taken into
account.
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APPENDIX A: FOURIER TRANSFORM IN PERIODIC
BOUNDARY CONDITIONS

Here we explicitly introduce the Fourier transform in
periodic boundary conditions (PBC). To make the derivation
more clear, we use, just for the present appendix, different
symbols for the different functions in real and reciprocal space
associated to a given observable O. We start from the general
definition:

O(x) =
∫

d3k
(2π )3

O(k)eik·x, (A1a)

O(k) =
∫

d3xO(x)e−ik·x. (A1b)

We then divide the space in a series of microscopic unit cells
with volume V , which are periodically repeated and we use
x = r + R with r restricted to the volume V centered at R = 0.
Accordingly, the reciprocal space is separated in two parts with
G defined by G · R = 2π n, where n is any integer number, and
q = k − G restricted to the first Brillouin Zone with volume
� = (2π )3/V . Then the Fourier transform becomes

O(R + r) =
∑

G

eiG·r
∫

�

d3q
(2π )3

O(q + G)eiq·(r+R), (A2a)

O(q + G) =
∑

R

e−iq·R
∫

V

d3r O(r + R)e−i(q+G)·r. (A2b)

a. Periodic quantities

A periodic function O(r) is characterized by the property
O(R + r) = O(r). Substitution of this identity into Eq. (A2b)
leads to

O(q + G) =
∑

R

e−iq·R
∫

V

d3r O(r)e−i(q+G)·r

= �δ(q)
∫

V

d3r O(r)e−iG·r

= �δ(q)Õ(G), (A3)

i.e., the Fourier transform of a periodic function has nonzero
components only for q = 0. We can use this result in Eq. (A2a)
to obtain

O(R + r) = �
∑

G

eiG·r
∫

�

d3q
(2π )3

δ(q)O(G)eiq·(r+R)

= 1

V

∑
G

eiG·rÕ(G) = O(r). (A4)
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Thus the Fourier transforms in Eq. (A2) reduce to

O(r) = 1

V

∑
G

Õ(G) eiG·r, (A5a)

Õ(G) =
∫

V

d3r O(r) e−iG·r, (A5b)

and the macroscopic part of a periodic quantity, i.e., its average
over the unit cell, is Õ(G = 0)/V .

b. Macroscopic quantities

Here, we are interested in processes in which the transferred
momentum q + G is small. Let us therefore consider a (non
periodic) function for which, in reciprocal space, only the
G = 0 component is nonzero, i.e., O(q + G) = δG,0O(q). Its
Fourier transform in real space, given by

O(R + r) =
∑

G

eiG·r
∫

�

d3q
(2π )3

δG,0O(q)eiq·(r+R)

=
∫

�

d3q
(2π )3

O(q)eiq·(r+R) (A6)

depends both on R and r, but with a smooth dependence on r
since it has no fast oscillating G component. Its inverse Fourier
transform is

O(q) =
∑
R

e−iq·R
(∫

V

d3r e−iq·rO(R + r)

)
. (A7)

If e−iq·r � 1, we can neglect the r dependence and consider

O(R) ≡ 1

V

∫
V

d3r O(R + r). (A8)

We thus obtain

O(R) �
∫

�

d3q
(2π )3

O(q) eiq·R, (A9a)

O(q) � V
∑
R

O(R) e−iq·R. (A9b)

The relation e−iq·r � 1 holds for small q, i.e., in the “macro-
scopic limit”, where one can consider the volume V as
infinitesimal (V → d3R and � → R3) and R becomes a
continuous variable. Indeed we can assume q or small V

if 2π/q  V 1/3. In this limit, materials are considered as
a continuum, their atomistic structure is neglected and the
macroscopic integrals used to describe electromagnetism in
classical media are recovered. Instead for short wavelengths,
i.e., 2π/q � V 1/3, the atomistic structure can never be
neglected and one is forced to use Eqs. (A6) and (A7) when
computing the response induced at G = 0 in PBC.

APPENDIX B: FULL DIELECTRIC TENSOR

In general, the dielectric tensor εM (q,ω) can be decomposed
into a longitudinal component, a transverse component, and
mixed components as

εM (q,ω) =
(

εL εLT

εT L εT

)
. (B1)

For isotropic systems, in particular, there exist only two
independent components, i.e., the longitudinal one (εL) and
transverse one (εT ), so that the dielectric function reads

εM
ij (q,ω) = εL(q,ω)

qiqj

|q|2 + εT (q,ω)

(
δij − qiqj

|q|2
)

. (B2)

The longitudinal component describes the response to lon-
gitudinal fields, which are involved, for example, in elec-
tron energy-loss experiments, where the scattering cross-
section of an electron traversing a medium is proportional
to −Im{1/εL(q,ω)}. The transverse component describes the
response to optical fields, which are characterized by small
q ≈ ω/c ≈ 0. In the long-wavelength limit q → 0, the two
quantities are equal [56,57], thus optical and energy-loss
measurements contain the same physical information. In
particular for cubic symmetry, we have

lim
q→0

εM (q,ω) = εM (ω)1. (B3)

Since in the present manuscript we only deal with longi-
tudinal perturbations and longitudinal external fields, when
we write a scalar dielectric function this is understood to be
its longitudinal component, i.e., ε(q,ω) = εL(q,ω). The same
applies to other quantities such as the current-current response
function χjj (q,ω) = χL

jj (q,ω) = χjLjL (q,ω), the external po-
tential A(q,ω) = AL(q,ω), the current j (q,ω) = jL(q,ω), the
polarization P (q,ω) = PL(q,ω), and the dipoles dq = dL

q .

APPENDIX C: GAUGES

The scalar and vector potentials φ(x,t) and A(x,t), respec-
tively, describe a general electromagnetic field by

E(x,t) = −c−1∂t A(x,t) − ∇φ(x,t),

B(x,t) = c−1∇ × A(x,t). (C1)

The electromagnetic field is invariant under the gauge trans-
formations

φ(x,t) → φ(x,t) − c−1 ∂t�(x,t),

A(x,t) → A(x,t) + ∇�(x,t), (C2)

Here, �(x,t) is a differentiable, but, otherwise, arbitrary
function of x and t . Notice that in quantum mechanics the
gauge transformation also modifies the wave function phase
as

ψ(x,t) → ψ(x,t)ei
�(x,t)

c .

One can use the gauge freedom to map a problem in an
equivalent one, which is maybe easier to solve. For example,
one can completely gauge transform the scalar potential φ into
a vector potential of the form

A(x,t) = c

∫ t

0
∇φ(x,t ′)dt ′, (C3)

using �(x,t) = c
∫ t

0 φ(x,t ′)dt ′. This is the Weyl gauge. Such a
vector potential, being expressed as the gradient of a scalar, is
longitudinal, i.e., it describes a longitudinal vector field, since
its Fourier transform is parallel to q for any q. Using �(r,t) =
− ∫

AL(x′,t)d3x′, one can gauge transform the longitudinal
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component of A(x,t) to a scalar potential as

φ(x,t) = c−1
∫

∂tA
L(x′,t)d3x′. (C4)

This is the Coulomb gauge defined by ∇ · A(x,t) = 0. In
the dipole approximation, i.e., E(x,t) ≈ E(0,t), the two gauges
reduce to the length and the velocity gauge.

Gauge transformation affects only the potentials describing
longitudinal fields as it is clear if Eq. (C2) is written in Fourier
space. Indeed, the transverse part of the vector potential is
gauge independent and can never be described in terms of a
scalar potential.

APPENDIX D: MACROSCOPIC RESPONSE FUNCTIONS

In a system with translation invariance symmetry only for
x = R, the longitudinal potentials δφG′

(q,ω) and δAG′
(q,ω)

in general induce variations at any q + G component with
G also different from G′ (we write here the dependence on
G as a superscript for convenience). Indeed, we can formally
write the component of the induced density and current density
linear in the perturbing potentials of form (2a) and (2b) (using
either the length or the velocity gauge) as

δρG(q,ω) =
∑
G′

χG,G′
ρρ (q,ω)δφG′

(q,ω),

c δjG(q,ω) =
∑
G′

χ
G,G′
jpjp (q,ω)δAG′

(q,ω)

+ 1

V

∑
G′

ρG−G′
0 δAG′

(q,ω), (D1)

where q is now restricted to the first Brillouin zone, G is a
reciprocal lattice vector, and

χab(q,q′,ω) = 1

(2π )3

∫
dre−iq·r

∫
dr′e−iq·r′

×
∫ ∞

0
dτχab(r,r′,τ ). (D2)

If we consider a perturbation with only the G′ = 0 com-
ponent, i.e., δφG′

(q,ω) = δφ(q,ω) δG′,0 and δAG′
(q,ω) =

δA(q,ω) δG′,0, and look for the variation of the macroscopic
induced density and current density, i.e., their G = 0 Fourier
component, we arrive at (5a) and (5b).

APPENDIX E: INTRABAND CONTRIBUTION TO C

Following similar steps as in Ref. [14],
the intraband contribution to χ̄ IP

dd

becomes

χ
IP,intra
dd (q,ω) = 1

8π3

∑
i

∫
Si

d2k∣∣νF
ik

∣∣ j
p,IP
(ik+qik) j

p,IP
(ikik+q)

× 1

ω2

(ω/q)2(
νF

ik · q̂
)2 − (ω+/q)2

, (E1)

where
∑

k has been replaced by V/(2π )3
∫

dk and the
integration over the k space reduced to an integral over the
sheets Si of the Fermi surface originating by the partially
occupied bands i. Here, νF

ik is the Fermi velocity. For the
frequency-dependent factor, we can use the Cauchy theorem
and write

(ω/q)2(
νF

ik · q̂
)2 − (ω+/q)2

= P (ω/q)2(
νF

ik · q̂
)2 − (ω/q)2

+ 1

ω2
iπ (ω/q)2

× [
δ
(
νF

ik · q̂ − ω/q
) + δ

(
νF

ik · q̂ + ω/q
)]

. (E2)

In optical experiments ω/q is of the order of the velocity of
light c.20 Therefore a Drude-like peak in the absorption can be
described only if |νF

nk| ≈ c. At the IP level, using real energies,
this never happens; therefore the imaginary part in Eq. (E2)
is zero and the real part reduces to −1 in the limit of q → 0
(and finite ω). In this case, the intraband contribution to the
dielectric function is real and reads

lim
q→0

ε
[
χ

IP,intra
dd

]
(q,ω)

= εIP,intra(ω)

= −1

π2ω2
lim
q→0

∑
i

∫
Si

d2k
|∇kεik| j

p,IP

(ik+qik) j
p,IP

(ikik+q). (E3)

In the excitonic case, the treatment of the intraband
contribution is more involved and requires also the Taylor
expansion of Eλ(q) and Aλ,q.

20The direction of the q → 0 limit is a delicate point. Indeed,
the (0,0) point in the (q,ω) plane is nonanalytic, i.e., the value
of the dielectric function depends on the direction of the limit
(q,ω) → (0,0). This direction is determined by the experiment we
would like to describe. In optical experiments, the direction of interest
is ω = cq. Other directions in the (q,ω) plane may be of interest.
For example, in electron-energy loss experiments, one measures
the inverse dielectric function ε−1(q,ω) at fixed momentum qexp .
The line q = qexp always crosses the νF (q) line, thus a peak must
always appear if we derive ε(q,ω) from the computed electron energy
loss function at qexp . Therefore, for qexp → 0, we always obtain the
Drude-like tail in the absorption spectrum, also without smearing.
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