
Non-radial instabilities and progenitor asphericities in core-
collapse supernovae

Mueller, B., & Janka, H-T. (2015). Non-radial instabilities and progenitor asphericities in core-collapse
supernovae. Monthly Notices of the Royal Astronomical Society, 448(3), 2141-2174. DOI: 10.1093/mnras/stv101

Published in:
Monthly Notices of the Royal Astronomical Society

Document Version:
Publisher's PDF, also known as Version of record

Queen's University Belfast - Research Portal:
Link to publication record in Queen's University Belfast Research Portal

Publisher rights
This article has been accepted for publication in Monthly Notices of the Royal Astronomical Society  ©: 2015 The Authors. Published by
Oxford University Press on behalf of the Royal Astronomical Society. All rights reserved.

General rights
Copyright for the publications made accessible via the Queen's University Belfast Research Portal is retained by the author(s) and / or other
copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated
with these rights.

Take down policy
The Research Portal is Queen's institutional repository that provides access to Queen's research output. Every effort has been made to
ensure that content in the Research Portal does not infringe any person's rights, or applicable UK laws. If you discover content in the
Research Portal that you believe breaches copyright or violates any law, please contact openaccess@qub.ac.uk.

Download date:15. Feb. 2017

http://pure.qub.ac.uk/portal/en/publications/nonradial-instabilities-and-progenitor-asphericities-in-corecollapse-supernovae(6d4ac9ab-0c13-461f-a14e-6d2cf26db993).html


MNRAS 448, 2141–2174 (2015) doi:10.1093/mnras/stv101

Non-radial instabilities and progenitor asphericities in core-collapse
supernovae

B. Müller1‹ and H.-Th. Janka2

1Monash Centre for Astrophysics, School of Mathematical Sciences, Building 28, Monash University, VIC 3800, Australia
2Max-Planck-Institut für Astrophysik, Karl-Schwarzschild-Str. 1, D-85748 Garching, Germany

Accepted 2015 January 15. Received 2015 January 14; in original form 2014 September 16

ABSTRACT
Since core-collapse supernova simulations still struggle to produce robust neutrino-driven ex-
plosions in 3D, it has been proposed that asphericities caused by convection in the progenitor
might facilitate shock revival by boosting the activity of non-radial hydrodynamic instabil-
ities in the post-shock region. We investigate this scenario in depth using 42 relativistic 2D
simulations with multigroup neutrino transport to examine the effects of velocity and density
perturbations in the progenitor for different perturbation geometries that obey fundamental
physical constraints (like the anelastic condition). As a framework for analysing our results, we
introduce semi-empirical scaling laws relating neutrino heating, average turbulent velocities
in the gain region, and the shock deformation in the saturation limit of non-radial instabilities.
The squared turbulent Mach number, 〈Ma2〉, reflects the violence of aspherical motions in the
gain layer, and explosive runaway occurs for 〈Ma2〉 � 0.3, corresponding to a reduction of
the critical neutrino luminosity by ∼25 per cent compared to 1D. In the light of this theory,
progenitor asphericities aid shock revival mainly by creating anisotropic mass flux on to the
shock: differential infall efficiently converts velocity perturbations in the progenitor into den-
sity perturbations δρ/ρ at the shock of the order of the initial convective Mach number Maprog.
The anisotropic mass flux and ram pressure deform the shock and thereby amplify post-shock
turbulence. Large-scale (� = 2, � = 1) modes prove most conducive to shock revival, whereas
small-scale perturbations require unrealistically high convective Mach numbers. Initial density
perturbations in the progenitor are only of the order of Ma2

prog and therefore play a subdominant
role.

Key words: hydrodynamics – instabilities – neutrinos – radiative transfer – supernovae:
general.

1 IN T RO D U C T I O N

The core-collapse supernova explosion mechanism has remained
one of the outstanding challenges in theoretical astrophysics for
decades. Among the various mechanisms that have been proposed
over the years to explain supernova explosions (see Janka 2012;
Burrows 2013 for an up-to-date summary), the delayed neutrino-
driven mechanism currently remains the best explored and most
promising scenario, at least for core-collapse supernovae with ex-
plosion energies not exceeding ∼1051 erg. Throughout its long his-
tory, the idea of shock revival due to neutrino heating has seen
many refinements; in its modern form, it relies on the joint action of
neutrino heating and multidimensional hydrodynamic instabilities
in the post-shock region, such as convection (Burrows & Fryxell
1992; Herant, Benz & Colgate 1992; Herant et al. 1994; Burrows,

�E-mail: bernhard.mueller@monash.edu

Hayes & Fryxell 1995; Janka & Müller 1996; Müller & Janka
1997) and the standing accretion shock instability (SASI; Blondin,
Mezzacappa & DeMarino 2003; Marek & Janka 2009 to revive the
supernova shock). Over the recent years, an impressive set of suc-
cessful two-dimensional (2D) multigroup neutrino hydrodynamics
simulations (Buras et al. 2006b; Marek & Janka 2009; Suwa et al.
2010, 2013; Yakunin et al. 2010; Janka et al. 2012; Müller, Janka
& Marek 2012a; Müller, Janka & Heger 2012b; Bruenn et al. 2013)
has lent further credence to the idea of neutrino-driven supernova
explosions.

However, even in the light of these recent successes of first-
principle modelling in 2D, there are indications that our understand-
ing of the neutrino-driven mechanism is still incomplete. It has yet
to be demonstrated that the current 2D simulations are compatible
with observed supernova explosion energies, nickel masses (Smartt
2009; Tanaka et al. 2009; Utrobin & Chugai 2011), and neutron
star masses (Schwab, Podsiadlowski & Rappaport 2010; Valentim,
Rangel & Horvath 2011; Özel et al. 2012; Kiziltan et al. 2013),
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2142 B. Müller and H.-Th. Janka

although the explosion energies obtained by Bruenn et al. (2013)
already fall roughly within the expected range. More importantly,
parametrized studies of shock revival in core-collapse supernovae
in 3D (Hanke et al. 2012; Couch 2013b), as well as fully fledged 3D
neutrino hydrodynamics simulations (Hanke et al. 2013; Takiwaki,
Kotake & Suwa 2014) indicate that explosions may be harder to
obtain in 3D (see, however, Dolence et al. 2013 for a differing opin-
ion). Among the available 3D neutrino hydrodynamics simulations,
those (Hanke et al. 2013; Tamborra et al. 2014) relying on what is
currently the most rigorous approach to neutrino transport and the
most comprehensive treatment of the neutrino microphysics still
fail to show explosions. While it would be exaggerated to state that
supernova theory has reached an impasse after progressing to 3D,
this suggests that some important element for robust neutrino-driven
explosions may yet be missing.

Motivated by these recent results on 3D effects in supernova
cores, Couch & Ott (2013) proposed (extending ideas of Arnett &
Meakin 2011) that large-scale asymmetries in the progenitor might
support shock revival by instigating more violent aspherical mo-
tions in the post-shock region as they collapse and fall through
the shock, thus adding a new twist to a problem at the interface
between late-stage stellar evolution and supernova theory that has
so far been studied primarily as a possible explanation for pulsar
kicks (Burrows & Hayes 1996; Goldreich, Lai & Sahrling 1997;
Lai & Goldreich 2000; Fryer, Holz & Hughes 2004; Murphy, Bur-
rows & Heger 2004). The idea of Couch & Ott (2013) certainly
has a firm basis in late-stage stellar evolution: seed asphericities
will inevitably be present in the silicon and oxygen shell due to
convective burning. A number of multidimensional simulations of
the pre-supernova phase suggest that convection in these shells is
violent enough to produce significant density and velocity pertur-
bations (Arnett 1994; Bazan & Arnett 1994, 1998; Asida & Arnett
2000; Meakin & Arnett 2007a,b; Arnett & Meakin 2011), and those
covering large 2D wedges (Meakin & Arnett 2006, 2007a; Arnett
& Meakin 2011) or the full solid angle in 3D (Kuhlen, Woosley
& Glatzmaier 2003) show that large-scale modes indeed dominate
the flow. In addition, the excitation of g modes by shell burning
(Goldreich et al. 1997) may produce asymmetries even within the
iron core, although the analysis of Murphy et al. (2004) suggests
that the growth time-scales for such unstable modes may be too
long to produce large deviations from spherical symmetry.

Couch & Ott (2013) studied the effect of large-scale seed pertur-
bations using 3D core-collapse simulations with a neutrino leakage
scheme. In order to assess the impact of the progenitor asphericities,
they computed models with and without initial perturbations, and
with two different settings for a multiplicative factor regulating the
neutrino heating term (not the net neutrino heating) in their leakage
scheme. Among their four simulations, they found an explosion
only for the case with initial perturbations with slightly enhanced
neutrino heating. The similarity of their unperturbed model with en-
hanced neutrino heating (by 2 per cent) and their perturbed model
with the standard heating rate suggested a slight decrease of the
critical luminosity required for shock revival.

While the idea of Couch & Ott (2013) is interesting, their work
leaves a number of unanswered questions. Arguably, they find only
a rather modest effect, which is just sufficient to tilt the balance
in favour of an explosion in a marginal case. Moreover, Couch &
Ott (2013) restricted their attention to a single perturbation pattern.
In a recent follow-up paper (Couch & Ott 2015), they simulated
the same progenitor using 10 different perturbation patterns, but a
systematic exploration of the role of the perturbation geometry and
amplitude is still lacking.

Furthermore, while taking some constraints on the convective
velocities and the typical spatial scales from multidimensional sim-
ulations of supernova progenitors into account (motivated by Arnett
& Meakin 2011), Couch & Ott (2013, 2015) use purely transverse
velocity perturbations which hardly resemble any convective flow
pattern and even violate the important physical constraint of near-
anelasticity for subsonic flow. Due to their use of a neutrino leakage
scheme, the heating conditions also deviate considerably from sim-
ulations using a more elaborate neutrino treatment, at least during
the later accretion phase after more than 150 ms after bounce.

In this study, we extend the work of Couch & Ott (2013, 2015)
with a more systematic investigation of the role of progenitor as-
phericities from convective burning in the neutrino-driven mecha-
nism. As we still lack multidimensional progenitor models evolved
up to the onset of collapse, we try to incorporate more physical
constraints in our setup of the initial perturbation and also explore
the effect of different perturbation amplitudes and geometries in
detail. Unlike Couch & Ott (2013, 2015), we use a newly developed
multigroup transport scheme based on a one-moment closure of the
Boltzmann equation to ensure reasonable quantitative agreement
with the most advanced multidimensional neutrino hydrodynamics
simulations. However, in order to explore the parameter space in
depth with over 40 simulations, we restrict ourselves to axisym-
metric 2D models. With this extensive parameter study, we attempt
to address a number of questions concerning the role of progenitor
asphericities in the explosion mechanism.

(i) Can we better quantify the impact of progenitor asphericities
on the conditions for shock revival?

(ii) How relevant is the spatial scale of the convective seed per-
turbations?

(iii) What are the minimum perturbation amplitudes required for
an appreciable effect on the heating conditions?

(iv) Can we better understand the physical mechanism whereby
perturbations facilitate shock revival?

In addition, we also pursue a second, subsidiary goal: in order to
fully grasp the role of non-radial instabilities1 in the core-collapse
supernova explosion mechanism, it is imperative that we develop a
more quantitative understanding of the interplay of neutrino heat-
ing on the one hand and convection and/or the SASI on the other
hand (regardless of whether seed asphericities in the progenitor
are present or not). Several authors have already proposed theo-
ries to explain the saturation properties of the SASI (Guilet, Sato
& Foglizzo 2010) and of convection (Murphy & Meakin 2011;
Murphy, Dolence & Burrows 2013), but, with the exception of
Murphy et al. (2013), no attempt has yet been made to break down
these theories to simple scaling laws for volume-integrated quanti-
ties that can easily be extracted from multidimensional simulations
(total kinetic energies in non-spherical motions, volume-integrated
neutrino heating rate, etc.). Furthermore, only Murphy et al. (2013)
undertook the first steps to explain the feedback of non-radial in-
stabilities on the heating conditions quantitatively by analysing the
effect of turbulent stresses on the average shock radius. We follow
up on some of the ideas enunciated in the aforementioned papers
better by formulating semi-empirical scaling laws relating neutrino
heating, the violence of non-spherical instabilities, and the defor-
mation of the shock. We also present some ideas about quantifying

1 In this paper, the term ‘non-radial’ refers to all modes/instabilities that
are not purely radial, following the widespread usage of this term in the
literature on hydrodynamic instabilities and stellar pulsations.
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Instabilities in core-collapse supernovae 2143

the effect of the non-spherical instabilities on the neutrino heating
conditions and the critical luminosity for shock revival. Although
we cannot hope to fully anatomize the interplay between neutrino
heating and non-radial instabilities in this paper, we believe that the
ideas formulated here may turn out helpful for the conceptual and
quantitative understanding of the role of non-spherical instabilities
in the supernova core in the future.

Our paper is organized as follows: in Section 2, we discuss a
number of constraints on the multidimensional structure of (non-
rotating) supernova progenitors to provide some background infor-
mation for the numerical setup of our simulations, which is detailed
in Section 3. We then provide a cursory and descriptive overview
of the effects of progenitor asphericities in our simulations in Sec-
tion 4. The detailed analysis of our results is split in two sections: in
Section 5, we discuss the evolution of the unperturbed baseline
model and establish quantitative relations governing the interplay
between neutrino heating, non-radial motions in the post-shock re-
gion, and large-scale deformations of the shock. In Section 6, we
then present a quantitative analysis of how progenitor asphericities
modify the approach to an explosive runaway, describe the mecha-
nism whereby progenitor asphericities facilitate shock revival, and
discuss the dependence on the character and geometry of the initial
perturbations. In Section 7, we summarize our results, discuss uncer-
tainties, and outline central questions for future research on the role
of progenitor asphericities in core-collapse supernovae. Our paper
also contains two appendices, the first of which (Appendix A) pro-
vides a detailed description of the fast multigroup neutrino transport
(FMT) scheme used in our simulations. In Appendix B, we present
a simple toy model for the effect of non-spherical instabilities on
the explosion conditions.

2 SE E D P E RT U R BAT I O N S I N T H E
P RO G E N I TO R

While there have been a handful of multidimensional simulations of
Si-, O-, and C-shell burning during the late pre-collapse evolution
(Arnett 1994; Bazan & Arnett 1994, 1998; Asida & Arnett 2000;
Kuhlen et al. 2003; Meakin & Arnett 2007a,b; Arnett & Meakin
2011), we still lack multidimensional progenitor models evolved
all the way to collapse. For this reason, we are presently forced
to impose seed perturbations on to 1D stellar evolution models
by hand. Nevertheless, multidimensional simulations of the pre-
collapse burning phases, mixing-length theory, and general physical
principles still allow an informed judgement about the amplitude
and the geometry of aspherical seed perturbations in the progeni-
tor. In the following, we review a few of these principles in order
to obtain some guidelines for constructing multidimensional ini-
tial models before describing the initial perturbations used in our
simulations.

2.1 Properties of convective regions in the progenitor –
perturbation amplitudes

Both mixing-length theory and multidimensional simulations of
convective burning in massive stars furnish estimates for the typ-
ical velocity and density perturbations in the silicon and oxygen
shells. Depending on the dimensionality, the numerical methodol-
ogy, and the inclusion or non-inclusion of multiple burning shells,
the magnitude of the perturbations varies considerably: Bazan &
Arnett (1998) reported relatively large typical Mach numbers of the
order of Maprog ∼ 0.1, . . . , 0.2 and density fluctuations of up to
8 per cent in their 2D simulations of oxygen-shell burning, whereas

Kuhlen et al. (2003) found much smaller typical Mach numbers
Maprog ∼ 0.01 and density fluctuations δρ/ρ ∼ (2, . . . , 3) × 10−3

in their pseudo-spectral 3D simulations relying on the anelastic
approximation. In a detailed comparison of their compressible 2D
and 3D models with the results of Kuhlen et al. (2003), Meakin &
Arnett (2007a) ascribe these differences to the choice of boundary
conditions, which, as they argue, prevented Kuhlen et al. (2003)
from capturing large density perturbations at the convective bound-
aries associated with convective overshoot. Furthermore, Meakin
& Arnett (2007a) found smaller typical Mach numbers in 3D com-
pared to 2D (by a factor of 2, . . . , 3). However, the 3D results of
Meakin & Arnett (2007a) were limited to a wedge of 30◦ × 30◦

and did not include the interaction of multiple burning shells. As
demonstrated by Arnett & Meakin (2011), shell interactions could
again lead to more violent convection: their 2D simulations show
considerably higher convective velocities (up to ∼2 × 108 cm s−1)
than 2D models without an active silicon burning shell. Naturally, it
remains to be seen whether this finding is also borne out by full 4π

simulations in 3D. Weighing the limitations of the available multi-
dimensional simulations of the pre-collapse phase, we feel that they
still justify the assumption of convective velocities �108 cm s−1,
maximum convective Mach numbers �0.1, and density fluctuations
of a few per cent for exploratory studies.

In spite of all its demerits, one should also consider 1D mixing-
length theory for obtaining a complementary estimate of the con-
vective velocities in the progenitor. None of the available multidi-
mensional simulations of the pre-collapse phase has been evolved
right to the onset of collapse, although structural changes during the
last minutes may still affect the violence of convective motions in
the shells around the iron core; this is at least suggested by some of
the Kippenhahn diagrams in Heger, Langer & Woosley (2000, e.g.
their figs 18 and 19). Unlike the presently available multidimen-
sional simulations of supernova progenitors, mixing-length theory
allows us to estimate the turbulent velocities at the onset of collapse
taking into account the structural changes during the last minutes
of the pre-collapse phase.

In principle, convective velocities and density perturbations can
be estimated directly from the progenitor profile at the onset of
collapse: up to a small factor of order unity, the typical turbulent
velocity δv is given in terms of the mixing length lmix, the local
gravitational acceleration g, the density ρ, the pressure P, and the
sound speed cs as2

δv ≈
√

g
l2
mix

ρ

(
∂ρ

∂r
− 1

c2
s

∂P

∂r

)
, (1)

and the typical density perturbation δρ/ρ is given by

δρ

ρ
≈ lmix

ρ

(
∂ρ

∂r
− 1

c2
s

∂P

∂r

)
. (2)

The mixing length lmix is typically assumed to be of the order of
the pressure scaleheight dr/dln P, which implies lmix ≈ P/(ρg) in
hydrostatic equilibrium.

In practice, equations (1) and (2) are difficult to handle since the
density gradient is typically close to adiabatic (because convection

2 Note that the form of δv and δρ given here is equivalent to the formulation
in terms of the temperature and composition gradients usually found in
textbooks on stellar evolution (Kippenhahn & Weigert 1990; Weiss et al.
2004), which can be obtained by applying simple thermodynamic identities
to express the deviation ρ−1(∂ρ/∂r − c−2

s ∂P/∂r) from an adiabatic density
stratification in terms of these variables.
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2144 B. Müller and H.-Th. Janka

is very efficient) so that any inconsistency with the equation of state
and the finite-difference representation used in the stellar evolution
model introduces considerable numerical errors. Nevertheless, even
naive estimates of δv using equation (1) yield convective Mach
number of the order of 10−2, . . . , 10−1 (see below for examples), and
are not in gross disagreement with multidimensional simulations of
the pre-collapse phase.

2.2 Properties of convective regions in the progenitor – flow
geometry

There are likewise a few indications about the flow geometry (in
the broadest sense) of convective motions in the progenitor. The
subsonic character of convection implies that the flow is only weakly
compressible (or, more precisely, almost anelastic), at least in the
interior of the convective zones. If the deviations of the density field
from the spherical background stratification are to remain small, the
velocity field v must fulfil the condition

∂ρ

∂t
≈ 0 (3)

or

∇ · (ρv) ≈ 0, (4)

i.e. ρv should be a solenoidal vector field. However, the divergence-
free condition may be violated at convective boundaries due to
convective overshoot.

Furthermore, simulations indicate that convection is dominated
by large-scale, low-� modes. These correspond to the fastest grow-
ing modes in the linear regime, i.e. convective eddies that extend
over the entire width δr of the convective zone and over a distance
(2, . . . , 3)δr in the angular direction (Foglizzo, Scheck &
Janka 2006, cf. also Chandrasekhar 1961). The dominant angular
wavenumber � is therefore given by

� ∼ π

4

ri + ro

δr
(5)

in terms of δr and the radii ri and ro of the inner and outer bound-
aries of the convective zones. The very extended oxygen shell seen
in many progenitor models favours the lowest � modes. Conse-
quently, Arnett & Meakin (2011) observed a dominant � = 4 mode,
which was the lowest possible mode allowed due to their imposition
of equatorial symmetry, and the simulations of Kuhlen et al. (2003)
even showed the presence of an � = 2 mode with two updrafts and
two downdrafts. However, the width of convective regions in stel-
lar evolution models shows considerable variation across different
progenitors, and low-� modes may not be dominant in all cases.

3 M O D E L S E T U P A N D N U M E R I C A L
M E T H O D S

3.1 Initial perturbations

Based on the constraints and uncertainties enunciated in Section 2,
we set up a suite of models to explore the sensitivity of neutrino-
driven shock revival to the progenitor asphericities. As we presently
lack multidimensional progenitor models at the onset of collapse, we
impose artificial velocity and density perturbations on the progenitor
model s15-2007 of Woosley & Heger (2007).

Even if we disregard the obvious lack of self-consistency of this
procedure, these models are bound to remain deficient in other re-
spects as well: for example, we presently do not attempt to reproduce
the turbulence spectrum of convection as Chen, Heger & Almgren

(2013) and Chatzopoulos, Graziani & Couch (2015) suggested,3 and
we neither attempt to construct consistent perturbation patterns for
velocity, density, pressure, and composition (which are related in re-
ality, because the density, pressure, and composition contrasts drive
convection in the first place). Despite these deficiencies, however,
our models allow us to explore the impact of progenitor asphericities
more systematically than the recent studies of Couch & Ott (2013,
2015). At this stage, our goal must obviously be limited to study-
ing sensitivities by exploring both the regime that realistic models
could be expected to cover, as well as somewhat less plausible re-
gions in parameter space to quantify how strong possible null results
really are.

In total, we study 10 different perturbation patterns for velocity
and density, and consider a number of different amplitudes for each
pattern. We refer to the individual models as pXaY, where X denotes
the perturbation pattern and Y denotes the amplitude relative to an
arbitrarily chosen reference amplitude. The initial configurations
for the reference models pXa1 are visualized in Figs 1–3. All other
models are obtained by rescaling the perturbation amplitude by a
factor of Y. In the following, we describe the individual perturbation
patterns in more detail.

3.1.1 Solenoidal momentum density field (models pPSaY, pPAaY,
pLZaY)

For the majority of our simulations, we consider pure velocity
perturbations that obey the divergence-free condition ∇ · (ρv) = 0
(Fig. 1 and left-hand panel of Fig. 2). These are generated by ex-
pressing the (vectorial) velocity perturbation δv in terms of the curl
of a generalized stream function ψ ,

δv =
{

C
ρ
∇ × ψ, rmin ≤ r ≤ rmax

0, else
, (6)

where rmin and rmax are the inner and outer boundary of the convec-
tive layer. For a single convective layer, we parametrize ψ as

ψ = eϕ

√
sin θ

r
sin

(
nπ

r − rmin

rmax − rmin

)
Y�,1(θ, 0), (7)

where n and � denote the number of convective cells in the radial
and angular direction, respectively. We use the following definition
for the spherical harmonics Y�, m for non-negative m in terms of the
associated Legendre polynomials P m

� :

Y�,m(θ, ϕ) =
√

2� + 1

4π

(� − m)!

(� + m)!
P m

� (cos θ )eimϕ. (8)

The factor
√

sin θ and the choice of Y�,1 for the angular depen-
dence of ψ instead of Y�,0 is critical to avoid singularities at θ = 0
and θ = π , and also guarantees δvθ (0) = 0 and δvθ (π ) = 0, as well
as δvr = 0 at the boundaries of the convective layer (i.e. convective
overshoot is not included). Furthermore, this definition ensures that
velocity perturbations are isotropic in the sense that the maximum
velocities in the convective eddies do not depend on latitude for
� → ∞. For a logarithmic density gradient in the progenitor close
to ∂ ln ρ/∂ ln r ≈ −2, our prescription also results in roughly con-
stant maximum radial velocities in the case of multiple convective
eddies stacked on to each other in a convective shell.

3 The shape of the turbulence spectrum cannot be easily predicted anyway.
There will be deviations from a Kolmogorov spectrum, particularly at large
scales, where the turbulence is driven by the Rayleigh–Taylor instability and
will be anisotropic.
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Instabilities in core-collapse supernovae 2145

Figure 1. Colour plots of perturbations patterns (velocity): the panels show the radial velocity (top half of panels) and lateral velocity (bottom half of panels)
in units of 108 cm s−1 for models pPSa1, pPAa1, pL1a1, pL2a1, pL4a1, and pL10a1 (top left to bottom right in zigzag order). The x-axis is the symmetry axis
of the spherical polar grid. For model pPSa1, we have included arrows to indicate (albeit schematically) the direction of the flow in the convective eddies.

MNRAS 448, 2141–2174 (2015)

 at Q
ueen's U

niversity B
elfast on July 18, 2016

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

http://mnras.oxfordjournals.org/


2146 B. Müller and H.-Th. Janka

Figure 2. Colour plots of perturbation patterns (ctd.): the panels show the radial velocity (top half of panels) and lateral velocity (bottom half of panels) in
units of 108 cm s−1 for models pL20a1 and pCOa1. The x-axis is the axis of the spherical polar grid.

Figure 3. Colour plots of perturbation patterns (density): the panels show the relative density perturbation δρ/ρ for models pPDa1 (left) and pDL2a1. The
x-axis is the axis of the spherical polar grid.

The formalism presented here provides a convenient and sim-
ple way to generate solenoidal momentum perturbations with a
preferred spatial scale. Capturing the full spectrum of turbulent ed-
dies (with a prescribed power spectrum) is less straightforward.
The approach of Chatzopoulos et al. (2015, decomposition into
divergence-free eigenfunctions of the vector Helmholtz equation
expressed in terms of vector spherical harmonics) may be better
adapted to handle this more general case.

Several distinct convective shells may reach the shock during the
first ∼1 s of the post-bounce evolution depending on the progenitor
structure, and we therefore combine several perturbation patterns
computed according to equations (6) and (7) in our models. The
different perturbation geometries are summarized in Table 1, and

some supplementary information about the relative strength of radial
and lateral motions is provided in Table 2.

The setup of models pPSa1 and pPAa1 is based on a mixing-
length estimate of the unstable regions and the typical convective
velocities in the progenitor determined using equation (1), which
indicates the existence of two relatively narrow convection zones
and a more extended convective layer driven by neon burning. The
rms (root mean square) deviation of the radial velocity vr from
its spherical average is compared to the (noisy) mixing-length es-
timate in Fig. 4; only a rough agreement of the average convec-
tive velocities can be reached. The angular wavenumber is chosen
such that the angular and radial extent of the convective eddies are
similar. Model pPSa1 differs from model pPAa1 in that the total

MNRAS 448, 2141–2174 (2015)
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Instabilities in core-collapse supernovae 2147

Table 1. Model setup – solenoidal perturbations (velocity)

Perturbation �1 n1 C1 rmin,1 rmax,1 �2 n2 C2 rmin,2 rmax,2 �3 n3 C3 rmin,3 rmax,3

pattern (g cm−1 s−1) (km) (km) (g cm−1 s−1) (km) (km) (g cm−1 s−1) (km) (km)

pPSa1 12 1 3 × 1023 1000 1300 10 1 10 × 1023 1600 2200 4 1 80 × 1023 4000 17 000
pPAa1 12 1 3 × 1023 1000 1300 9 1 10 × 1023 1600 2200 3 1 80 × 1023 4000 17 000
pL1a1 1 1 2 × 1023 1200 3800 1 1 80 × 1023 4200 17 000
pL2a1 2 1 2 × 1023 1200 3800 2 1 80 × 1023 4200 17 000
pL4a1 4 1 2 × 1023 1200 3800 4 1 80 × 1023 4200 17 000
pL10a1 10 5 0.4 × 1023 1200 3800 10 5 1.6 × 1023 4200 17 000
pL20a1 20 10 0.2 × 1023 1200 3800 20 10 8 × 1023 4200 17 000

Notes. See equation (6) for the definition of the perturbed velocity field in terms of the parameters �i, ni, Ci, rmin,i, and rmax,i. Indices from 1 to 3 denote values
of the respective parameters for the two or three different ‘convective’ regions in the model.

Table 2. Solenoidal perturbations – supplementary information

Perturbation vr,max/vθ ,max Mar,max/Maθ ,max Ekin,r,ini/Ekin,θ ,ini

pattern

pPSaY 0.94 0.72 1.55
pPAaY 0.94 0.57 1.12
pL1aY 0.24 0.22 0.18
pL2aY 0.45 0.40 0.55
pL4aY 0.83 0.74 1.80
pL10aY 0.53 0.54 0.46
pL20aY 0.56 0.59 0.50

Notes. vr,max and vθ ,max are the maximum absolute values of the θ -
and r-component of the perturbation velocity, Mar,max and Maθ ,max

are the Mach numbers corresponding to this velocity. Ekin,r,ini Ekin,θ ,ini

are the kinetic energies contained in the radial and lateral components
of the velocity perturbations. Note that vθ ,max and Maθ ,max are also
the maximum values of the total velocity and the corresponding Mach
number.

Figure 4. rms deviation δv = √〈v2
r − 〈v2

r 〉〉 of the radial velocity vr from
its angular average for perturbation pattern pPSa1 (red line) compared to a
mixing-length estimate (black) computed from the progenitor profile using
equation (1).

momentum of the perturbed configuration vanishes in the former
case.

Despite potential numerical problems in discretizing equation
(1), the location and extent of the unstable regions obtained from
equation (1) are roughly compatible with the original stellar evo-
lution calculation in the KEPLER code (Woosley & Heger 2007).
The region between 1000 and 1300 km is not Ledoux-unstable
in the original stellar evolution model (except for a single zone

flagged as convective), but there is a thermohaline convection layer
between 900 and 1500 km. Convective instability is indicated for
1500 km ≤ r < 2300 km and 3900 km ≤ r ≤ 18 000 km, i.e. these
convective zones are only a little wider in KEPLER than predicted by
our post-processing approach. Thus, even a naive, straightforward
discretization of equation (1) seems to yield acceptable predictions
for convective instability.

The pLZ models (where Z denotes the angular wavenumber)
are geared towards a more systematic exploration of possible flow
geometries. For these models, we assume a wide convective layer
encompassing both the Si and Si/O shells and another convective
zone in the O/Ne/Mg shell. We vary the scale of the convective
eddies, covering angular wavenumbers from � = 1 to 20, as well
as the amplitude of the velocity perturbation δv. To a lesser extent,
these variations in flow geometry are motivated by the possibility
that strong shell interactions (Arnett & Meakin 2011) could lead
to a merger of different convection zones, which is one among
many uncertainties in the structure of pre-supernova cores. A more
important reason, however, lies in the fact that the extent of the
convective shells varies greatly between progenitor models (see
again the Kippenhahn diagrams in Heger et al. 2000)

The pLZ perturbations are also set up such that the convective
eddies are of similar extent in the radial and lateral direction, but
because of the broader ‘convection zones’ this cannot be perfectly
accomplished for � = 1, 2 and only for a restricted range in radius
for large � > 4 with our functional ansatz for the generalized stream
function. As a result, there is some variation in the relative strength
of radial and lateral motions (see Table 2), and some perturbation
patterns do not conform to the expectation (Arnett, Meakin & Young
2009) of equipartition between the kinetic energy in radial motions
and the combined energy in transverse motions in all other directions
(which, however, need not be universally valid).

3.1.2 Purely transverse velocity perturbations (models pCOaY)

In addition, we also study a perturbation pattern similar to the
one used by Couch & Ott (2013) (right-hand panel of Fig. 2).
Different from Couch & Ott (2013), the perturbation pattern pCO is
axisymmetric; it is essentially a meridional cut through their model
n5m2 that we revolve around the symmetry axis of the spherical
polar grid. Furthermore, we perturb the initial model at the onset
of collapse whereas Couch & Ott (2013) imposed perturbations at
bounce. Only the lateral velocity component vθ is perturbed. For
model pCOaX, vθ is given by

vθ = 0.2 × cs sin (4θ ) sin

(
4π

r − 1000 km

4000 km

)
(9)

in terms of the local sound speed cs for 1000 km ≤ r ≤ 4000 km.
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Table 3. Model setup – density perturbations

Perturbation �1 n1 D1 rmin,1 rmax,1 �2 n2 D2 rmin,2 rmax,2 �3 n3 D3 rmin,3 rmax,3

pattern (km) (km) (km) (km) (km) (km)

pPDa1 12 1 0.15 1000 1300 9 1 0.2 1600 2200 3 1 0.2 4000 17 000
pDL2a1 2 1 0.15 1200 3800 2 1 0.15 4200 17 000

Notes. See equation (10) for the definition of the density perturbation in terms of the parameters �i, ni, Di, rmin,i, and rmax,i. Indices
from 1 to 3 denote values of the respective parameters for the two or three different ‘convective’ regions in each model.

It must be emphasized that this perturbation pattern hardly re-
sembles a convective flow. The radial velocity field is spherically
symmetric, i.e. convective updrafts and downdrafts are absent. The
velocity field also violates the divergence-free condition. This re-
sults in a strong (and probably unphysical) excitation of acoustic
waves in the perturbed (and supposedly ‘convective’) region as the
model evolves. We nevertheless include this perturbation pattern in
our model suite as the closest possible analogue to the models of
Couch & Ott (2013) in 2D.

3.1.3 Density perturbations (models pPDaY and pDL2aY)

In addition to velocity perturbations, we also explore a smaller set
of models with density perturbations (Fig. 3). We confine ourselves
to one series (pPD) where the convective regions are estimated
using equation (2) for the mixing-length density contrast and to
a series (pDL2) with two large convective zones and large-scale
� = 2 density perturbations. Within each zone, the density contrast
is calculated as follows,

δρ

ρ
= D sin

(
nπ

r − rmin

rmax − rmin

)
Y�,0(θ, 0), for rmin ≤ r ≤ rmax.

(10)

The values for D, rmin, rmax, and � for the individual zones are shown
in Table 3. Note that we also include one model (pPDLa2m) with
a negative value for the normalized perturbation amplitude, i.e. the
maxima and minima of the density perturbation δρ are interchanged
in this model compared to model pPDLa2.

3.2 Numerical methods

We evolve the perturbed progenitor models as well as an unper-
turbed baseline model (p0) with very small inherent numerical
seed perturbations from the onset of collapse to at least 800 ms
after bounce using the relativistic hydrodynamics code COCONUT

(Dimmelmeier, Font & Müller 2002). During the collapse, we ap-
ply the deleptonization scheme of Liebendörfer (2005). At bounce,
we switch to a newly developed fast multigroup neutrino transport
(FMT) scheme based on an approximate solution of the neutrino
energy equation. The required closure relation is provided by solv-
ing the Boltzmann equation in a two-stream approximation (which
yields an accurate flux factor at high optical depths). At larger dis-
tances from the neutrinosphere, we match to a solution for the flux
factor derived from an analytic variable Eddington factor closure.
We take all the relevant charged-current reactions as well as isoener-
getic neutral-current neutrino interactions with nucleons and nuclei
into account (see Appendix A for details). Furthermore, we include
an effective one-particle rate for nucleon–nucleon bremsstrahlung
and approximately account for the energy exchange of μ and τ

neutrinos with the medium due to nucleon recoil in neutral-current

scattering.4 A comparison with results from the VERTEX-PROMETHEUS

code and its relativistic offshoot VERTEX-COCONUT shows that our new
scheme allows us to achieve reasonable qualitative and quantitative
agreement with more sophisticated methods for multigroup neu-
trino transport at a fraction of the computational cost. For a detailed
description of the neutrino transport treatment in our simulations,
we refer the reader to Appendix A.

However, future users of our method should bear in mind that
these savings come at a cost, and one must check the approxi-
mations inherent in the FMT scheme on a case-by-case basis: we
already mentioned the limitations of the FMT scheme during the
collapse phase (where neutrino-electron scattering cannot be ne-
glected). Moreover, many of the complexities of neutrino–nucleon
interactions at high densities are presently ignored, such as nucleon
correlations (Burrows & Sawyer 1998, 1999; Reddy et al. 1999),
the effect of nucleon interaction potentials (Martı́nez-Pinedo et al.
2012; Roberts, Reddy & Shen 2012), weak magnetism (Horowitz
1997), and the quenching of the axial-vector coupling at high den-
sities (Carter & Prakash 2002). This would, among other things,
delay the cooling of the proto-neutron star considerably (Hüdepohl
et al. 2009), and could affect the nucleosynthesis conditions after
the onset of the explosion, which are very sensitive to the difference
of the electron neutrino and antineutrino luminosities and mean
energies. As with any transport scheme (flux-limited diffusion, the
IDSA approximation of Liebendörfer, Whitehouse & Fischer 2009,
or even two-moment closure schemes) not based on a rigorous so-
lution of the Boltzmann equation or a Boltzmann closure, the flux
factor at intermediate optical depths �1 (which is crucial for the
neutrino heating and cooling) requires careful checking.

We use a computational grid with Nr × Nθ = 550 × 256
zones to cover the innermost 105 km of the progenitor. In the
innermost 10 km, the grid spacing is fairly uniform and then
transitions smoothly to a roughly logarithmic grid spacing with

r/r ≈ 1.5 per cent between 10 and 400 km. Outside 400 km, 
r/r
gradually rises to 2.2 per cent at the outer boundary. An equidistant
grid is used for the θ -coordinate.

For the high-density regime, we employ the equation of state of
Lattimer & Swesty (1991) with a bulk incompressibility modulus
of nuclear matter of K = 220 MeV (LS220). At densities lower than
5 × 108 g cm−3 (prior to bounce) or 1011 g cm−3 (after bounce), we
include the ideal gas contributions of photons, electrons/positrons
of arbitrary degeneracy, and of 17 different nuclear species

4 The lack of an efficient method to account for energy-exchanging scatter-
ing reactions (i.e. neutrino-electron scattering) of electron neutrinos during
collapse is the primary reason for resorting to the deleptonization scheme
of Liebendörfer (2005) up to bounce. The multigroup scheme presented
here would lead to weaker deleptonization during collapse and hence to a
more massive homologous core at bounce compared to more sophisticated
neutrino transport schemes (cf. Bruenn 1985, 1986). This would alter the
early post-bounce dynamics quite noticeably.
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Table 4. Simulation results – velocity perturbations.

Perturbation vθ ,max Maθ ,max Ekin,θ ,ini ζ Comment Explosion Maθ ,expl

pattern (108 cm s−1) (1048 erg) time

p0 0 0 0 0 Unperturbed baseline model – –

pPSa1 2.37 0.59 2.78 0.9 per cent Ledoux-unstable zones, symmetric – –
pPSa2 4.74 1.19 11.2 3.5 per cent Ledoux-unstable zones, symmetric 680 ms 0.07
pPSa4 9.49 2.37 44.6 14 per cent Ledoux-unstable zones, symmetric – –

pPAa1 2.37 0.58 2.83 0.9 per cent Ledoux-unstable zones, asymmetric – –
pPAa2 4.74 1.16 11.3 3.5 per cent Ledoux-unstable zones, asymmetric 820 ms 0.08
pPAa4 9.49 2.32 45.2 14 per cent Ledoux-unstable zones, asymmetric 830 ms 0.16

pL1a0.25 0.45 0.16 0.19 0.06 per cent Two large zones, � = 1 – –
pL1a0.5 0.89 0.32 0.75 0.23 per cent Two large zones, � = 1 810 ms 0.19
pL1a1 1.78 0.63 3.00 0.9 per cent Two large zones, � = 1 530 ms 0.25
pL1a2 3.56 1.26 12.0 3.8 per cent Two large zones, � = 1 480 ms 0.35

pL2a0.0625 0.11 0.04 0.01 0.003 per cent Two large zones, � = 2 – –
pL2a0.125 0.21 0.08 0.04 0.01 per cent Two large zones, � = 2 750 ms 0.05
pL2a0.25 0.43 0.15 0.16 0.05 per cent Two large zones, � = 2 740 ms 0.09
pL2a0.5 0.86 0.30 0.62 0.19 per cent Two large zones, � = 2 720 ms 0.18
pL2a1 1.72 0.61 2.50 0.79 per cent Two large zones, � = 2 480 ms 0.20
pL2a2 3.43 1.22 10.0 3.1 per cent Two large zones, � = 2 420 ms 0.25
pL2a4 6.87 2.43 40.0 13 per cent Two large zones, � = 2 300 ms 0.20

pL4a0.5 0.85 0.30 0.57 0.18 per cent Two large zones, � = 4 – –
pL4a1 1.70 0.60 2.29 0.72 per cent Two large zones, � = 4 700 ms 0.35
pL4a2 3.40 1.20 9.2 2.9 per cent Two large zones, � = 4 480 ms 0.35
pL4a4 6.81 2.41 36.6 11 per cent Two large zones, � = 4 290 ms 0.20

pL10a1 0.82 0.29 0.47 0.15 per cent Two large zones, � = 10 – –
pL10a1 1.63 0.58 1.87 0.58 per cent Two large zones, � = 10 790 ms 0.35
pL10a2 3.27 1.16 7.49 2.3 per cent Two large zones, � = 10 800 ms 0.70
pL10a4 6.54 2.32 30.0 9.4 per cent Two large zones, � = 10 510 ms 1.00

pL20a0.5 0.73 0.26 0.40 0.13 per cent Two large zones, � = 20 – –
pL20a1 1.45 0.52 1.61 0.5 per cent Two large zones, � = 20 710 ms 0.30
pL20a2 2.90 1.04 6.42 2.0 per cent Two large zones, � = 20 740 ms 0.60
pL20a4 5.81 2.07 25.7 8.0 per cent Two large zones, � = 20 560 ms 0.80

pCOa0.25 0.35 0.05 0.13 0.02 per cent Transverse velocity perturbations 800 ms 0.05
pCOa0.5 0.69 0.10 0.53 0.08 per cent Transverse velocity perturbations 700 ms 0.10
pCOa1 1.39 0.20 2.14 0.34 per cent Transverse velocity perturbations 650 ms 0.20
pCOa2 2.77 0.40 8.55 1.36 per cent Transverse velocity perturbations 270 ms 0.40
pCOa4 5.55 0.80 34.3 5.4 per cent Transverse velocity perturbations 240 ms 0.80

Notes. vθ ,max is the maximum absolute value of the θ -component of the perturbation velocity, Maθ ,max is the Mach number corresponding
to this velocity, Ekin,θ ,ini is the lateral kinetic energy contained in the velocity perturbations, ζ is the ratio of this energy to the binding
energy of the perturbed mass shells, and Maθ ,expl is the maximum lateral Mach number in the initial model inside the mass shell that
reaches the shock at the onset of the explosion.

(protons, neutrons, α-particles, and 14 intermediate and heavy nu-
clei). Nuclear burning is taken into account according to the ‘flash-
ing’ treatment of appendix B.2 in Rampp & Janka (2002). Above
a temperature of T = 0.5 MeV, we switch to nuclear statistical
equilibrium.

4 OVERV IEW O F SIMULATION R ESULTS

Our simulations show that sufficiently strong asphericities in the
progenitor can indeed tip the scales in favour of an explosion for
a rather pessimistic model. While the shock is not revived in the
baseline model p0 at least until 1.4 s after bounce, an explosion
develops in many of the simulations with initial perturbations. The
final fate of the different models is summarized in the penultimate of
Table 4 (velocity perturbations) and Table 5 (density perturbations).

These tables give the time of explosion for each model (if appli-
cable), which we define as the time when the critical ratio between
the advection time-scale and the heating time-scale (defined as in

Table 5. Simulation results – density perturbations.

Perturbation Explosion
pattern (δρ/ρ)max Comment time

pPDa1 0.07 Ledoux-unstable zones –
pPDa2 0.13 Ledoux-unstable zones 880 ms
pPDa4 0.25 Ledoux-unstable zones 880 ms

pDL2a1 0.09 Two large zones, � = 2 780 ms
pDL2a2 0.18 Two large zones, � = 2 710 ms
pDL2a4 0.36 Two large zones, � = 2 630 ms
pDL2a2m 0.18 Two large zones, � = 2 –

Note. (δρ/ρ)max is the maximum relative deviation of the density
from its spherical average in the initial model.

Müller et al. 2012a) reaches unity. For the models with velocity
perturbations, we also list the maximum lateral velocity vθ ,max, the
maximum Mach number Maθ ,max corresponding to this velocity,
and the total kinetic energy Ekin,θ ,ini contained in lateral motions
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in the initial model. The ratio ζ of this energy to the total binding
energy (i.e. gravitational energy plus internal energy)5 of the per-
turbed mass shells is also provided. Since the lateral Mach number
varies considerably with radius in the models with solenoidal per-
turbations, we also give the maximum lateral Mach number Maθ ,expl

in the initial model inside the mass shell that reaches the shock at
the time of the explosion. This number provides a better measure for
the violence of convective motions in the progenitor that is required
to achieve shock revival. For models with density perturbations, we
provide the maximum of δρ/ρ in the initial model. When comparing
to multidimensional stellar evolution models or mixing-length esti-
mates, the reader should always carefully consider whether average
or maximum quantities are involved.

The numbers in these tables suggest some systematic trends, but
also show the dependence on the perturbation pattern and amplitude
to be non-trivial in some cases.

Perturbations restricted to regions where we diagnose convective
instability in the progenitor models based on the Ledoux criterion
appear to be relatively inefficient at boosting the heating conditions.
For the model series pPAaX and pPSaX with velocity perturbations,
we only obtain explosions for Ekin,θ ,ini > 1.1 × 1049erg, and the
strongly perturbed model pPSa4 even fails to explode. Shock revival
does not occur earlier than 680 ms after bounce (model pPSa2).

Explosions occur more readily in models with perturbations in
the entire silicon and oxygen shells, or with the perturbation pat-
tern pCOaX inspired by the setup of Couch & Ott (2013). Low-�
perturbations with � = 2 and 1 emerge as most efficient in induc-
ing an explosion, which can occur around 500 ms with reasonably
subsonic velocity (Maθ ,expl ≤ 0.25 for these cases). Perturbations
with higher � tend to be less effective for a given maximum Mach
number, but there are exceptions as models pL20a1 and pL20a2 ex-
plode earlier than models pL10a1 and pL10a2. Larger perturbations
generally result in earlier explosions, but there are also some non-
monotonicities (pL10a2 explodes later than pL10a1 and pL20a2
explodes later than pL20a1).

The non-solenoidal perturbation pattern pCOaX mimicking the
setup of Couch & Ott (2013) in 2D tends to give earlier explosions
for a given value of Maθ ,max or Ekin,θ ,ini than the corresponding
solenoidal perturbation pattern with � = 4. The earliest explosions
are found for this perturbation pattern with large initial amplitudes
(Ekin,θ ,ini up to 3.4 × 1049 erg).

Density perturbations in the progenitor likewise lead to shock
revival in some cases, but rather high perturbation amplitudes are
required to achieve explosions as early as for velocity perturbations
with low �. We find an appreciable effect only if the density contrast
is of the order of δρ/ρ ≈ 0.1, which would require a convective
Mach number of Maprog � 0.3 in the O-burning shell.

5 H E AT I N G C O N D I T I O N S A N D
MULTIDIMENSIONAL INSTABILITIES IN THE
BA S E L I N E M O D E L

In order to provide the required background for interpreting the evo-
lution of the perturbed models, we first analyse the baseline model
p0 in some detail. In particular, we introduce the concept of the
critical neutrino luminosity (Burrows & Goshy 1993) in a form best
suited for our further analysis (Section 5.3). We also define quanti-

5 The kinetic energy contained in radial motions in the unperturbed model
is not included here, as it is a minor contribution in these shells at the
pre-collapse stage.

ties needed later for comparing perturbed and unperturbed models,
and collect several useful scaling relations connecting the heating
conditions and the activity of non-radial hydrodynamic instabilities
(Section 5.4).

5.1 Shock evolution

Figs 5–7 provide a compact overview of the evolution of the baseline
model p0. The shock trajectories, the evolution of non-radial shock
oscillations, the contraction of the proto-neutron star, the neutrino
emission, and the flow morphology are all in good qualitative and
quantitative agreement with recent 2D simulations based on more
ambitious multigroup neutrino transport methods.

The top panel of Fig. 5 shows the maximum, minimum, and
average shock radii (rsh,min, rsh,min and rsh) along with the gain radius
and proto-neutron star radius. The average shock radius reaches a
maximum value of ≈150 km at a time of 100 ms after bounce and
steadily recedes thereafter, following the contraction of the proto-
neutron star. From around 100 ms, multidimensional instabilities
lead to a sizeable deformation of the shock. This is also reflected by
the Legendre coefficients a1 and a2 for the dipole and quadrupole
deformation of the shock (bottom panel of Fig. 5). We define a� in
terms of the �th Legendre polynomial P� and the angle-dependent
shock radius rsh(θ ) as

a� = 2� + 1

2

π∫
0

rsh(θ )P�(cos θ ) d cos θ. (11)

Figure 5. Top: time evolution of the maximum (black solid curve), average
(black, dashed), and minimum (black, solid) shock radius for the baseline
model p0. The proto-neutron star radius (red), defined by a fiducial density
of 1011 g cm−3, the gain radius (black, dotted), and the mass accretion rate
Ṁ (measured at a radius of 400 km, blue, dash–dotted, scale on the right
vertical axis) are also shown. Bottom: coefficients a1 (black) and a2 (red)
for the decomposition of the shock surface into Legendre polynomials.
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Instabilities in core-collapse supernovae 2151

Figure 6. Total neutrino luminosities (top panel) and angle-averaged mean
energies (bottom panel) for the baseline model p0. Black, red, and blue
curves are used for νe, ν̄e, and νμ/τ , respectively. All quantities are measured
at a radius of 400 km.

Figure 7. Time-scale criterion τ adv/τ heat (black), volume-integrated neu-
trino heating rate in the gain region (red), and heating efficiency η (blue) for
the baseline model p0.

We also use a0 as the average shock radius rsh in Fig. 5. The dipole
and quadrupole amplitudes are typically in the range of 10, . . . ,
20 km throughout the simulation. It is noteworthy that a2 is al-
most invariably positive, i.e. the shock always exhibits a prolate
deformation.

5.2 Neutrino emission

The neutrino luminosities and mean energies (Fig. 6) likewise show
a familiar picture. There is a steady and very gradual decline of the
luminosity of all flavours from 100 ms after bounce onward. The
mean energies rise steadily with a crossing of ν̄e and νμ/τ ener-
gies around 0.3 ms that is well known for more massive progenitors
(Marek, Janka & Müller 2009; Müller & Janka 2014). At very late
times (around 1.3 s), there is even another crossing of electron neu-
trino and heavy flavour neutrino mean energies due to the ‘accretion
effect’ identified by Müller & Janka (2014, i.e. a temperature inver-
sion develops in the accretion layer around the neutrinosphere so
that the effective temperature of the heavy flavour neutrinos origi-
nating from deeper layers drops below that of the electron flavour
neutrinos and antineutrinos).

5.3 Secular evolution of the heating conditions and approach
to the critical luminosity

Fig. 7 shows the critical ratio of the advection and heating time-
scales τ adv and τ heat (defined as in Müller et al. 2012a), the volume-
integrated neutrino heating rate Q̇ν in the gain region, and the
heating efficiency ηheat (defined as the ratio between Q̇ν and the sum
of the electron flavour luminosities Lνe + Lν̄e ). The critical time-
scale ratio τ adv/τ heat remains below unity throughout the entire
simulation. During the first second it never exceeds 0.6, which
indicates that the model is indeed relatively far from an explosive
runaway. However, τ adv/τ heat comes close to the critical threshold
towards the very end of the simulation. We likewise observe a slow
increase of ηheat after some 250 ms. The volume-integrated heating
rate remains high (≈4 × 1051 erg s−1) at late times, and also exhibits
a slight secular increase.

As shown by Janka (2012), the time-scale criterion τ adv/τ heat � 1
can be re-formulated as a condition for the ‘critical luminosity’
(Burrows & Goshy 1993; Murphy & Burrows 2008; Pejcha &
Thompson 2012) required for a successful explosion for a given
mass accretion rate Ṁ . This perspective will be useful for un-
derstanding why the baseline model p0 as well as other general
relativistic and pseudo-relativistic models with ray-by-ray variable
Eddington factor transport (Marek & Janka 2009; Müller et al.
2012a) show a secular increase of the time-scale ratio τ adv/τ heat at
late times.

For estimating the critical luminosity, we note that τ adv scales
roughly as (Janka 2012)

τadv ∝ r
3/2
sh√
M

, (12)

where rsh can in turn be expressed in terms of the total electron
flavour luminosity Lν = Lνe + Lν̄e , the mean energy Eν of electron
neutrinos and antineutrinos, the gain radius rgain, the mass accretion
rate Ṁ , and the proto-neutron star mass M as (see Janka 2012 and
Appendix B)

rsh ∝
(
LνE

2
ν

)4/9
r16/9

gain

Ṁ2/3M1/3
. (13)

Here, Eν is defined as a weighted average of electron neutrino and
antineutrino mean energies:

E2
ν = LνeE

2
νe

+ Lν̄eE
2
ν̄e

Lνe + Lν̄e

. (14)

The heating time-scale can be expressed in terms of the mass
in the gain region Mgain, the average mass-specific binding energy
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|egain|, the neutrino luminosity Lν , and the heating efficiency ηheat

as

τheat ≈ Mgain|egain|
Lνηheat

. (15)

Since

ηheat ∝ MgainE
2
ν

r2
gain

(16)

holds to very good approximation (Janka 2012), this implies

τheat ∝ |egain|r2
gain

LνE2
ν

. (17)

While Janka (2012) posits that |egain| scales with the gravitational
potential GM/rgain at the gain radius, simply using either the grav-
itational potential energy or the internal energy to determine the
heating time-scale may introduce uncertainties on the level of a few
tens of per cent in the critical threshold (Murphy & Burrows 2008;
Pejcha & Thompson 2012). However, the time-scale criterion be-
comes a very accurate tracer for the runaway threshold if the actual
binding energy, i.e. the difference of the internal plus kinetic en-
ergy and the potential energy, is used (Fernández 2012). Estimating
this difference analytically is not straightforward, but simulations
show that the assumption of a time-independent binding energy per
baryon actually works rather well. This leads to

τheat ∝ r2
gain

LνE2
ν

. (18)

Using these approximate scaling relations, the time-scale criterion
τ adv/τ heat ∼ 1 then translates into a critical condition for LνE

2
ν as

a function of Ṁ , M, and rgain (which is mostly determined by M
through the mass–radius relation for hot neutron stars),(
LνE

2
ν

)
crit

∝ (ṀM)3/5r−2/5
gain . (19)

Note that unlike Janka (2012), we do not eliminate the gain radius
rgain and the neutrino mean energy Eν from this relation.

Fig. 8 shows the evolution of LνE
2
ν versus ṀM along with a crit-

ical curve given by equation (19) anchored at a point towards the
end of the simulation where τ adv/τ heat approaches unity. For about
800 ms, the model continuously approaches the critical curve. At
this junction, the accretion rate drops slightly as the Neon burn-
ing shell reaches the shock and then transitions into a more shallow
decline (Ṁ ∝ t−1/3 as opposed to Ṁ ∝ t−1) at earlier times, reflect-
ing the changing density gradient in the progenitor. For a while, the
model then moves parallel to the critical curve, and again starts to
approach it around 1 s.

Equation (19) nicely shows the underlying reason for the secular
approach to the critical curve, i.e. the increase of the ratio

LνE
2
ν(

LνE2
ν

)
crit

∝ LνE
2
ν r

2/5
gain

(ṀM)3/5
, (20)

and illustrates that it is potentially dangerous to reduce the critical
condition to a power law for Lcrit in terms of Ṁ and M, or even Ṁ

alone as in the classical form Lcrit = Lcrit(Ṁ). If we consider the
individual quantities (Lν , Eν , M, Ṁ , rgain) that enter into the critical
condition, we find that the ratio Lν/Ṁ

3/5 becoming more favourable
at late times as both the electron flavour luminosity Lν and the
accretion rate Ṁ decrease. However, the contraction of the proto-
neutron star and its growing mass also enter into the critical curve,
and, somewhat astonishingly, the ratio Lνr

2/5
gain/(ṀM)3/5 is almost

constant in model p0 from ∼100 ms after bounce. The approach
towards the critical curve therefore hinges solely on the secular

Figure 8. Approach of the baseline model to the critical curve in the
(MṀ,LνE

2
ν ) plane (see Section 5.3). Here, Lν is the total electron flavour

luminosity, and Eν is an appropriate average of electron neutrino and an-
tineutrino mean energies (equation 14). The black curve shows the evolution
of the model (with red circles indicating its state at four selected post-bounce
times), and a fiducial critical curve (dashed) is anchored at the final location
of the model in the (MṀ, LνE

2
ν )-plane where the time-scale ratio τ adv/τ heat

approaches unity. The blue circle roughly indicates the time when the neon
burning shell reaches the shock.

increase of the neutrino mean energy (Eν ∝ M; see Müller & Janka
2014). While the interplay of the different terms may be somewhat
sensitive to the detailed treatment of the neutrino transport, the
neutrino opacities, and the equation of state, this suggests that at
least for massive progenitors without an early and abrupt drop of
the mass accretion rate, this highlights the paramount importance of
the mean energies for an explosive runaway due to neutrino heating.

As an aside, we note that the phenomenological scaling relations
describing the 2D simulations result in somewhat different power-
law exponents for the scaling of the critical luminosity than in the
power-law fits of Pejcha & Thompson (2012), who also include the
dependence on neutron star mass and radius (in their case, more,
precisely the neutrinosphere radius) in equation 16 of their paper:
They obtain

Lcrit
ν,core = 8.18 × 1052 erg s−1

× τ−0.206
ν

(
M

M�

)1.84 (
Ṁ

M� s−1

)0.723 ( rν

10 km

)−1.61
(21)

for the critical core luminosity of electron neutrinos and antineu-
trinos in terms of M, Ṁ , and the optical depth τ ν and radius rν

of the neutrinosphere. The dependence on M and rν is noticeably
steeper than in equation (19). Using τ ν = 2/3 and the neutron
star radius defined by a density of 1011 g cm−3 as a proxy for rν ,
we find that equation 16 of Pejcha & Thompson (2012) actually
predicts an increase of Lcrit

ν,core with time (Fig. 9). Even including a
correction factor (15.5 MeV/Eν̄e )2, with Eν̄e being the mean energy
of electron antineutrinos (Pejcha, private communication), merely
moderates this increase so that Lcrit

ν,core stays fairly constant, but con-
trary to the other indicators discussed before does not reflect the
secular improvement in the heating conditions. The fact that Pejcha
& Thompson (2012) derived their criterion for the core luminosity
instead of the luminosity in the gain region does not help matters
much, since the core luminosity is, by definition, smaller than the
total luminosity and also decreases with time, thus moving away
from their estimate for Lcrit

ν,core. While this shows the limitations of
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Figure 9. Comparison of the evolution of the total electron flavour lumi-
nosity (black) with the prediction of equation 16 of Pejcha & Thompson
(2012, PT2012 for short) for the critical luminosity (red). Note that this es-
timate for the critical luminosity increases with time instead of decreasing,
thus erroneously suggesting a deterioration in heating conditions for model
p0. A modified version of equation 16 of PT2012 that includes a correction
term ∝E−2

ν̄e
(Pejcha, private communication) is also shown in blue; it still

does not give the expected decrease.

the fit formula of Pejcha & Thompson (2012), it does not completely
invalidate their underlying physical model, which may still capture
much (though not all) of the relevant physics. It does, however,
illustrate the need to bolster empirical scaling laws by simulation
data and physical arguments in the regime where they are to be
applied.

5.4 Saturation of non-radial instabilities in the baseline model

In the absence of large progenitor asphericities, the heating con-
ditions will eventually decide about the saturation of SASI and/or
convection in the non-linear regime. This is more obvious in the case
of convection, where neutrino heating is itself the driving agent of
the instability. The SASI, on the other hand, is an instability of the
accretion flow that is not powered by neutrino heating, but its satu-
ration by parasitic Rayleigh instabilities (Guilet et al. 2010) is none
the less regulated by the strength of neutrino heating. Moreover,
the growth conditions of the SASI are also indirectly determined by
neutrino heating and cooling as they depend on the contraction of
the proto-neutron star and the shock trajectory.

5.4.1 Kinetic energy contained in non-radial instabilities

One can formulate a simple model to describe the dependence of the
strength of non-radial instabilities on the heating conditions with
reasonable accuracy. Several authors (Thompson 2000; Murphy &
Meakin 2011; Murphy et al. 2013) have already addressed the in-
terplay of neutrino heating and turbulent motions in the gain region,
some of them (Murphy & Meakin 2011) with the very ambitious
goal of developing a full theory of turbulence in neutrino-driven
supernovae. Our approach relies on the observation of Fernández
et al. (2014) that the time-averaged stratification in the gain re-
gion adjusts itself to achieve marginal stability to convection in the
non-linear phase for a wide range of initial conditions.

In order to maintain marginal stability to convection, the volume-
integrated energy input rate Q̇ν by neutrino heating in the gain layer

Figure 10. Running average over 50 ms of the ratio (Ekin,θ /Mgain)/
[(rsh,min − rgain)Q̇ν/Mgain]2/3 (black) for the baseline model p0, illustrating
the validity of equation (25) for the kinetic energy in the gain region as a
function of the mass-specific heating rate in a time-averaged sense. The plot
also shows the average squared Mach number 〈Ma2〉 in the gain region (red).

must be compensated by an outward ‘turbulent luminosity’6 Lturb of
similar magnitude (cf. Murphy et al. 2013). Irrespective of whether
the SASI or convection dominate the dynamics of the post-shock
flow, the net turbulent energy flux is the result of hot matter moving
outwards and cold matter flowing inwards with respect to the spher-
ically averaged background flow. Lturb depends on the typical turbu-
lent velocity δv (through the typical crossing time τ cross ≈ (rsh,min

− rgain)/δv of a high-entropy ‘bubble’ in a convection- or SASI-
dominated flow) and the enthalpy contrast δh:

Lturb ∝ Mgain δh

τcross
∝ Mgain δv δh

rsh,min − rgain
, (22)

where the enthalpy contrast should scale as δh ∝ δP/ρ ∝ δv2 (see
equation 31.4 in Landau & Lifshitz 1959). The condition Lturb ∼ Q̇ν

then leads to a scaling relation for the typical turbulent velocity

δv ∝
[

(rsh,min − rgain)Q̇ν

Mgain

]1/3

. (23)

If we take the rms average
√

〈v2
θ 〉 of the θ -component of the ve-

locity as a proxy for δv (which is a convenient measure because
of rough equipartition between the radial and lateral components
of the kinetic energy in 2D as found by Murphy et al. 2013), we
find that the volume-averaged kinetic energy contained in lateral
motions should scale as

Ekin,θ

Mgain
∝

[
(rsh,min − rgain)Q̇ν

Mgain

]2/3

. (24)

The simulation data for model p0 suggests

Ekin,θ

Mgain
≈ 0.5 ×

[
(rsh,min − rgain)Q̇ν

Mgain

]2/3

(25)

as a good approximation for the time-averaged specific kinetic en-
ergy in the gain region (Fig. 10) once the SASI and/or convection
reach their saturation level, although there are considerable short-
term excursions away from this value.

6 In this context, we classify any deviation from a spherically symmetric
flow pattern as ‘turbulent’ for the sake of simplicity.
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As an alternative to our argument based on the assumption of a
self-adjustment to marginal stability to convection, one can derive
the scaling law (25) based on the picture of a Carnot engine oper-
ating in the supernova core with some crucial modifications of the
original idea of Herant et al. (1994). When popularized by Herant
et al. (1994) in the 1990s, the heat engine in the supernova core was
initially conceived of as powering the explosion itself through a
continuous build-up of kinetic energy in the gain region. While this
build-up is not observed in modern multidimensional simulations
like ours, this does not render the thermodynamic analogy with a
heat engine invalid; instead a more careful analysis shows why and
how the original idea of Herant et al. (1994) and their conclusions
about the explosion mechanism must be corrected.

In the heat engine picture, the overturn motions are viewed as an
approximate Carnot cycle involving the (roughly) adiabatic trans-
port of cold material from the shock to the gain radius, where it
is heated, then expands as it is transported out to the shock and
cools by mixing with cold material as the convective/SASI plume
dissolves. The mechanical power ėkin per unit mass pumped into the
instabilities is then given in terms of the heating rate per unit mass
Q̇ν/Mgain as

ėkin = Tgain − Tsh

Tgain

Q̇ν

Mgain
, (26)

where the temperatures at the shock, Tsh, and at the gain radius, Tgain,
determine the Carnot efficiency. Since we roughly have T ∝ r−1 in
the gain region, we have

ėkin = rsh − rgain

rsh

Q̇ν

Mgain
. (27)

Herant et al. (1994) proposed this continuous generation of kinetic
energy in the heat engine as a means to power the explosion, and
this is where their model breaks down: it overlooks the possibility
that the Carnot engine reaches a (quasi-)stationary state where the
input of mechanical energy is balanced by turbulent dissipation.
Dissipation happens at a rate ε of

ε ∼ δv3

rsh
, (28)

where δv and rsh enter as the typical velocity scale and length-scale
of the turbulent flow (see section 31 in Landau & Lifshitz 1959).7

The continuous loss of kinetic energy by downward advection to the
cooling region will lead to a term of the same form (kinetic energy
density v2/2 divided by the advection time-scale τadv∼rsh/v), and
can be thought of as modifying the proportionality constant in the
dissipation law.8

The condition ėkin∼ε then immediately leads to equation (24).
Instead of the continuous build-up of kinetic energy assumed by
Herant et al. (1994), we therefore end up with a saturation of the
kinetic energy instead of a runaway. The Carnot engine therefore
cannot power continuous shock expansion, but it will nevertheless
have an effect on the threshold for runaway shock heating because
it creates Reynolds stresses that alter the post-shock stratification
and the shock position as we shall see in Section 5.5.

7 One can interpret this well-known result from turbulence theory as the rate
of viscous dissipation for a (kinematic) eddy viscosity given by δv rsh and a
typical shear rate of δv/rsh.
8 The continuous exchange of the working substance is another issue that
Herant et al. (1994) ignored. Again, this complication does not undermine
the thermodynamic analogy; many familiar heat engines use such an open
cycle.

Sometimes we will use a simplified scaling law based on the
assumption that rsh,min − rgain ∝ rsh,

Ekin,θ

Mgain
∝

(
rshQ̇ν

Mgain

)2/3

. (29)

This simpler form corresponds to the scaling law obtained by
Thompson (2000, equation 29 in his paper) using a slightly different
derivation, which neglected turbulent dissipation and the finite effi-
ciency of the heat engine and instead assumed that all the heating
is converted into mechanical energy over one overturn time-scale.

5.4.2 Amplitude of shock oscillations

The lateral kinetic energy, which can be taken as a convenient mea-
sure for the overall strength of lateral and radial turbulent motions
due because of rough equipartition between both components of
the turbulent kinetic energy in 2D (Murphy et al. 2013), in turn
determines the amplitude of shock oscillations. We find a very tight
relation between the lateral kinetic energy per unit mass Ekin,θ /Mgain,
the gravitational potential at the shock radius GM/rsh,min, and the
typical deviation δr of the shock radius from its spherical average
rsh = a0:

δr =
√∫

(rsh(θ, ϕ) − a0)2 d�. (30)

δr can be expressed in terms of the Legendre coefficients a� as

δr =
√∫

(rsh(θ, ϕ) − a0)2 d� =
√

a2
1

3
+ a2

2

5
+ a2

3

7
+ · · · (31)

Fig. 11 shows that for the baseline model

δr ≈ 5Ekin,θ r
2
sh,min

GMMgain
(32)

and

rsh,max − rsh,min ≈ 4δr ≈ 20Ekin,θ r
2
sh,min

GMMgain
(33)

hold to good approximation. Note that we have rsh,max − rsh,min ≈ 4δr
because the average deviation of the shock radius from its angular

Figure 11. (rsh,max − rsh,min)/4 (black), δr (red), and the prediction for δr
according to equation (32) (blue) (all normalized by r−1

sh,min), smoothed over
50 ms, for the baseline model p0.
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average is roughly (rsh,max − rsh)/2, and in turn we have rsh,max −
rsh ≈ (rsh,max − rsh,min)/2.

One can construct a crude physical picture to motivate this scaling
relation. If a large bubble produced by SASI or convection is to push
out the shock by δr in one hemisphere, it must exert work against the
pressure of the shocked material flowing around it (which is roughly
given by the post-shock pressure Psh). Expansion will cease once
the entire kinetic energy of the bubble has been consumed by P dV
work. If half of the kinetic energy in lateral motions in the gain
region is contained in the hemispheric bubble, then we find

2πr2
shPshδr = 1

2
Ekin,θ . (34)

Psh can be related to the pre-shock ram pressure ρprev
2
pre using the

jump conditions for a stationary shock

Psh = β − 1

β
ρprev

2
pre, (35)

where the pre-shock velocity vpre is a large fraction of the free-
fall velocity (vpre ≈ √

2 GM/rsh), ρpre = Ṁ/(4πr2vpre) is the pre-
shock density, and β is the ratio of the post-and pre-shock densities.
Expressing Psh in term of the post-shock density ρsh, we find

Psh ≈ β − 1

β2

ρshGM

rsh
, (36)

and hence obtain

2πr2
shδr(β − 1)ρshGM

β2rsh
= 1

2
Ekin,θ . (37)

Since ρsh ∝ Mgain/(4/3πr3
sh), this implies

3δr(β − 1)MgainGM

2βr2
sh

∝ 1

2
Ekin,θ , (38)

and hence a scaling law for δr of the form of equation (32),

δr ∝ Ekin,θ r
2
sh,min

GMMgain
. (39)

Alternatively, the scaling law may be written in terms of the typical
(squared) turbulent Mach number of lateral motions in the post-
shock region, 〈Ma2〉, which we define as

〈Ma2〉 = 〈v2
θ 〉

c2
s,post

= 2Ekin,θ /Mgain

c2
s,post

. (40)

Here, the post-shock sound speed cs, post is given in terms of by Psh,
ρsh, and the adiabatic index � as

c2
s,post = �Psh

ρsh
= �

β − 1

β2
v2

pre = �
β − 1

β2

2 GM

rsh,min
≈ GM

3rsh,min
, (41)

if we use β ≈ 7 and � = 4/3. One can easily verify that
equation (32) can thus be written as

δr

rsh,min
≈ 5

6
〈Ma2〉. (42)

5.5 The impact of non-radial instabilities on the heating
conditions

Presently, we still lack a quantitative theory for describing how
multidimensional instabilities facilitate runaway shock expansion.
While both parametrized and first-principle simulations have estab-
lished that multidimensional effects are beneficial for the heating
conditions in the supernova core, different concepts may be and

have been used to interpret these findings, many of which date
back already to the first generation of multidimensional supernova
models in the 1990s (see e.g. Herant et al. 1994; Burrows et al.
1995). On the one hand, it can be argued that turbulent stresses
(Müller et al. 2012b; Murphy et al. 2013; Couch & Ott 2015),
heating by secondary shocks during the non-linear SASI phase
(Müller et al. 2012b) and convective energy transport alter the
(spherically averaged) post-shock flow, enhance the mass in the
gain region, and thereby bring the supernova core closer to the criti-
cal condition τ adv/τ heat for runaway heating. On the other hand, one
might view the possibility of asymmetric shock expansion driven by
large neutrino-heated bubbles (Thompson 2000; Burrows, Dolence
& Murphy 2012; Couch 2013b; Dolence et al. 2013; Fernández
et al. 2014) as the crucial factor for facilitating explosions in
multidimensional.

These different viewpoints are by no means incongruent with
each other, and it is difficult to decide which picture is most ap-
propriate as a causal explanation on the basis of simulation data.
Nevertheless, it is desirable to have a rough diagnostic quantity for
the global influence of multidimensional effects in the supernova
core. We argue that the typical Mach number of non-radial veloci-
ties in the gain region is an appropriate measure for assessing how
efficiently multidimensional instabilities assist neutrino heating in
the development of a runaway instability.

The pivotal role of the ‘turbulent’ Mach number Ma in the post-
shock region can be illustrated by considering two very crude
models for an explosive runaway aided by multidimensional insta-
bilities. If we incorporate the effect of turbulent stresses as an addi-
tional isotropic pressure contribution Pturb ≈ 〈δv2〉ρ ≈ 4/3〈Ma2〉P
throughout the gain region into the derivation of the relation for the
critical luminosity (equation 19), we obtain

LνE
2
ν ∝ (ṀM)3/5r−2/5

gain

(
1 + 4〈Ma2〉

3

)−3/5

(43)

because the higher post-shock pressure results in a larger shock
radius compared to equation (13),

rsh ∝
(
LνE

2
ν

)4/9
r16/9

gain

(
1 + 4〈Ma2〉

3

)2/3

Ṁ2/3M1/3
(44)

and a longer advection time-scale (see Appendix B). A large tur-
bulent Mach number therefore leads to a reduction of the critical
luminosity in this simple model. Note that 〈Ma2〉 is a function of the
heating conditions here and hence depends Lν , Eν , rgain, Ṁ , M, and
also rsh itself. Surprisingly, this simple model can roughly predict
the observed reduction of the critical luminosity by ∼20 per cent in
multidimensional compared to 1D, as we show in Appendix B.

On the other hand, if we view the emergence of a large, expanding
high-entropy bubble as the critical element in multidimensional
explosions (Thompson 2000; Burrows et al. 2012; Couch 2013b;
Dolence et al. 2013; Fernández et al. 2014), we can formulate an
alternative runaway condition. If the buoyant acceleration of such
a bubble is to overcome the drag of the infalling material flowing
around it, the density contrast δρ/ρ to the surrounding matter must
exceed a critical limit (Fernández et al. 2014),(

δρ

ρ

)
∼ CDv2

post

2 gl
. (45)

Here, CD is the drag coefficient, vpost is the post-shock velocity,
g = GM/r2

sh is the gravitational acceleration at the shock, and l
is the ratio of the volume of the bubble to its cross-section. Since
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δρ/ρ ∼ 〈Ma2〉 (see section 10 in Landau & Lifshitz 1959), this is
again a critical condition involving the turbulent Mach number:

〈Ma2〉 ∼ CDv2
post

2gl
. (46)

If we assume that the volume-to-surface ratio l is given by the
shock radius (e.g. l ∼ rsh/2) when runaway expansion sets in, this
condition can be cast into an even simpler form

〈Ma2〉 ∼ CDv2
postrsh

2 GM
∼ CDβ−2, (47)

where β is the ratio of the post- and pre-shock densities. As the
turbulent velocities are related to the heating conditions, this also
implies a critical condition for the neutrino luminosity and mean
energy. Using equations (13), (16), (29), and (41) to express the
lateral kinetic energy Ekin,θ in terms of the neutrino heating Q̇ν , and
Q̇ν = ηheatLν (with ηheat taken from equation 16) in terms of Lν ,
Eν , and rgain, we obtain

〈Ma2〉 = 2Ekin,θ /Mgain

c2
s,post

∝
(
rshQ̇ν/Mgain

)2/3

GM/rsh
∝

×
(

rshLνE
2
ν

r2
gain

)2/3 ( rsh

GM

)
(48)

for the turbulent Mach number in terms of Lν , Eν , rgain, Ṁ , and M.
Equation (13) allows us to eliminate the shock radius in favour of
Lν , Eν , rgain, M, and Ṁ:

〈Ma2〉 ∝ (LνE
2
ν )2/3r

5/3
sh

r
4/3
gainM

∝ (LνE
2
ν )38/27r44/27

gain

Ṁ10/9M14/9
. (49)

The critical condition 〈Ma2〉 ∼ CDβ−2 will thus be reached for a
critical luminosity given by

LνE
2
ν ∝ C

27/38
D β−27/19Ṁ15/19M21/19r−22/19

gain

∝ C0.71
D β−1.42Ṁ0.79M1.11r−1.16

gain . (50)

Hence, the critical condition for runaway bubble expansion im-
plies that we end up with a relation for the critical luminosity with
a relatively similar dependence on Ṁ as in equation (19), and a
somewhat steeper dependence on M and rgain. Given the limited
range of variation of M and rgain and the approximations inherent in
the derivation, it seems unlikely that the shape of the critical curve
alone (as inferred from simulations) can distinguish between the
two pictures of the explosive runaway at shock revival.

The practical use of equation (47) for a quantitative estimate
of a ‘critical Mach number’ is limited, however. The geometry of
the bubble is a major uncertainty; arguably any value of l in the
range l = rsh/3, . . . , rsh is defensible. Likewise, the drag coeffi-
cient CD should be considered as highly uncertain: simply applying
the subsonic drag coefficient CD ∼ 0.5 of a sphere at intermedi-
ate Reynolds numbers may not be adequate, since the bubble has
to expand against a supersonic flow from which it is separated by
a detached bow shock and a subsonic region of colder, shocked
material, which has to be taken into account when computing an
effective drag force. Nevertheless, one should still expect the tur-
bulent Mach number in the post-shock region to be a critical factor
in the balance between the buoyancy and drag forces even though
these complications modify the picture quantitatively.

While admittedly based on two rather crude models for the ef-
fect of multidimensional instabilities, equations (43) and (50) are
very suggestive: In both cases, the reduction of the critical lumi-
nosity compared to the 1D case is given by a simple scaling factor

(roughly reflecting the findings of Murphy & Burrows 2008, Hanke
et al. 2012; Couch 2013a,b). The average squared Mach number
〈Ma2〉 of aspherical motions in the gain layer either enters directly
as a critical parameter in equation (47), or regulates the reduction
of the critical luminosity by multidimensional effects in equation
(43). In Section 5.4, we also found that it is the crucial parameter
that regulates the shock deformation. There is thus ample motiva-
tion for considering 〈Ma2〉 as an important measure for the role of
multidimensional effects in shock revival. Other factors, like the
effective drag coefficient for high-entropy bubbles (which depends
both on their form and on numerical viscosity) and their surface-to-
volume ratio may be of similar relevance for the runaway threshold
in multidimensional, both are less readily quantifiable.

In order to define a useful volume-integrated measure for the
violence of non-radial instabilities, we compare the rms average
of the lateral velocity vθ to the post-shock sound speed, which is
approximately (see equation 41 for a derivation)

c2
s,post ≈ GM

3rsh,min
. (51)

As in Section 5.4, we define the average squared Mach number
〈Ma2〉 in the gain region using this value for c2

s,post as an average
over the entire gain region:

〈Ma2〉 = 2Ekin,θ

Mgainc
2
s,post

= 6rsh,minEkin,θ

GMMgain
. (52)

〈Ma2〉 is shown in Fig. 10 for the baseline model. There is a steady
increase as the heating conditions slowly improve with time.

6 T H E E F F E C T O F S E E D A S P H E R I C I T I E S O N
T H E E X P L O S I O N C O N D I T I O N S

6.1 Comparison of heating conditions for an exemplary
perturbation pattern

How do seed asphericities in the progenitor affect the quasi-
stationary evolution of the heating conditions and the hydrodynamic
instabilities described in Section 5 in such a manner as to shift the
onset of the explosion by several hundreds of milliseconds in some
cases? A systematic comparison of the heating conditions for model
series pL2aX sheds some light on this question. The quadrupolar
perturbation pattern is best suited for a such a comparison because
the effects of the seed asphericities are already noticeable for mod-
erate seed amplitudes.

Fig. 12 shows the average shock radius, the criticality parameter
τ adv/τ heat, the mass in the gain region, and the kinetic energy con-
tained in lateral fluid motions for selected perturbation amplitudes
as well as for the baseline model p0. It is evident that all these
diagnostics show a definite hierarchy, reflecting a systematic im-
provement of the heating conditions and an increasing violence of
aspherical motions in the gain region with increasing perturbation
amplitude. It is noteworthy that models with different perturbation
amplitudes tend to diverge already well before the onset of the
explosion.

The increase of the pre-explosion value of the criticality parame-
ter already indicates that the critical luminosity required for the ini-
tiation of an explosion is reduced dramatically in the more strongly
perturbed models. Since the critical curve is essentially defined by
τ adv/τ heat = 1 (cf. Section 5.3), and τadv/τheat ∝ (LνE

2
ν )5/3, an in-

crease of τ adv/τ heat for a given neutrino luminosity must be mirrored
by a proportional decrease in the critical luminosity. Models pL2a1
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Instabilities in core-collapse supernovae 2157

Figure 12. Comparison of the average shock radius (top left), the criticality parameter τ adv/τ heat (top right), the mass in the gain region Mgain (bottom left),
and the kinetic energy contained in lateral fluid motions Ekin,θ (bottom right) for the baseline model p0 and selected models from the pL2aX series.

and pL2a2 reach τ adv/τ heat = 1 at a time when τ adv/τ heat ≈ 0.3,
. . . , 0.4 in the baseline model, i.e. the baseline model should have
reached about 40, . . . , 60 per cent of the critical luminosity at that
junction. Based on the pre-explosion value of τ adv/τ heat in models
pL2a1 and pL2a2, one would therefore estimate a decrease of the
critical luminosity of the order of a few tens of per cent. This rough
estimate can be further corroborated by plotting the evolution of
the models in the (MṀ, LνE

2
ν ) plane (Fig. 13): the perturbed mod-

els clearly do not hit the fiducial critical curve constructed for the
baseline model p0; instead they break off their approach to the un-
modified critical curve around the onset of the explosion and then
fall below the (MṀ, LνE

2
ν ) trajectory of the baseline model. The

reduction of the critical luminosity can thus be estimated, it appears
to be lower by 15 per cent (pL2a0.25, pL2a0.5) to 40 per cent pL2a2
compared to the baseline model. Naturally, the exact value of the
reduction of the critical luminosity is difficult to determine, as it
hinges on the precise scaling relation between the time-scale ratio
and the neutrino luminosities and mean energies.

A closer inspection of Fig. 13 also reveals a subtle higher order
effect: the trajectories of the more strongly perturbed models (pL2a1
and pL2a2) diverge from the baseline model at a very early stage
and consistently show lower values of LνE

2
ν prior to the onset of the

explosion. This implies that for the strongly perturbed post-shock
flow in these models, the globally asymmetric post-shock accretion
flow on to the proto-neutron star leads to a net decrease of the
neutrino emission. While this slight reduction of the total neutrino

Figure 13. Modification of the critical luminosity due to seed asphericities
for the pL2aX series. The approach of the baseline model p0 (solid black
curve) to a fiducial critical curve (dashed) in the (MṀ, LνE

2
ν ) plane is

shown as in Fig. 8, i.e. the critical curve is anchored at the final location
(MṀ,LνE

2
ν ) of model p0. The onset of the explosions (defined as the time

when τ adv/τ heat reaches unity) for models pL2a0.25 to pL2a2 (coloured
lines) is marked by a red circle on each trajectory. Note that the red circles
for pL2a0.25 and pL2a0.5 lie on top of each other. As indicated for model
pL2a2, the threshold for the explosion is reduced considerably by 
LνE

2
ν

for the perturbed models.
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luminosity is a potentially important phenomenon, we refrain from
analysing it in detail in this paper since we believe that a more
rigorous transport scheme is required to verify the existence of this
effect.

It is obvious that progenitor asphericities somehow lead to more
violent turbulent motions in the gain region that help to push the
shock out, increase the mass in the gain region, and thus boost the
efficiency of neutrino heating. However, our model allows us to
describe this mechanism more precisely.

It appears that the direct injection of kinetic energy into the
gain region by the advection of lateral velocity perturbations to
and through the shock plays at most a subdominant role. This is
suggested by a comparison of the density-weighted lateral velocity
dispersion

√
〈v2

θ 〉,
√

〈v2
θ 〉 =

√∫
ρv2

θ d�∫
ρ d�

, (53)

in the pre- and post-shock region. If we assumed that the lateral
velocity perturbations were simply advected through a stationary
spherical shock, then

√
〈v2

θ 〉 should be continuous across the shock
front and should scale roughly as

√
〈v2

θ 〉 ∼ r−1 according to lin-
ear perturbation theory (Lai & Goldreich 2000; Buras et al. 2006b;
Takahashi & Yamada 2014), which essentially reflects the conser-
vation of local angular momentum. However, Fig. 14 shows that the
post-shock values of

√
〈v2

θ 〉 are significantly higher than the pre-
shock values, even for strongly perturbed models like pL2a2. This
implies that the mere quasi-spherical advection of kinetic energy
in lateral motions cannot directly account for the increased activity
of convection and/or the SASI, especially in the exploding models
with lower perturbation amplitudes.

The pre-collapse asphericities must therefore affect the growth
and saturation of non-radial hydrodynamic instabilities in a more
subtle way. A closer look at the flow geometry of a strongly per-
turbed model provides further clues: Fig. 15 compares several snap-
shots of the entropy and lateral velocity for the baseline model p0
and model pL2a1 shortly before the onset of the explosion in the
latter. Model p0 exhibits the typical flow features of an � = 1
SASI sloshing mode in the non-linear regime: expanding bubbles
form and collapse alternately in both hemispheres, coherent vortic-
ity waves (clearly seen in the lateral velocity) propagate inwards to
maintain the SASI cycle, and downflows develop from fast lateral
flows immediately behind the shock, separating from the shock at
the triple points. The flow is distinctly quasi-periodic.

The perturbed model pL2a1 differs from this pattern in some
important respects: the post-shock velocity field settles into a rela-
tively stable configuration with two lateral flows colliding near the
equator immediately behind the shock, where they form a single
persistent downflow. Sloshing motions on top of the stable prolate
deformation of the shock are not immediately evident, although a
detailed look at the Legendre coefficients of the shock surface still
shows some quasi-periodic � = 1 oscillations. The structure of the
post-shock flow clearly mirrors the velocity perturbations in the pre-
shock region, where we likewise find lateral flows colliding near the
equator (and actually forming a double shock). However, the lateral
velocities in the pre-shock region are considerably amplified as they
fall through the shock at an oblique angle. The permanent prolate
deformation of the shock is maintained because the pre-shock flow
is strongly anisotropic. Aside from the high lateral velocities in the
pre-shock region of the order of 5 × 108 cm s−1, we find strong
deviations from spherical symmetry in the density and the equiv-
alent isotropic mass accretion rate 4πρvrr

2 as shown in Fig. 16.

Figure 14. Lateral velocity dispersion
√

〈v2
θ 〉 (equation 53) for model

pL2a2 at a post-bounce time of 385 ms (top panel) and for model pLa0.25 at
a time of 700 ms. The minimum and maximum shock radii are indicated by
dotted lines in both panels. The red dashed curve in the top panel is given by

the functional expression 9 × 108 × (r/100km)−1 and illustrates that
√

〈v2
θ 〉

roughly grows like r−1 during the infall of shells with similar initial
√

〈v2
θ 〉

as predicted by linear perturbation theory. Deviations from this behaviour

are mainly due to the fact that
√

〈v2
θ 〉 is not exactly constant for the initial

perturbation pattern, and non-linear effects also play a role.

With these pronounced asphericities in the pre-shock region, the
Rankine–Hugoniot jump conditions inevitably result in strong and
permanent shock deformation.

The strong density variations arise despite the solenoidal nature
of the initial perturbations for two reasons: first, shocks may form
in the course of the non-linear evolution of the perturbations as
convective cells collide. More importantly, the spherical isodensity
surfaces in the progenitor are distorted during collapse as the infall
is accelerated or delayed depending on the initial radial velocity.
In order for matter in a convective updraft/downdraft to reach the
shock at the same time as matter at rest, it must originate from a
different radius with an initial displacement δr depending on the
radial velocity perturbation δvr and the infall time t:

δr ≈ δvrt . (54)

If the compression factor (i.e. the ratio between the initial den-
sity and the pre-shock density) for fluid elements reaching the
shock at the same time is identical, this implies Eulerian density
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Instabilities in core-collapse supernovae 2159

Figure 15. Snapshots of the entropy s in units of kb/nucleon (top half of panels) and the lateral velocity vθ in units of 108 cm s−1 (bottom half of panels) for
model p0 (left-hand column) and model pL2a1 (right-hand column) at post-bounce times of 363, 383, and 403 ms (top row to bottom row). At this stage, mass
shells initially located at a radius of ∼3000 km reach the shock. Note that we apply a cut-off for lateral velocities exceeding the minimum and maximum value
of the colour scale. Arrows indicate the direction of the lateral flow in the post-shock and pre-shock region (if applicable).
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2160 B. Müller and H.-Th. Janka

Figure 16. Logarithm log10ρ of the density (top) and equivalent isotropic
mass accretion rate 4πρvrr

2 in units of M� s−1 (bottom) for model pL2a1
403 ms after bounce.

perturbations9 at the shock that depend on the initial density gradi-
ent in the progenitor:

δρ

ρ
∼ δr

r

∂ ln ρ

∂ ln r
∼ δvrt

r

∂ ln ρ

∂ ln r
∼ δvr

cs

∂ ln ρ

∂ ln r
. (55)

The differential infall thus effectively translates radial velocity per-
turbations into density perturbation of order O(δvr/cs) (since the
infall time is of the order of the sound-crossing time) instead of
O(δvr/cs)2 during steady-state convection. Conceptually, this am-
plification mechanism is slightly different from the generation of
density perturbations from radial velocity perturbations as investi-
gated by Lai & Goldreich (2000) and Takahashi & Yamada (2014)
for the case of supersonic infall. In both cases, density perturbations
are essentially generated by the deformation of isodensity contours
during the infall, but the available time-scale is t ≈ r/cs in our case
as opposed to t ≈ r/vr (vr being the initial radial velocity in the
unperturbed accretion flow) in the setup of Lai & Goldreich (2000)
and Takahashi & Yamada (2014).

We surmise that these two factors – the ‘forced oblate asphericity’
of the shock due to the anisotropic mass flux through the shock and
the generation of high lateral velocities by an oblique shock – are
primarily responsible for increasing the kinetic energy contained in
non-spherical instabilities in the presence of strong perturbations.
All the exploding models in the pL2aX series are characterized
by a considerably stronger quadrupolar deformation than in the
baseline model prior to the onset of the explosion as can be seen
from Fig. 17, which shows the normalized Legendre coefficient
a2/a0 for several of these models. This finding is not confined to
the perturbation pattern pL2: the onset of the explosion in perturbed
models is always associated with a stronger � = 2 (and/or � = 1)
deformation of the shock than in the baseline model.

9 It is important to stress that Eulerian density perturbations at constant r
rather than Lagrangian density perturbations are relevant when we consider
the deformation of the shock.

6.2 Saturation of instabilities in the presence of strong seed
asphericities

It is noteworthy that the saturation of the non-radial instabilities
in the perturbed models is still regulated by the amount of heating
as in the baseline model. Fig. 18 shows that equations (25) and
(32) describe the relation between the volume-integrated neutrino
heating rate Q̇ν , the lateral kinetic energy in the gain region Ekin,θ ,
and the average shock deformation δr reasonably well even in the
presence of strong pre-shock asphericities. This is not inconsistent
with our assumption that the forced asphericity of the shock is re-
sponsible for the increased violence of SASI and/or convection, but
rather suggests that the saturation level is determined by a feedback
process: the forced deformation of the shock increases the kinetic
energy in non-radial motions in the gain region, this in turn leads to
a larger shock radius and a higher mass in the region, which in turn
boosts the activity of hydrodynamics instabilities (as reflected by
the factor (rsh,min − rgain) in equation 25). In the pre-explosion phase,
the positive feedback ceases at some point when the further excur-
sions of the shock no longer help to boost the violence of convective
and SASI motions effectively enough to permanently sustain a large
shock radius. The saturation level will depend both on the overall
parameters of the accretion flow (accretion rate, proto-neutron star
radius, neutrino luminosity) and on the additional forcing due to
seed perturbations in the progenitor. The amplification of the shock
deformation by this feedback effect may become less important for
very strong forcing, however. Model pL2a2 may be a possible ex-
ample for the transition to this regime of very strong forcing; here,
the shock deformation δr is somewhat higher than suggested by
equation (32).

The fact that neutrino heating and the saturation level of aspher-
ical instabilities are still related by equations (25) and (32) implies
that it is impossible to distinguish whether the improvement of
the time-scale ratio τ adv/τ heat due to the expansion of the shock
or the easier formation of large buoyant bubbles is more crucial
for facilitating the onset of the explosion in the presence of strong
progenitor asphericities. Equations (25) and (32) show that the heat-
ing conditions, the shock deformation (and hence the typical size
of high-entropy bubbles) are inextricably linked to each other and
to the typical density perturbation δρ/ρ in the post-shock flow
through the turbulent Mach number through equation (42) (since
δρ/ρ ∼ 〈Ma2〉). In particular, there is a remarkable correlation be-
tween the criticality parameter τ adv/τ heat and 〈Ma2〉 at the onset
of the explosion: at the time of the explosion (τ adv/τ heat = 1), all
models also appear to reach a ‘critical Mach number’ 〈Ma2〉 ≈ 0.3
in the gain layer (Fig. 19 and Appendix B).

Incidentally, Fig. 18 also shows that the initial perturbations do
not have a major effect on the approach to non-linear saturation.
The seed for the SASI (which is clearly the instability that grows
during the first �100 ms) is already provided by the asphericities
left from prompt convection. Progenitor asphericities from the sil-
icon and oxygen shell can only start to make themselves felt a few
tens of milliseconds after bounce when they reach the shock, and
at this stage, the SASI has already reached sizeable amplitudes.
Only afterwards do we see a weak trend (superimposed over con-
siderably stochastic variations) towards slightly faster saturation in
models with strong initial perturbations. Since the initial perturba-
tions affect the heating conditions and the saturation of post-shock
instabilities primarily through the conversion of initial radial ve-
locity perturbations into density perturbations, their effect becomes
strongest only when the middle of the initial ‘convection zone’
(where |vr| is highest) reaches the shock.
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Instabilities in core-collapse supernovae 2161

Figure 17. Normalized Legendre coefficients for the quadrupolar deformation of the shock in model p0 and pL2a0.25 to pL2a2 and for the dipolar deformation
in model p0 and pL1a0.25 to pL1a2. Running averages over 20 ms are applied to reduce high-frequency oscillations and show the secular evolution of the
shock deformation more clearly.

Figure 18. Saturation properties of non-radial instabilities for the perturbed models pL2a0.25 to pL2a2 compared to the baseline model p0. The left panel
shows the ratio of the RMS shock deformation δr and the quantity (Ekin,θ r

2
sh,min)/(GMMgain), and illustrates the approximate validity of equation (32) even

in the presence of strong seed perturbations prior to the onset of the explosion. Similarly, the right panel shows the ratio (Ekin,θ /Mgain)/(rsh,minQ̇ν/Mgain)2/3

to demonstrate that equation (25) for the relation between neutrino heating and the kinetic energy contained in lateral motions likewise remains valid in the
pre-explosion phase. For the sake of clarity, all curves are terminated at the onset of the explosion, and we use running averages over 50 ms for all quantities.

Figure 19. Average squared Mach number of lateral motions in the gain
region for the baseline model p0 and models pL2a0.25 to pL2a2. The onset
of the explosion, defined as the time when the criticality parameter τ adv/τ heat

reaches unity, is marked by a filled circle on each curve.

6.3 Sensitivity to perturbation patterns

6.3.1 Spatial scale of the seed asphericities

The mechanism outlined for the models of the pL2aX series works
far less efficiently for perturbations dominated by higher angular
wavenumbers � > 2, and also somewhat less efficiently for � = 1
than for � = 2 (see Table 4).

The behaviour at � > 2 may be related to the stability properties of
the standing accretion shock. Naturally, pre-shock asphericities will
more efficiently excite modes that are already unstable; they may
excite other modes as well, but if the damping time-scale (due to
linear damping or non-linear damping by parasitic instabilities) for
such stable modes is short, the resulting amplitude will be negligibly
small. This reasoning already suggests that only low-� modes can
be efficiently excited in the SASI-dominated regime. In the convec-
tively dominated regime, modes with higher angular wavenumber
may be excited as well, but the most unstable wavenumber also
shifts towards lower � as the ratio of the shock radius and gain
radius rsh/rgain increases. We therefore expect that the pre-shock
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Figure 20. Normalized Legendre coefficients for the quadrupolar defor-
mation of the shock in models pL2a1, pL4a1, pL10a1, and pL20a2 during
the pre-explosion phase. Running averages over 20 ms are applied to reduce
high-frequency oscillations and show the secular evolution of the shock de-
formation more clearly. The perturbation pattern pL2a1 clearly leads to a
stronger quadrupolar deformation of the shock than patterns with � > 2.

asphericities need to be able to excite � = 1 or 2 perturbations in
that case as well in order to increase the violence of convective mo-
tions up to the point of shock revival. Perturbations with high � may
initially excite small-scale convection in the gain region effectively,
but the small ‘overlap’ with large-scale modes will render further
excitation inefficient once increased convective overturn pushes the
shock out.

Since all our velocity perturbation patterns with � > 2 eventually
develop some � = 2 component during the infall,10 we still find
explosions in many of these cases. As for the pL2aX series, the
explosion is preceded by a strong quadrupolar deformation of the
shock, but for comparable kinetic energies contained in the velocity
field of the initial perturbations, the normalized quadrupole ampli-
tude is considerably lower (Fig. 20). The degree of ‘overlap’ with
the � = 2 mode of the shock is probably crucial for triggering the
explosion, and since this overlap depends on the detailed evolution
of the asphericities during the infall, one cannot expect a simple
monotonic dependence on �. High-� perturbations will generally
develop less overlap with the � = 2 mode, but on the other hand,
an � = 2 component may emerge faster in these cases because the
typical evolution time-scale of the convective cells is smaller (see
below). Moreover, the forcing changes rapidly in time because of
the small radial extent of the individual convective eddies in the
models with higher �.

The non-linear damping of the pre-collapse perturbations in the
subsonic infall region is another factor contributing to the less effi-
cient excitation of instabilities in the gain region in the case of high
�. Non-linear effects will start to come into play on the crossing
time-scale for convective cells, which is approximately

tcell ≈ rπ

� |vθ,max| . (56)

10 This is due to non-linear effects, and also due to the fact that the pertur-
bations are not constructed as a linear combination of eigenfunctions of the
linearized perturbation equations with a single wavenumber �. Constructing
the perturbations from a generalized stream function with a specific � is not
sufficient to guarantee this and can hence lead to the development of an
� = 2 component even during the linear phase.

Figure 21. Lateral velocity dispersion 〈v2
θ 〉 as a function of enclosed mass at

different times for model pL20a1 with small-scale � = 20 perturbations. The
velocity perturbations in the Si/O shell (between m ≈ 1.4 and ≈1.9 M�) are
strongly damped, whereas the outer convective zone is as yet little affected.
Note that the curves show only the pre-shock region; the shock position is
indicated by a dashed line. Also note that 〈v2

θ 〉 has been smoothed roughly
over the radial extent of the individual convective cells.

For a model like pL20a1, we have tcell ≈ 0.5 s, and consequently, the
pre-shock perturbations are damped considerably over the course of
the simulation. Since the collapse time until core bounce is already
273 ms for the 15 M� progenitor, the initial perturbations in the
Si/O shell are damped considerably. This is illustrated by Fig. 21,
which shows the evolution of the lateral velocity dispersion 〈v2

θ 〉 in
the pre-shock region.

Overall, our findings are compatible with the weak trend towards
a more efficient excitation of aspherical motions in the post-shock
layer seen by Couch & Ott (2015) for initial perturbations with
smaller �. However, they suggest that (i) the limited investigation
of perturbation of different scales by Couch & Ott (2015) may have
missed the most interesting case of � = 1 and 2, and that (ii) the
dependence on � for � > 2 may not be monotonic and arise from a
combination of various factors.

While the small effect of perturbations with high � is thus rel-
atively easy to understand, the case of perturbations with � = 1
presents something of a conundrum. While the � = 1 mode of the
SASI is clearly unstable, we do not obtain explosions for dipolar per-
turbations below Maθ ,expl = 0.19, whereas models with quadrupolar
perturbations explode even for Maθ ,expl = 0.05. Several credible ex-
planations for this behaviour can be adduced.

(i) Due to the different aspect ratio of the convective cells and the
solenoidal constraint, the radial velocity perturbations are smaller
by a factor of ∼2 in the pL1aX series than in the pL2aX series for the
same lateral velocity dispersion 〈v2

θ 〉 (see Table 2). Consequently,
smaller density perturbations are generated during the infall, cf.
equation (55).

(ii) In the pL2aX series, we encounter converging flows near the
equator, which can steepen into a double shock (Figs 15 and 16).
The formation of such a double shock results in a significantly in-
creased mass flux on to the shock in a narrow wedge around the
equator. Presumably, this helps to stabilize the quadrupolar shock
deformation and the post-shock flow geometry with the very per-
sistent, almost radial downflow near the equator.

(iii) Models with strong dipolar shock deformation develop
a very pronounced neutrino emission asymmetry. The neutrino
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luminosities are considerably lower below the high-entropy bub-
ble, and are enhanced in the hemisphere where the shock radius is
smaller. Presumably, the reduction of the neutrino heating in the
high-entropy bubble delays the explosive runaway compared to the
case of a quadrupolar perturbation pattern. For quadrupolar pertur-
bations, the matter funnelled into the cooling region through the
equatorial downflow can still be redistributed relatively efficiently
to higher latitudes to radiate neutrinos into the polar high-entropy
bubbles.

While the hemispheric emission anisotropy may be a generic fac-
tor hampering shock revival in models with dipolar perturbations,
the more efficient generation of density perturbations in models with
quadrupolar perturbations depends very much on the precise con-
vective flow geometry in the progenitor. We therefore believe that
it would be premature to state that dipolar asphericities are gener-
ically less effective as a means of facilitating shock revival. Only
better models for the multidimensional flow structure of convection
in the progenitor will allow definite conclusions.

6.3.2 Location and extent of convective regions

Our results clearly demonstrate that the location of the convec-
tive regions is a crucial factor in determining whether pre-collapse
asphericities can aid shock revival or not: models for which the
initial perturbations are restricted to the unstable regions according
to mixing-length theory (pPAaX, pPSaX, pPDaX) explode at late
times at best.

While only moderate convective Mach numbers are required
to bring about an explosion in some of these models (e.g.
Maθ ,expl = 0.07 in model pPSa2, see Table 4), we find two problems
that thwart early shock revival: as the inner convective zones are
extremely narrow, we expect that convection is dominated by high-�
modes (� ∼ 10) in these zones, which makes it difficult to excite
large-scale shock deformations. On the other hand, the convective
shell driven by neon burning is very wide and is probably dominated
by low-� modes for that reason, but it only reaches the shock at very
late times. Between ∼200 and ∼700 ms after bounce, the infalling
mass shells are therefore essentially spherical (except for acoustic
waves and gravity waves generated at the convective boundaries).
Regardless of their amplitude, pre-collapse asphericities therefore
cannot trigger explosions much earlier than ∼700 ms after bounce if
convective activity is restricted to the regions where mixing-length
theory predicts instability.

The location and width of the convective regions may, however,
be highly sensitive to the zero-age main sequence mass and other
stellar parameters as well as to the treatment of convection, semi-
convection, convective overshoot, and angular momentum transport
in stellar evolution calculations. As for the flow geometry and the
typical scale of the convective eddies, we have to defer final an-
swers until multidimensional models of supernova progenitors at
the onset of collapse become available.

6.3.3 Non-solenoidal versus solenoidal perturbations

The purely transverse velocity perturbation pattern (pCOaX) in-
spired by the setup of Couch & Ott (2013) proves about as efficient
at triggering shock revival as the solenoidal perturbation pattern
with � = 2, which implies that the effective reduction of the critical
luminosity is also of the order of several tens of per cent. Superfi-
cially, this strong effect appears to be somewhat at odds with the

results of Couch & Ott (2013), which suggest that the critical lumi-
nosity is smaller by only ∼2 per cent in their perturbed models.

However, the huge impact of transverse velocity perturbations in
our simulations can easily be accounted for. In all pCOaX models,
large density anisotropies develop during the infall simply because
the initial perturbations are non-solenoidal as shown by a simple
rule-of-thumb estimate: the time derivative of the density is given
by the divergence of the momentum density field,

∂ρ

∂t
= −∇ · (ρv + ρδv), (57)

from which we can split off a component (∂ρ/∂t)infall due to com-
pression, by the spherical background flow,

∂ρ

∂t
=

(
∂ρ

∂t

)
infall

− ρ∇ · δv − δv · ∇ρ. (58)

Since δv · ∇ρ = 0 (i.e. the velocity perturbations are orthogonal to
the density gradient), density perturbations will develop during the
infall following

1

ρ

dδρ

dt
= −∇ · δv. (59)

With the typical size L of the convective cells, the density contrast
grows like

δρ

ρ
∼ tδv

L
, (60)

or

δρ

ρ
∼ t�δv

πr
, (61)

if � is the typical angular wavenumber. Since the sound crossing
time-scale is of the order of the infall time for the small � con-
sidered here, non-linear damping and pressure equilibration can be
neglected to zeroth order.

Although density perturbations at the shock arise for completely
different reasons, the expected level of density fluctuations is sim-
ilar to the one given by equation (55) in the case of solenoidal
perturbations for similar perturbation amplitudes. Moreover, the
density perturbations arising during the infall have a strong � = 2
component that can couple to the � = 2 mode of the shock.11

Although these factors imply that purely lateral velocity pertur-
bations are very efficient at facilitating shock revival, Couch & Ott
(2013) none the less obtained only a minute effect in their 3D sim-
ulations for several reasons. Whether or not the forced deformation
of the shock due to pre-shock asphericities is genuinely weaker in
the 3D case is a moot point, but the perturbation pattern of Couch
& Ott (2013) differs from our pCOaX models in that there is an
additional modulation in the ϕ-direction, and the overlap with the
� = 2 mode of the shock is presumably much smaller for this reason.
Furthermore, Couch & Ott (2013) treat neutrino heating and cool-
ing by means of a simple leakage scheme, which results in a strong
and unfavourable temporal variation of the heating conditions dur-
ing the early accretion phase: in their unperturbed baseline model,
the time-scale ratio τ adv/τ heat transiently rises to 0.6 around 130 ms

11 This can be seen by taking the divergence of the velocity perturbation
(δv = f (r) sin 4θ eθ ), which is given by

∇ · δv = f (r)∇ · (sin 4θ eθ ) = f (r)

r

(
− 8

7
P2(cos θ ) + 64

7
P4(cos θ )

)
,

where P2(x) = 3x2/2 − 1/2 and P4(x) = 35x4/8 − 15x2/4 + 3/8.
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after bounce and then plummets rather abruptly to only 0.1 within
a hundred milliseconds. This leaves only a short time window for
pre-shock perturbations to achieve sufficient shock expansion to
push the model above the critical threshold. Obviously, it is difficult
to quantify the impact of progenitor asphericities for such highly
non-stationary heating conditions, and the reduction of the critical
heating parameter f of Couch & Ott (2013) by 2 per cent may not
fully reflect the potential of pre-shock perturbations to aid shock
revival.

6.3.4 Density perturbations versus velocity perturbations

The foregoing discussion has already made it clear that the efficient
conversion of velocity perturbations into density perturbations and
into an anisotropic mass flux on to the shock is the key to efficient
shock revival in the perturbed models. Since pure density pertur-
bations in the initial model only grow moderately during collapse
(δρ/ρ ∝ r−1/2 in the linear regime according to Lai & Goldreich
2000; Takahashi & Yamada 2014), it is evident that relatively strong
initial density perturbations are required to produce an appreciable
effect. According to equation (55), velocity perturbations translate
into density perturbations at the shock of the order of the initial con-
vective Mach number, i.e. δρ/ρ ∝ Maprog, whereas the initial density
perturbations should only be of the order of (δρ/ρ)ini ∼ Ma2

prog (at
least in the interior of the convective zones), and even moderate
amplification during the infall will not create as large anisotropies
in the mass flux on to the shock as in the case of initial velocity
perturbations of the same convective Mach number.

However, if the initial density perturbations are large enough to
produce pre-shock density fluctuations of the same magnitude as in
models with velocity perturbations, the effect on shock revival is
similar. This can be illustrated by comparing the density fluctuations
ahead of the shock for the two models pL2a0.5 and pDL2a2, which
explode at a similar time. Fig. 22 shows the rms fluctuations of the
density around the spherical average ρ̄,

(
δρ

ρ

)
rms

= 1

ρ̄

√
1

4π

∫
(ρ − ρ̄)2 d�, (62)

Figure 22. rms density fluctuations (equation 62) ahead of the shock at
r = 250 km for model pDL2a2 (black) and model pL2a0.5 (blue) with
quadrupolar density and velocity perturbations, respectively. Overall, the
density fluctuations in these two models are of similar magnitude, although
there are phase differences). Consequently, these two models explode at a
similar time shortly after 700 ms after bounce.

at a radius of 250 km. Both models show a similar level of pre-
shock density fluctuations, especially at the time of shock revival.
This can be interpreted as further evidence that the anisotropic pre-
shock density field is the primary factor responsible for enhancing
the heating conditions in strongly perturbed models.

Since initial density perturbations of the order of δρ/ρ � Ma2
prog

appear to be required in order to achieve any appreciable effect, it
seems likely that convective density fluctuations in the progenitor
play a subdominant role for supernova dynamics compared to con-
vective velocity perturbations. In order to obtain sufficiently large
density perturbations, physical mechanisms other than convection
probably need to be invoked, such as rotation or unstable g modes
(Murphy et al. 2004).

A detailed analysis of the infall dynamics reveals a further com-
plication in the setup of initial perturbations. In the models with
density perturbations, we observe relatively strong acoustic waves
propagating inside of and beyond the perturbed region. These acous-
tic waves can lead to a considerable modification of the initial
angle-dependence of the density perturbations during the infall.
Sometimes the sign of the density perturbations is even reversed,
e.g. the initial model may show a density enhancement at the poles,
while the perturbations arriving at the shock show higher densities
in the equatorial region. This is simply a consequence of the fact that
we perturb the density only and keep the temperature fixed, which
results in pressure fluctuations δP/P ∼ 0.5δρ/ρ for the moderate
entropies in the perturbed regions. However, this does not strongly
change the dependence of the typical amplitude of the pre-shock
density perturbations on the initial perturbations δρ/ρ ∼ Ma2

prog.
The acoustic component of the perturbations will only reach the
shock faster and with a different phase than the advected density
perturbations.

The actual level of acoustic wave activity present in convective
zones in the progenitor cannot be easily predicted. Within mixing-
length theory, one assumes complete pressure equilibration of con-
vective bubbles with their surroundings, i.e. δP = 0. By contrast,
turbulence theory would suggest that pressure and density fluctu-
ations are similar, i.e. δP/P ∝ δρ/ρ ∝ Ma2

prog (cf. equation 31.4
and section 10 in Landau & Lifshitz 1959). However, this is a minor
concern here, since we expect the role of density perturbations in
the progenitor for shock revival to be subdominant anyway.

Interestingly, it appears to be important whether densities are
enhanced in the equatorial region or in the polar region. In model
pDL2a2m, the sign of δρ/ρ is reversed in the initial perturbation
pattern, resulting in a higher mass inflow rate at the poles compared
to the equator (which is reversed compared to the initial angular
dependence of the perturbations, see our earlier remarks on the role
of acoustic waves in models with density perturbations). Different
from model pDL2a2, this model fails to explode, indicating that the
excitation of an oblate deformation of the shock is less conducive to
runaway bubble expansion. Incidentally, the fact that an oblate shock
deformation does not boost the heating conditions as effectively
as a prolate shock deformation also explains the counterintuitive
cases where a larger perturbation amplitude prevents shock revival
(as for model pPSa4 compared to pPSa2, see Table 4): in model
pPSa2, a quadrupolar density perturbation with lower densities near
the axis of the spherical polar grid is present around the onset
of the explosion due to the interaction of waves generated at the
inner boundary of the outermost convection zone, whereas these
secondary waves do not give rise to density perturbations that would
lead to an oblate shock. In the outermost convective zone itself, the
perturbation patterns leads to overdensities near the axis, i.e. to a
hurtful, oblate shock deformation. Because the different fate of these
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two models is entirely due to the different geometry of secondary
perturbations arising from non-linear interactions at the convective
boundary (e.g. acoustic waves excited as the artificially imposed
eddies distort the boundary), a higher initial perturbation amplitude
can indeed prove harmful in such special cases.

7 SU M M A RY A N D C O N C L U S I O N S

Using relativistic 2D simulations with multigroup neutrino trans-
port, we have performed an extensive parameter study to investigate
whether progenitor asphericities arising during convective burning
could play a crucial role in the supernova explosion mechanism.
Our investigation is based on a detailed quantitative analysis of the
interplay of neutrino heating and aspherical instabilities, which pro-
vides a framework for understanding the role of seed perturbations,
but is also an important step towards understanding shock revival in
multidimensional in its own right. Different from the recent works
of Couch & Ott (2013, 2015), we systematically vary the amplitude
and geometry of the initial perturbations and investigate both veloc-
ity and density perturbations. We also discuss some of the physical
principles governing the typical velocities, the density contrast, and
the flow geometry in the inner shells of supernova progenitors, and
attempt to incorporate some of these principles into our models. Our
simulations indicate that even moderate velocity perturbations in the
progenitor can aid shock revival rather effectively if low-� modes
dominate the convective flow in the shells outside the iron core.
Furthermore, the analysis of our simulations has unearthed some
interesting semi-empirical scaling laws that govern the relation be-
tween neutrino heating and the activity of aspherical instabilities in
our 2D models.

The main results of our study may be summarized as follows.

(i) In our quantitative analysis of the interplay of neutrino heating
and non-radial instabilities, we find evidence for quasi-stationary
saturation of the SASI and/or convection in the gain region in all
our models. The neutrino heating, the shock deformation, the typi-
cal turbulent velocities, and the turbulent Mach number,

√
〈Ma2〉,

in the gain region are all related to each other by simple scal-
ing laws: at saturation, the dispersion of the lateral velocity in the
gain region, 〈v2

θ 〉, is related to the neutrino heating per unit mass,
q̇ν , and the width of the gain region, δrgain, as 〈v2

θ 〉 ∝ (δrgainq̇ν)2/3.
The deformation of the shock is related to 〈v2

θ 〉 and the gravita-
tional acceleration at the shock g through another scaling relation
δr ∝ 〈v2

θ 〉/gshock ∝ 〈Ma2〉.
(ii) Based both on the analysis of our numerical simulations and

on analytic estimates, we argue that the key towards easier shock
revival in multidimensional lies in achieving high turbulent Mach
numbers in the post-shock flow. We also argue that it is very difficult
to ascribe the reduced luminosity threshold for an explosive runaway
to a single cause such as more efficient neutrino heating, turbulent
stresses, or the formation of large high-entropy bubbles, because in
the saturation limit these phenomena are all inextricably related to
each other and regulated by the violence of aspherical motions in
the post-shock region (for which the turbulent Mach number is a
useful measure).

(iii) Despite these ambiguities, we show that one can construct a
simple analytic model that takes into account how turbulent pressure
in the post-shock region pushes the shock further out and thereby
enhances the heating conditions. Our analytic estimate suggests
that the critical luminosity is lowered by roughly 25 per cent in
multidimensional compared to 1D, and that an explosive runaway
occurs when the squared turbulent Mach number 〈Ma2〉 in gain

region reaches a value of roughly 0.46 (compared to ∼0.3 in the
numerical models), both of which are in reasonable agreement with
simulations (Murphy & Burrows 2008; Hanke et al. 2012; Couch
2013b).

(iv) Concerning initial perturbations due to convection in the
progenitor, we argue that velocity perturbations ought to reflect
the subsonic nature of the flow in the convective zones outside the
iron core, and should approximately obey the anelastic condition
∇ · (ρ δv) = 0, at least away from the convective boundaries. The
perturbation pattern of Couch & Ott (2013) strongly violates this
condition. Density perturbations δρ/ρ should be of the order of
the square of the convective Mach number Maprog in the interior of
convective regions.

(v) Asphericities in the progenitor enhance the heating conditions
primarily because they result in a permanent, ‘forced’ deformation
of the accretion shock due to directional variations of the mass in-
fall rate. The shock deformation results in a larger average shock
radius and helps to channel the kinetic energy of the infalling ma-
terial into more violent aspherical motions in the post-shock region
as the matter hits the shock at an oblique angle. The very efficient
conversion of velocity perturbations δv into large density perturba-
tions δρ/ρ ∼ Maprog ahead of the shock due to differential infall
appears to be a key element of this mechanism because it causes the
anisotropy in the mass infall rate.

(vi) For a given typical amplitude of velocity perturbations,
quadrupolar and, to a lesser extent, dipolar perturbations are most
efficient at triggering an explosion. For quadrupolar velocity per-
turbations, convective Mach numbers in the progenitor as low as
0.05 yield an appreciable effect and reduce the critical luminosity
required for shock revival by �10 per cent according to our esti-
mate, with stronger perturbations having a proportionately larger
effect. Even in this conservative case with low convective Mach
numbers, shock revival already occurs when the critical time-scale
ratio τ adv/τ heat approaches a value of ≈0.5 in the corresponding
unperturbed model.

(vii) On the other hand, one would have to invoke convective
Mach numbers that are probably unrealistically high to achieve
similar effects with perturbations dominated by higher angular
wavenumbers � for several reasons: these modes are inefficient
at exciting a permanent � = 1 or 2 deformation of the shock, and
non-linear damping during the infall comes into play much earlier
for small-scale perturbations.

(viii) Only large density perturbations δρ/ρ � 0.1 have a signif-
icant impact on the heating conditions. Such strong perturbations
would probably also require inordinately high convective Mach
numbers.

These results have implications on several levels. They suggest that
convective perturbations in the progenitor can aid shock revival
down to much lower Mach numbers than recently demonstrated by
Couch & Ott (2013). Relatively small convective velocities below
108 cm s−1, which are more in line with 3D simulations of oxygen
shell burning (but still higher than predicted by Kuhlen et al. 2003)
may already have a significant impact on the heating conditions.
With our present limited knowledge of the multidimensional struc-
ture of supernova progenitors just prior to collapse, it is therefore
still conceivable that asphericities arising from convective burning
may be one of the key elements for obtaining robust supernova
explosions.

There are, however, some caveats. Our present study is limited to
2D, and it remains to be seen whether the forced deformation of the
accretion shock can play the same beneficial role for shock revival
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in 3D as in 2D. In particular, the relatively efficient excitation of
quadrupole modes could be ascribed to the presence of an (artificial)
symmetry axis. Unfortunately, a direct comparison with the 3D
simulations of Couch & Ott (2013, 2015) is hampered by the fact
that we cannot mimic their inherently non-axisymmetric setup in
any of our 2D simulations. It is reassuring that the trend towards
a more efficient excitation of turbulent motions in the post-shock
region for small � found by Couch & Ott (2015) is compatible
with our findings; however, aside from their use of initial velocity
perturbations that lead to an unphysically strong contamination by
acoustic waves, their study missed the spot in parameter space
(� = 1, 2) that emerged as most interesting in our simulations.
Clearly, a more systematic study of 3D perturbation geometries with
a neutrino treatment on par with or better than our FMT scheme
would be highly desirable.

Moreover, our results already place relatively tight constraints on
the required properties of the convective flow in the shells outside
the iron core. If progenitor asphericities are to have an impact on
shock revival, convective Mach numbers need to be of the order of
at least �0.05, and large-scale dipolar or quadrupolar modes should
dominate the flow. Furthermore, extended regions in the progenitor
need to be convective, which is by no means a trivial requirement
given that 1D stellar evolution calculations predict rather narrow
convective shells at least in some cases. Clearly, only 3D simula-
tions covering full 4π in solid angle and multiple burning shells will
finally tell us whether this is indeed the case. They may also reveal
whether sufficiently large velocity and density perturbations may
arise for other reasons, e.g. because of rotation effects or g-mode
activity (Murphy et al. 2004). The case of rotating progenitors may
be particularly interesting because rotation could at least help to or-
ganize the flow into large-scale modes (depending on the convective
Rossby number). At any rate, self-consistent non-stationary multi-
dimensional models of supernova progenitors are urgently needed
to replace the ordered laminar flow patterns used in this study, which
can never fully capture reality.

Further work is also needed on the conceptual level. While we
have been able to provide a qualitative description of the interaction
of perturbations in the pre-shock region with the shock and with
the hydrodynamic instabilities active in the post-shock region, our
results prompt a number of questions: Is the susceptibility of the
shock to a forced deformation by � = 1 and 2 perturbations more
intimately linked to the SASI, which is also a low-� instability?
How does the saturation of convection and/or the SASI depend on
the presence of strong progenitor asphericities? As we consider the
role of convective perturbations from the pre-collapse phase in the
neutrino-driven mechanism, we are even brought back to some of
the more basic questions in supernova modelling: What is the pre-
cise mechanism by which aspherical instabilities in the supernova
core aid shock revival? Is it by generating turbulent stresses that push
the shock out (Müller et al. 2012b; Murphy et al. 2013; Couch &
Ott 2015) or by facilitating the formation of large high-entropy
bubbles (Thompson 2000; Fernández & Thompson 2009; Dolence
et al. 2013), or by more efficient neutrino heating due to longer
dwell times in the gain region (Buras et al. 2006b; Murphy & Bur-
rows 2008; Marek & Janka 2009)? In this paper, we have touched
many and partially answered some of these questions, collecting
and sharpening ideas about the interplay of neutrino heating and
hydrodynamic instabilities from the literature and combining them
with our analysis of a large suite of 2D simulations with and without
initial perturbations. At this junction, it is of course impossible to
present a complete picture of the complicated feedback mechanisms
linking neutrino heating, non-spherical instabilities, and initial

perturbations. None the less, we hope that the ideas presented here
may prove fruitful for the analysis of supernova simulations in the
future and spark further urgently needed work on the hydrodynam-
ics of the supernova engine.
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A P P E N D I X A : FA S T M U LT I G RO U P
TRANSPORT SCHEME

Currently, the state of the art in multidimensional simulations of
core-collapse supernovae is defined by multigroup neutrino hydro-
dynamics simulations relying on various approximations to reduce
the complexity of the general relativistic Boltzmann equation (Livne
et al. 2004; Swesty & Myra 2009; Müller, Janka & Dimmelmeier
2010; Bruenn et al. 2013; Zhang et al. 2013). While there has been
a lot of debate about the merits and demerits of the approximations
involved (ray-by-ray-approximation versus multi-angle transport,
general relativity versus the Newtonian approximation, inclusion
or non-inclusion of energy-exchanging scattering reactions, etc.),
all these schemes pose similar challenges from the computational
point of view. Typically, core-collapse supernova simulations cov-
ering several hundreds of milliseconds of the post-bounce phase
require ∼107 core-h in 3D and ∼105 core-h in 2D on modern super-
computers. Even in 2D, exhaustive parameter studies with several
dozen models are hardly feasible within a reasonable time-frame
with these state-of-the-art methods in the light of such extraordinary
computational demands.

For our present study with ∼40 axisymmetric models, we there-
fore introduce a new multigroup neutrino transport scheme that
captures many of the essential features seen in simulations with
more sophisticated methods at a fraction of the computational cost.
It is designed as a compromise between more elaborate multigroup
schemes and more severe approximations like grey transport (Fryer,
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Rockefeller & Warren 2006; Scheck et al. 2006) or the light bulb
and leakage schemes (Ruffert, Janka & Schaefer 1996; Rosswog
& Liebendörfer 2003; Murphy & Burrows 2008; O’Connor & Ott
2011) used in many recent studies of multidimensional instabilities
in core-collapse supernovae. While this new scheme is similar to the
IDSA approximation of Liebendörfer et al. (2009) in this respect,
its derivation from the Boltzmann equations is more in line with
traditional approximation schemes for the radiative transfer equa-
tions relying on a closure of the moment equations. Different from
current implementations of the IDSA approximation, there is also
no need to fall back on to a leakage scheme for the heavy flavour
neutrinos.

A1 Solution of the monochromatic neutrino energy equation

Our fast multigroup (FMT) scheme solves the stationary neutrino
transport problem in the so-called ray-by-ray approximation (Buras
et al. 2006a) with the help of a closure relation for the flux factor
in the monochromatic neutrino energy equation. As further ap-
proximations, we neglect velocity-dependent terms in the transport
equation and confine ourselves to isoenergetic scattering.

For a more transparent explanation of the FMT scheme, we also
work in the Newtonian approximation in this section and disregard
neutrino pair reactions for the moment. The generalization of the
FMT scheme to the relativistic case is given in Section A3, and the
neutrino physics input (including a derivation of an effective one-
particle rate for nucleon bremsstrahlung) is described in Section A5.

Using all these approximations, the monochromatic neutrino en-
ergy equation reduces to the simple form

1

r2

∂Hr2

∂r
= κa(Jeq − J ) (A1)

or

1

r2

∂Hr2

∂r
= κa

(
Jeq − H

h

)
, (A2)

where J and H are the zeroth and first moment of the neutrino
intensity, respectively, Jeq is the zeroth moment of the equilibrium
distribution function, and h = H/J is the flux factor. κa is the
absorption opacity including phase-space blocking effects.

A1.1 Flux factor – interior solution

At high and intermediate optical depths, we provide the required
closure for equation (A2) by solving the Boltzmann equation using
a two-stream approximation with a radially outgoing and radially
ingoing ray. For the sake of simplicity, we assume purely isotropic
scattering. With fo (outgoing) and fi (ingoing) denoting the value of
the distribution function in the direction of these two rays, we end
up with the following two equations:

∂fo

∂r
= κa(feq − fo) + κs (fi − fo) , (A3)

− ∂fi

∂r
= κa(feq − fi) + κs (fo − fi) . (A4)

Here, feq denotes the equilibrium value of the distribution function,
and κ s is the scattering opacity. Thanks to the choice of the ray direc-
tions, there are no angular advection terms in the equations, which
therefore remain ‘quasi-planar’ despite the spherical geometry of
the transport problem.

Equations (A3) and (A4) can be solved by means of a Riccati
transformation. After transforming to new variables f+ = (fo + fi)/2
and f− = (fo − fi)/2, we obtain

∂f+
∂r

= − (κa + κs) f−, (A5)

∂f−
∂r

= κa(feq − f+). (A6)

Using the ansatz f− = ψ + χ f+, we obtain a valid solution for fo

and fi from three equations for ψ , χ and f+

∂χ

∂r
= −κa + (κa + κs) χ2, (A7)

∂ψ

∂r
= κafeq + (κa + κs) χψ, (A8)

∂f+
∂r

= − (κa + κs) (ψ + χf+) . (A9)

In order to satisfy the correct boundary conditions for fo and fi,
namely fi(Rmax) = 0 and fi(0) = fo(0), we impose the following
boundary conditions on f+, χ , and ψ :

χ (Rmax) = 1, ψ(Rmax) = 0, f+(0) = −ψ(0)

χ (0)
. (A10)

The actual flux factor h that we feed into equation (A2) is then
computed from fo and fi. However, we do not simply compute h
using the two-stream approximation as h = (fo − fi)/(fo + fi).
Instead, we assume a continuous distribution function of the form

f (μ) = ea(μ−η), (A11)

which we fit to the values on the outgoing and ingoing ray (μ = ±1)
in order to obtain better agreement in the diffusive regime, where
I(μ) = J + 3μH . The resulting flux factor is

h = 1 + 2
2f i/f o

1 − f i/f o
+ 2

ln f i/f o
. (A12)

In the vicinity of the removable singularity at fi/fo = 1, we use the
series expansion

h = 1

6

(
1 − f i

f o

)
+ 1

12

(
1 − f i

f o

)2

· · · . (A13)

A1.2 Flux factor – transition to free streaming

It can easily be seen that the two-stream approximation fails to
reproduce the gradual transition of the neutrino radiation field from
an isotropic distribution to a forward-peaked distribution towards
low optical depths: instead, equation (A12) gives a flux factor of
unity as soon as the intensity on the ingoing ray vanishes (fi = 0),
i.e. as soon as emission and scattering reactions cease. In the worst
case (e.g. when accretion has died down after the explosion), this
would imply that the flux factor abruptly jumps to h = 1 at the
neutrinosphere. On the other hand, the opposite problem can be
encountered at moderate optical depths inside the neutrinosphere.
Here, the outward propagation of neutrinos in a spherically stratified
medium may lead to a faster transition to forward peaking than the
two-stream approximation would suggest. This is a consequence
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of the last term on the left-hand side of the transfer equation in
spherical symmetry

∂I
∂t

+ μ
∂I
∂r

+ 1 − μ2

r

∂I
∂μ

= C, (A14)

where μ is the angle cosine with respect to the radial direction and C
is the collision integral. The last term can essentially be understood
as an advection term shifting radiation intensity towards μ = 1.

In order to avoid or at least mitigate such unphysical effects
inherent in the quasi-planar two-stream approximation, we make
the following two modifications: first, we replace the total opacity
in equation (A5) with a reduced opacity corrected for the advection
towards μ = 1 in phase space,

κa + κs → max

(
κa + κs − 2

5r
, 0

)
. (A15)

Here, the term 2/5r is conceived of as an appropriate average over
the term (1 − μ2)r−1∂I/∂μ for a nearly isotropic radiation field.

The second modification is more important and consists in match-
ing the ‘interior solution’ for the flux factor to an ‘exterior solution’
once the flux factor from the two-stream approximation exceeds an
(adjustable) threshold value hmatch, which we set to hmatch = 0.51 in
this study. The exterior solution is computed using a closure relation
for the Eddington factor k = K/J (where K is the second angular
moment of the neutrino intensity). This is achieved by converting
the first two moment equations

1

r2

∂r2H

∂r
= κa

(
Jeq − H

h

)
, (A16)

∂kJ

∂r
+ (3k − 1) J

r
= − (κa + κ s) H, (A17)

into an ordinary differential equation (ODE) for the flux factor,

∂h

∂r
= r−1h [k(h) − 1] + κa[h2 − k(h) + k(h)Jeq/J ] + κ sh

2

k(h) − hk′(h)
,

(A18)

where the derivative k′ of the Eddington factor with respect to
the flux factor enters in the denominator. Equation (A18) is inte-
grated outwards from the point where the interior solution reaches
h = hmatch. Obviously, the existence of a singular point of the ODE
(equation A18) presents a potential complication (Körner & Janka
1992). We overcome this problem by choosing hmatch and the clo-
sure k(h) such that no singular point is encountered in the exterior
domain. Specifically, we use

k(h) = 1 − 2h + 4h2

3
, (A19)

which puts the singular point at h = 1/2. Our choice of hmatch = 0.51
then ensures that we can integrate equation (A18) without encoun-
tering any singularity. The closure relation employed here gives a
somewhat lower Eddington factor k(h) than other closures proposed
in the literature (Minerbo 1978; Pomraning 1981; Levermore 1984;
Janka 1991, 1992; Janka, Dgani & van den Horn 1992; Cernohorsky
& Bludman 1994) over a wide range of flux factors h. This is an
unavoidable compromise: due to the breakdown of the two-stream
approximation at low optical depths, it is advisable to move the
matching point between the interior and exterior solution to a low
flux factor while still avoiding the critical point – even at the expense
of a slightly suboptimal choice for the Eddington factor k(h).

A2 Numerical solution of the equations

The numerical solution of equations (A2), (A7), (A8), (A9), (A18)
presents few difficulties. We use the implicit Euler method for the
stiff ODEs (A2), (A7), (A8) and (A9), whereas equation (A18)
can be integrated using an explicit scheme. Care must be taken
to ensure the correct direction of integration: the integration must
proceed inwards for χ and ψ , and outwards for f+ in order to
respect the boundary conditions. For equation (A2), the direction
of integration depends on the sign of the flux factor h, and im-
plicit finite-differencing automatically ensures that the solutions in
patches with h > 0 and h < 0 join smoothly at the singular points
(h = 0).

In this study, we solve the FMT equations for 21 exponentially
spaced energy group, with the energy at bin centres ranging from 3
to 197 MeV.

A3 General relativistic case

In the general relativistic case, we assume a stationary metric gμν

with vanishing shift and adopt the isotropic gauge,

gμν = diag(−α2, φ4, r2φ4, r2 sin2 θφ4), (A20)

where α and φ are the lapse function and conformal factor. These as-
sumptions are generally valid to good accuracy in supernova cores,
and allow us to decouple the solution of the transport equation
for different energy groups as in the Newtonian case because the
redshifted energy ε̂ = αε (ε being the energy measured by a local
observer) is a constant of motion. By grouping neutrinos accord-
ing to ε̂, we can replace equation (A2) with a balance equation of
the type ∇μjμ = s for the neutrino number within the kth energy
group,

1√−g

∂

∂r

(√−gφ−2ε−1
k Hk
εk

) = κaε
−1
k

(
Jeq,k − Hk

h

)
. (A21)

In this equation, εk = α−1ε̂k and 
εk = α−1
ε̂k are now func-
tions of radius. The factor α−1 accounts for the conversion from
monochromatic energy densities and fluxes into number densities
and fluxes, and the factor φ−2 on the left-hand side converts the
flux density from a local, orthonormal observer frame12 to the non-
orthonormal coordinate frame (whose basis vectors are given by the
coordinate derivatives ∂/∂xi).

Equations (A3) and (A4) for the two-stream solution of the
Boltzmann equation need to be generalized as well. The relativistic
Boltzmann equation reads (Lindquist 1966; Ehlers 1971; Stewart
1971)

df

dλ
= ∂f

∂xμ

dxμ

dλ
+ ∂f

∂pμ

dpμ

dλ
= uμvμClocal, (A22)

where uμ is the neutrino four-velocity and vμ is the four-velocity of
the observer in whose frame the collision integral Clocal is computed.
In our case, we have vμ = (α−1, 0, 0, 0) (as we neglect velocity-
dependent terms), uo

μ = (α−1, φ−2, 0, 0) for the four-velocity of
the outgoing ray, and ui

μ = (α−1, −φ−2, 0, 0) for the ingoing ray.
dpμ/dλ vanishes for the outgoing and ingoing ray if we assume that
the metric is nearly stationary and neglect non-radial derivatives of
the metric function in keeping with the ray-by-ray-approximation.
Hence, the equations for the two-stream approximation take on a

12 We deliberately avoid the term ‘comoving frame’ in this section, because
we neglect velocity-dependent terms in our approximation.
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very simple form,

1

φ2

∂f o

∂r
= [κa(feq − f o) + κ s (f i − f o)],

− 1

φ2

∂f i

∂r
= [κa(feq − f i) + κ s (f o − f i)].

Essentially, the only difference to equations (A3) and (A4) is the
factor in front of the radial derivative that accounts for the conversion
between coordinate distances and physical distances. The system
can be solved exactly along the same lines as in Section A1.1.

In our current implementation, the exterior solution for the flux
factor is not modified in the relativistic case. At least during the first
second of the post-bounce phase, the matching radius is located at
a fairly large radius so that relativistic effects are already small and
can be neglected for the computation of the flux factor in practice,
in particular in an approximative scheme as ours.

A4 Computation of source terms

Once the solution for the energy-dependent stationary transport
problem has been computed, the neutrino source terms can in
principle be calculated directly from the stationary radiation field
and the absorption opacity. However, we prefer an indirect method
for computing the neutrino source terms for the equations of hy-
drodynamics. In the conformally flat metric used in COCONUT, the
frequency-integrated zeroth moment of the collision integral

C
(0)
tot =

∑
k

Clocal,k
εk (A23)

can be obtained from what is essentially the radial derivative of the
redshift luminosity L∞ = (4π)2α2φ4r2Htot,

∂φα2φ4r2Htot

∂r
= α2φ6r2C

(0)
tot , (A24)

where Htot is the frequency-integrated first moment of the neutrino
intensity for a stationary solution of the transport equation.13 The
neutrino source term for the energy equation is then computed
from C

(0)
tot as in Müller et al. (2010). Although we neglect velocity-

dependent effects in our solution for the radiation field, we also
follow Müller et al. (2010) in including a Lorenz boost from the
fluid frame to the Eulerian frame, which we found to increase the
robustness of the scheme.

The source term in the equation for the electron fraction can be
obtained in a completely analogous manner. The required weighted
sum C(0)

tot over the collision integral,

C(0)
tot =

∑
k

ε−1
k Ck
εk, (A25)

is computed as

∂αφ4r2Htot

∂r
= αφ6r2C(0)

tot , (A26)

where Htot = ∑
k ε−1

k Hk
εk . The source term for Ye is then again
obtained from C(0)

tot exactly as in Müller et al. (2010).
In this study, the momentum source term due to neutrino interac-

tions is neglected because its effect is small, although its computa-

13 This can easily be verified by setting the radial velocity vr and the radial
component of the shift βr to zero in equation 27 of Müller et al. (2010) and
integrating over neutrino energy.

tion is straightforward in principle: the momentum source term in
the comoving frame is given by

QM = 4π
∑

k

(κ s + κa)Hk
εk, (A27)

and must be boosted to the Eulerian frame to obtain the source terms
in the momentum and energy equation.

It is worth noting that unlike time-dependent neutrino transport
methods, a naive ray-by-ray implementation of the FMT scheme
that neglects the lateral advection of neutrinos with the fluid does
not lead to spurious convective instability at high optical depths. In
time-dependent transport schemes, lateral fluid motions effectively
lead to an energy and lepton number exchange between different
fluid elements if the neutrinos are not advected with the fluid. In
the FMT scheme, on the other hand, neutrinos cannot ‘lag behind’
laterally moving fluid elements, and no instability can occur.

A5 Treatment of neutrino reactions

The FMT scheme assumes as very simple form for the collision in-
tegral that includes only the absorption, emission, and isoenergetic
scattering of single neutrinos. This places certain restrictions on the
neutrino reactions that can be accommodated within the scheme. In
our present implementation, we include charged-current reactions
of electron neutrinos and antineutrinos neutrinos with nucleons and
nuclei, isoenergetic neutrino scattering off nucleons and nuclei, and
the production of νμ and ντ by nucleon–nucleon bremsstrahlung.
The energy transfer between neutrinos and the medium in the scat-
tering of heavy flavour neutrinos is taken into account approxi-
matively. In the following, we provide a brief explanation of our
implementation of these rates, addressing in particular the case of
the heavy flavour neutrinos, where we construct effective single-
particle absorption opacities for the relevant reactions.

A5.1 Electron neutrinos and antineutrinos

For electron neutrinos and antineutrinos, the dominant opacity
sources are absorption on nuclei (during collapse) and nucleons,
and the corresponding scattering reactions, which are almost isoen-
ergetic, and the restriction to the simple form of the collision inte-
gral is not a severe limitation. In the FMT scheme, these reactions
are currently included as in Rampp & Janka (2002) (cf. Bruenn
1985; Mezzacappa & Bruenn 1993a), i.e. the recoil energy trans-
fer in scattering reactions is neglected, as are correlation effects at
high densities (Burrows & Sawyer 1998, 1999), weak magnetism
(Horowitz 1997), and the effects of nucleon interaction potentials
(Martı́nez-Pinedo et al. 2012; Roberts et al. 2012) (although this
particular effect can easily be included). Different from Rampp &
Janka (2002), we assume all scattering reactions to be isotropic,
i.e. we truncate the Legendre expansion of the scattering kernels at
the zeroth moment. Neutrino-electron scattering is neglected com-
pletely, although it plays an important role in the deleptonization of
the core during the collapse phase (Mezzacappa & Bruenn 1993b).

A5.2 Heavy flavour neutrinos

The situation is different for the heavy flavour neutrinos; here,
the principal production processes are pair processes, and non-
isoenergetic scattering on nucleons also plays an important role
in thermalizing μ/τ neutrinos during the accretion phase. A spe-
cial treatment is therefore required to accommodate these processes
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Instabilities in core-collapse supernovae 2171

even with the simple form for the collision integral assumed in the
FMT scheme.

As a production process, we include nucleon–nucleon
bremsstrahlung in the limit of vanishing nucleon degeneracy. We
compute an effective single particle rate in order to reduce the col-
lision term to the simple form κa(feq − f). Our starting point is the
form of the collision integral derived by Thompson, Burrows &
Horvath (2000) under the assumption of an isotropic radiation field
for non-degenerate nucleons (cf. their equation 3.47),

(
∂fν

∂t

)
brems

= A
∞∫

0

dεν̄

{
K1

(
ε

2kbT

)
e−ε/(2kbT )

[(1 − fν)(1 − fν̄) − fνfν̄eε/(kbT )]

}
. (A28)

Here, fν and fν̄ designate the value of the distribution function
of neutrinos of energy εν and antineutrinos of energy εν̄ , respec-
tively, and ε = εν + εν̄ . T is the matter temperature, and K1 is a
modified Bessel function. Various weak interaction constants, non-
dimensional factors, and the dependence on the thermodynamic
quantities are lumped into the pre-factor A, for which we refer
the reader to the original paper of Thompson et al. (2000). We re-
duce equation (A28) for ∂fν/∂t to the desired form by assuming a
thermal Fermi–Dirac distribution with zero chemical potential for
the antineutrino participating in the reaction (and vice versa for
∂fν̄/∂t). The term in square brackets then becomes

(1 − fν)(1 − fν̄,eq) − fνfν̄,eqeε/(kbT )

= (1 − fν)
eεν̄ /(kbT )

1 + eεν̄ /(kbT )
− fν

1

1 + eεν̄ /(kbT )
eε/(kbT )

= (1 − fν)
eεν̄ /(kbT )

1 + eεν̄ /(kbT )
− fνeεν/(kbT ) eεν̄ /(kbT )

1 + eεν̄ /(kbT )

= [1 − (1 + eεν/(kbT ))fν]
eεν̄ /(kbT )

1 + eεν̄ /(kbT )

= (1 + eεν/(kbT ))

(
1

1 + eεν/(kbT )
− fν

)
eεν̄ /(kbT )

1 + eεν̄ /(kbT )

= (1 + eεν/(kbT ))
eεν̄ /(kbT )

1 + eεν̄ /(kbT )
(fν,eq − fν). (A29)

By pulling the term (fν,eq − fν) out of the integral in equation (A28),
the collision term assumes the desired form κa(feq − f) with an
effective single-particle opacity κa given by

κa = A
∞∫

0

dεν̄K1

(
ε

2kbT

)
e−ε/(2kbT )(1 + eεν/(kbT ))

eεν̄ /(kbT )

1 + eεν̄ /(kbT )
.

(A30)

For the numerical evaluation of equation (A30), it is sufficient to
replace K1 with a low-order asymptotic expansion, as the singularity
ε = 0 is never encountered when the integral is computed on an
energy grid with finite resolution.

In addition to bremsstrahlung as a production process, we include
the scattering reactions on nucleons and nuclei as for electron neu-
trinos and antineutrinos. However, for the heavy flavour neutrinos,
we also take the small recoil energy transfer in neutrino-nucleon
scattering into account by means of the following approximation:
since a neutrino of energy ε scattering off a nucleon transfers a
fraction of its energy of about (ε − 3kbT)/(mnc2) to the medium (or
gains energy for ε < 3kbT) (Tubbs 1979; Janka 1991), we include an

Figure A1. Total neutrino luminosities (top panel) and angle-averaged
mean energies (bottom panel) for the baseline model p0 as simulated with
the FMT scheme (black) and with VERTEX-COCONUT (red). Solid, dashed, and
dotted curves are used for νe, ν̄e, and νμ/τ , respectively. All quantities are
measured at a radius of 400 km.

effective absorption opacity κa,νN for this process, which is defined
as a fraction of the neutrino-nucleon scattering opacity κs,νN

κa,νN = |εν − 3kbT |
mnc2

κs,νN. (A31)

In the outer layers of the proto-neutron star, where high-energy neu-
trinos originating from deeper inside the core partly thermalize by
scattering on nucleons in a relatively cool medium (i.e. 〈ε〉 > 3kbT),
this definition ensures an energy transfer to the matter of the right
order, and hence an attenuation of the νμ and ντ neutrino luminosity
of ∼5, . . . , 10 per cent outside the primary production region as ob-
served in simulations with a rigorous treatment of neutrino-nucleon
scattering (Müller et al. 2012a).

A6 Comparison with the VERTEX-COCONUT code

To illustrate that the FMT scheme provides a good approximation to
more sophisticated transport schemes (such as Boltzmann transport
or two-moment transport with a variable Eddington factor closure),
we briefly compare the neutrino emission as well as the dynamical
evolution of model p0 to a 2D model computed with the VERTEX-
COCONUT code (Müller et al. 2010) using the ‘full set’ of neutrino
opacities from Müller et al. (2012a): Fig. A1 shows the neutrino
luminosities and mean energies for all flavours both using both the
FMT scheme and the relativistic VERTEX transport module; different
from Fig. 6, the plot covers only the phase up to 460 ms after
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2172 B. Müller and H.-Th. Janka

Figure A2. Top: time evolution of the maximum, minimum (solid curves),
and average (dashed) shock radius, the gain radius (dotted), and the
proto-neutron star radius (dash–dotted, defined by a fiducial density of
1011 g cm−3) for the baseline model p0 as simulated with the FMT
scheme (black) and with VERTEX-COCONUT (red). Bottom: the time-scale ra-
tio τ adv/τ heat in the simulations with the FMT scheme (black) and with
VERTEX-COCONUT (red).

bounce for which VERTEX-COCONUT simulation data are available. The
evolution of the maximum, minimum, and average shock radius, the
gain radius, the proto-neutron star radius, and the time-scale ratio
τ adv/τ heat is depicted in Fig. A2.

Overall, the neutrino luminosities and mean energies obtained
with the FMT scheme follow those obtained with VERTEX reason-
ably well. There most conspicuous differences concern the emission
of heavy flavour neutrinos, for which we obtain smaller luminosi-
ties and higher mean energies – a result which is not unexpected
because our treatment of the heavy flavour neutrino interaction rates
is simplified considerably. Interestingly (but again unsurprisingly),
the FMT scheme yields a somewhat larger spread between electron
neutrino and electron antineutrino mean energies.

It is presumably the weaker cooling due to the reduced emis-
sion of heavy flavour neutrinos that mostly drives the dynamical
differences between the FMT model and the VERTEX model. The
proto-neutron star contracts more slowly with the FMT scheme,
which in turn results in larger gain radius and shock radius. Fur-
thermore, the slower contraction of the proto-neutron star leads to
a somewhat weaker increase of the electron neutrino and antineu-
trino mean energies with time. Despite the different contraction
of the proto-neutron star, the differences in the heating conditions
remain relatively similar, however. The time-scale ratio τ adv/τ heat

is slightly better in the FMT run at early times, but eventually the
heating conditions become more optimistic in the VERTEX model.

While a detailed verification of the FMT scheme by cross-
comparisons with other neutrino transport codes in the vein of
Liebendörfer et al. (2005), Liebendörfer et al. (2009), Müller et al.
(2010) and O’Connor (2014) is beyond the scope of this paper,
there is evidently quite good agreement with VERTEX-COCONUT, es-
pecially considering that we compare multidimensional runs where
differences in the neutrino treatment can lead to important feedback
effects. We conclude that the FMT scheme provides a reliable al-
ternative to more sophisticated transport schemes at least for the
purpose of this paper.

A P P E N D I X B : A TOY M O D E L F O R T H E
R E D U C T I O N O F T H E C R I T I C A L L U M I N O S I T Y
I N M U LT I D I M E N S I O NA L

In this paper, we make frequent use of simple power-law expressions
for the time-scales τ adv and τ heat and for other quantities relevant to
shock revival in supernovae (in particular in Section 5.3). Most of
these relations were derived in Janka (2001, 2012), but many of them
are also found in other papers scattered across the literature. Janka
(2012) also used the power-law expressions for τ adv and τ heat to
reformulate the time-scale criterion τ adv/τ heat as a critical condition
for the neutrino luminosity.

In the interest of clarity, we provide a concise summary of the
assumptions and simplifications entering the derivation of these
power laws and the critical condition in this appendix. Furthermore,
we show how multidimensional effects can be incorporated into the
resulting model for the heating conditions by treating them as an
isotropic turbulent pressure that aids shock expansion, following the
ideas put forth by Murphy et al. (2013) and Müller et al. (2012b) in
their analyses of multidimensional simulations.

B1 Spherically symmetric toy model of the gain region

Our basic ingredient consists of a simple stationary 1D model for
the gain region (Janka 2001), which is assumed to be radiation
dominated with P ∝ T4 and adiabatically stratified with power-law
profile of the density ρ and the pressure P,

P ∝ r−4, ρ ∝ r−3. (B1)

Hydrodynamic boundary conditions both for P and ρ are required
at the shock. The post-shock quantities are given in terms of the
pre-shock density ρpre and velocity v2

pre and the compression factor
β at the shock as

ρsh = βρpre, (B2)

Psh = β − 1

β
ρprev

2
pre. (B3)

For vpre, we use a large fraction of the free-fall velocity compatible
that is roughly compatible with numerical simulations,

vpre ∼
√

2 GM

rsh
, (B4)

and ρpre is then obtained from the accretion rate Ṁ as ρpre =
Ṁ/(4πr2vpre).

In order to fix the shock radius, one additional boundary condi-
tion is required. We fix the shock radius by requiring equilibrium
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between neutrino energy heating and cooling at the gain radius
rgain. Since the cooling and heating rates per baryon roughly scale
with T6 ∝ P3/2 and LνE

2
ν /r

2
gain, respectively, the required boundary

condition is

P 3/2
gain ∝ LνE

2
ν

r2
gain

, (B5)

where Lν and Eν are the neutrino luminosity and mean energy (cf.
equation 14). The flux factor at the gain radius is implicitly assumed
to be fixed.

With these boundary conditions and the assumption of power-law
profiles for the density and pressure, one obtains equation (13) for
the scaling of the shock radius:

rsh ∝
(
LνE

2
ν

)4/9
r16/9

gain

Ṁ2/3M1/3
. (B6)

Once the shock radius is determined, the mass in the gain region
Mgain and the advection time-scale τadv = Mgain/Ṁ can be calcu-
lated by analytic integration, which gives

Mgain ∝ Ṁr
3/2
sh ln(rsh/rgain), (B7)

τadv ∝ r
3/2
sh ln(rsh/rgain). (B8)

In this paper, we drop the logarithmic correction and work with an
empirical power-law instead (cf. equation 12),

τadv ∝ r
3/2
sh√
M

≈ 5 ms ×
( r

100 km

)3/2
(

M

M�

)−1/2

. (B9)

Here, the normalization is chosen such that we get a reasonable fit
with simulation data even though we neglect the logarithmic term in
equation (B8). By contrast, the estimate for the heating time-scale
(equation 17),

τheat ∝ |egain|r2
gain

LνE2
ν

, (B10)

is based on a zeroth-order approximation for the volume-integrated
neutrino heating. Essentially, we assume that the entire mass of the
gain region is located close to the gain radius and neglect neutrino
cooling.

B2 Incorporation of turbulent stresses and their effect on
shock revival

As a zeroth-order approximation, we assume that convection and/or
the SASI alter the shock position and hence the runaway condition
by providing isotropic turbulent stresses Pturb everywhere. These
turbulent stresses are ultimately provided by P dV work exerted by
neutrino-heated matter as it expands (and is then accelerated by
buoyancy due to the density contrast with the ambient medium),
i.e. in principle the reservoir of thermal energy in the gain re-
gion is permanently tapped to maintain the turbulent motions. The
turbulent energy is permanently dissipated back into thermal en-
ergy. Although P dV work (or buoyant driving) and dissipation
merely balance each other in the steady state, the total reservoir of
(thermal plus kinetic) energy stored in the gain region, will be
higher than without turbulent motions. Moreover, due to the short
thermal equilibration time-scale at the gain radius, the thermody-
namic boundary condition at the gain radius remains unchanged;
and as turbulent motions are expected to flatten the entropy gradient

(albeit not completely), the temperature, and thermal pressure pro-
files remain essentially unchanged (except for the change in shock
radius) compared to the case without turbulent stresses on the level
of precision that our simple analysis can aim for.

Under these assumptions, we can therefore just add the turbulent
pressure to the (unchanged) thermal pressure to obtain the total
effective pressure Ptot that will then be used to determine the shock
position. Using a constant turbulent Mach number for the entire gain
region and an adiabatic index � = 4/3, the effective total pressure
becomes

Ptot = P + Pturb = P

(
1 + 4〈Ma2〉

3

)
. (B11)

With the turbulent pressure included the outer boundary condition
for the thermal pressure at the shock becomes

Psh

(
1 + 4〈Ma2〉

3

)
= β − 1

β
ρprev

2
pre. (B12)

On the other hand, the inner boundary condition remains unchanged,
because it is a thermodynamic boundary condition reflecting the
balance between heating and cooling at rgain.

With this new boundary condition, one can derive equation (44)
for the shock radius,

rsh ∝
(LνE

2
ν )4/9r16/9

gain

(
1 + 4〈Ma2〉

3

)2/3

Ṁ2/3M1/3
, (B13)

as well as equation (43) for the critical luminosity in the presence
of an isotropic turbulent pressure,

LνE
2
ν ∝ (ṀM)3/5r−2/5

gain

(
1 + 4〈Ma2〉

3

)−3/5

. (B14)

In order to estimate the reduction of the critical luminosity
due to turbulent stresses, we must relate the correction term(

1 + 4〈Ma2〉
3

)−3/5
to the time-scale criterion τ adv/τ heat, and plug

in its value at the runaway threshold (which will still be given by
τ adv/τ heat = 1). To this end, we compute the ratio of the turbu-
lent kinetic energy per unit mass in the gain region and the post-
shock sound speed using equation (25) and c2

s,post ≈ GM/(3rsh)
from equation (41) as approximation for the sound speed,

〈Ma2〉 ≈ 2Ekin,θ

Mgain

3rsh

GM
≈

[
(rsh − rgain)Q̇ν

Mgain

]2/3
3rsh

GM

≈
(

rsh|egain|
3τheat

)2/3 3rsh

GM
. (B15)

Note that we have used rsh − rgain ≈ rsh/3 to simplify further
calculations. The neutrino heating rate has been eliminated in favour
the heating time-scale τ heat and the average total energy per unit
mass in the gain region, |egain| (equation 17), in order to express
〈Ma2〉 in terms of the critical time-scale ratio. To arrive at the
desired expression, we approximate

|egain| ≈ GM

3rsh
, (B16)

although this is slightly inconsistent with our former assumption
|egain| = const., and use equation (B9) to obtain our final result,

〈Ma2〉 ≈
(

GM

9τheat

)2/3

× 100 km ×
( τadv

5 ms

)2/3
(

M

M�

)1/3 3

GM

≈ 0.4649 ×
(

τadv

τheat

)2/3

. (B17)
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The squared Mach number at the onset of the explosion is 0.46 ac-
cording to this prediction, which is somewhat higher than the value
of 〈Ma2〉 ≈ 0.3 found in Section 6.2, but it is still in the right ball-
park. Plugging this result into equation (43) or (B14) and comparing

to the 1D result without the correction term
(

1 + 4〈Ma2〉
3

)−3/5
im-

mediately gives the reduction of the critical luminosity. Our simple
toy model predicts that it should be around 75 per cent of the critical
luminosity in 1D, which is roughly consistent with numerical sim-
ulations (Murphy & Burrows 2008; Nordhaus et al. 2010; Hanke
et al. 2012; Couch 2013a,b).

We note, however, that there is an important loophole in our
derivation of the critical luminosity in 2D: as soon as the turbulent

stresses can no longer be modelled as isotropic and as soon as the
boundary conditions at the shock change due to an anisotropic mass
flux on to the shock, the reduction compared to the 1D case is no
longer given by the correction factor (1 + 4〈Ma2〉/3)−3/5 alone.
This precludes any application of this simple model to the case of
asphericities in the progenitor. A simplified analytic description of
shock expansion due to global anisotropies in the pre-shock region
along similar lines would be a highly desirable goal for the future.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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