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Multi-Device Selection Scheduling in

Non-Identically Distributed Fading Channels
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Abstract

Multiuser selection scheduling concept has been recemtpgsed in the literature in order to
increase the multiuser diversity gain and overcome theifgignt feedback requirements for the op-
portunistic scheduling schemes. The main idea is that iedube feedback overhead saves per-user
power that could potentially be added for the data transoris$n this work, we propose to integrate the
principle of multiuser selection and the proportional &gheduling scheme. This is aimed especially at
power-limited, multi-device systems in non-identicaligtdbuted fading channels. For the performance
analysis, we derive closed-form expressions for the oytagfeabilities and the average system rate of the
delay-sensitive and the delay-tolerant systems, resdgtiand compare them with the full feedback
multiuser diversity schemes. The discrete rate region ayéinally presented, where the maximum
average system rate can be obtained by properly choosingutinder of partial devices. We optimize
jointly the number of partial devices and the per-device @ogaving in order to maximize the average
system rate under the power requirement. Through our eeswdt finally demonstrate that the proposed
scheme leveraging the saved feedback power to add for tletidatsmission can outperform the full

feedback multiuser diversity, in non-identical Rayleigldihg of devices’ channels.

Index Terms

Opportunistic scheduling, reduced feedback, multiuskrcen scheduling, heterogeneous fading

I. INTRODUCTION

In wireless communications, the significant increase ofniln@ber of battery-powered devices

over the last decade has drawn research interest in the fpeaver-efficiently scheduling them
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to the shared wireless resources, for example, 1000 wirelegices per person are envisaged
by 2020 [1]. With such large number of distributed devicég toncept of multi-user schedul-
ing scheme, which use independent and time-varying mdtifeding of users’ channels for
exploiting multiuser diversity (MUDIv), is important patilarly for power-constrained wireless
systems, such as sensor systems.

The MUDiv has been well studied in the literature [2]-[5] aadnhcluded in the next evolution
of WiFi (e.g., IEEE 802.11 ac). Exploiting the MUDiv gain,\athced scheduling schemes have
been extensively developed in [4], [5]. In the MUDiv systenige random channel fading con-
dition is treated as an opportunistic resource. That isuieg having the most favorable channel
fading condition is opportunistically scheduled to tramtamceive over the entire transmission
interval. For example, in maximum-rate scheduling (reférto as greedy multiuser scheduling)
[4], [5], the "best” user having the maximum signal-to-r@igtio (SNR) is scheduled and
thus the system rate is maximized. However, users suffdnmg poor channel conditions
(due to, e.g., highly shadow fading) may be deprived frommiggi access to the channel. To
avoid such disadvantage, maximum normalized-SNR schegl(leferred to as proportional-fair
multiuser scheduling) (see [5] and references thereingddes the user having the maximum
SNR (normalized to its own average gain). This way of schiaguinaximizes the system rate
while guaranteeing the rate of each user proportional toislee’s channel condition, and provides
proportional fairness. The MUDiv gain is applied to a ranfemerging multiuser applications,
e.g., multiuser spectrum aggregation, simultaneous @ggelinformation and power transfer
(SWIPT), multiuser multiple-input multiple-output (MU-MIO) systems, orthogonal frequency-
division multiple access (OFDMA) systems and the third getien partnership programme
(3GPP)’s small cells [6]-[12].

To further improve the MUDiv gain, practical schedulingaségies and various system per-
formance measures have been investigated [5], [13]-[16]. example, the performance of
the conventional MUDiv is limited as the required chanrtatesinformation feedbacks are too
complex to operate in a time-varying channel. In [13], it i®wn that, due to the fact that the
feedback channels are in practice outdated, determinieaddst user over the user scheduling
steps cannot be realistically computed and this hindersusigeof any effective scheduling. In
[14], the sum capacity imposed by the MUDiv has been studigd vespect to two MUDiv

system performance measures such as scheduling compdexdtgcheduling fairness. In [15],
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partial users and limited bits feedback were studied tocedhe feedback overhead. For small
cell multiuser systems, a joint admission and power contrethod was studied to maximize
the number of acceptable users in [16]. In [5], it is argueat,tto overcome the heavy feedback
requirements of the conventional scheduling schemesgcheglihe achievable MUDiv gain can

be an acceptable traded-off for saving the required chaieeebacks.

As for the reduced number of required channel feedbacksraleMUDiv methods have
been recently presented in [17]-[20]. The idea is to allowy an fraction of the users to be
active in the MUDiv schemes, being not limited to full chahfeedbacks (e.g., full feedback
multiuser scheduling). In [17], the authors proposed thdétioaer switched-diversity scheduling
scheme, where the idea is to find any acceptable user unddra@mnel condition, instead of
finding the best user among all. The enhanced multiuser Isgdtciversity scheduling scheme
is presented in [18], where the concept of the per-user hbids was suggested to improved
the performance of the multiuser switched-diversity sctied scheme. On the other hand, the
authors in [19] proposed multiuser selective schedulifges® in which a fraction of random
users send the required feedbacks and per-user power saMmiged by the reduced feedbacks
is added for the data transmission. Considering indepénded identically distributed fading of
users’ channels, [19] showed that decreasing the numbetig€aisers (i.e., required feedbacks)
can decrease the overall bit error probability along with teduced channel feedbacks. In [20],
two types of channel feedback methods were proposed, batftifting how many users should
feedback channel information, i.e., the amount of the at#l MUDiv to be used from the
perspective of the system throughput. However, in the iegjditerature, the MUDiv systems
have been investigated with fixed power allocation to the:deducing the required feedbacks
does not influence the potential data power amount. To theobése authors’ knowledge, multi-
user scheduling schemes that investigatetly the reduced feedbacks and opportunities of the
associated power saving per udeaive not been analyzed, especially focusingheterogeneous
fading multi-device systemsvhich differs from [19] addressing only homogeneouslyirigd
cases. Taking into account the increasing number of thedggaeous fading user devices in
the future wireless systems, it is important to study thesiieity of the MUDiv system to the
heterogeneous fading under the limited power usage.

In this work, we consider power-efficient multi-device sghkng scheme over non-identically

distributed fading channels. Particulary, extending thekwin [19], we propose proportional-
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fair multiuser selective scheduling scheme over non-idaety distributed fading multi-device
systems. Consider two cases: (1) delay-sensitive casaje(dy-tolerant case. Thus, this work
aims not only to evaluate outage probability, but also to im&e system rate under the given
power requirements. To this end, we mathematically anabaé the cumulative distribution
functions and the average system rate, deriving their dkdsen expressions over the heteroge-
neous Rayleigh fading of devices’ channels. Towards impgthe performance, we optimally
develop the opportunity for jointly finding the number of igetdevices and exploiting the per-
device potential power saving by reduced feedbacks. Basedioresults, it will be demonstrated
that compared to the conventional schemes, introducingaslbset of devices chosen randomly
to the scheduling is a better choice not only to increase Weeage system rate, but also to
decrease the outage probability. Higher the heterogenolirsy, larger the achievable MUDiv
gain is. Referring to the optimum results, it will be demoatid that a percentage of the active
devices among the available ones should decrease in ordeaxinize the average system rate
when the number of available devices increases.

The paper is organized as follows. The system and channetlsacke introduced in Section II,
and the proportional fair multiuser selection scheduliolgesne is described formally in Section
lll. In Section 1V, the power-loading balance and the outpgebability of the proposed scheme
are addressed, followed by the mathematical analysis afehsitivity of the proposed scheme in
the non-identically distributed fading case. Section Vteors the analysis of the average system
rate and, in Section VI, the extension to multiple antenrstesys is discussed, deriving upper
bound expressions for the average system rate and compiatinthe conventional schemes. In
Section VII, the optimization solution to the maximum axgrasystem rate is presented, while
in Section VIl further asymptotic analysis for several &asre provided. Section IX presents

numerical and simulation results and is followed by coridinis in Section X.

[I. SYSTEM MODEL
A. System model

We now outline the system model for our power-limited mdiice scheduling scheme.
Suppose thatV distributed devices opportunistically communicate to teamtral device unit

(CU). For the uplink transmission by devices, the signal to be transmitted is denotedsby
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forl € {1,---, N}. The received signal at the CU witl/ receiving antennas is given by
r; = hys; +ny (1)

wheren; denotes the complex-valued zero-mean additive backgrowige vector, i.e.n; ~
CN(0,1I),andh; = \/prg = [/Pigio, - \/EQLM_JT is the general composite fading channel
vector where its elemenyp; g;,, represent the Rayleigh fading channel, at receiving aatenn
being independent and non-identically distributed com@aussian, i.eh; ~ CN (0, p,I), and
p1 7 p;, V1, j. Due to dynamic environments, heyg,are modelled as random variables resulting
from both user-specific shadowing and path loss.

In the conventional device-to-device system, each databeins an element of a given
constellation. That iss; € S where S represents the signal constellation. Suppose lhas

known at the CU, the data rate of deviceer channel use can be obtained as
Ry = log, (1 + Pallul]?) ,

where P, denotes the transmission powerspfand the normalized noise variance in (1) is used.
Thus, the performance depends on the channel velatpgand no scheduling diversity can be

exploited.

B. Selective Scheduling for multi-device MIMO

Denote byl* the index of the device scheduled for the data transmis3iban, the received
signal from devicd* is
r; = hl*sl* —+ I+ (2)

whereh;- € ¥, = {h(), -+ ,hp)} andX;, C {hy,---  hy}. In selective scheduling (SS), only
n devices are chosen to participate in scheduling and comérito data symbols. To this end, a
subset;, and its sizen are properly chosen every scheduling interval, in the Yaihg.

Denote byY;, a subset of: devices. For a giveV, let the CU properly choose(< N) and
comprises of &, with no priori knowledge of the channel state informatiorS(IC The subset
is given by

YXp=1{Dqy, -, Dw)} 3

where D,y denotes thgl)th device element ok, and X, C {D,,---,Dy}. For example,

given N = 10 devices and: = 4, the CU receives;- opportunistically from only4 among
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10 devices. It differs from the conventional scheduling scagme.g., proportional fair (PF)
scheduling, which receives opportunistically from alldevices.

ProvidedX, is chosen, the SS applies the principle of the PF scheduding;{’s. Particularly,
the SS has following subsequent planes: (1) multiple aco@ssol (MAC) plane; and (2) multi-
device diversity (MD) plane.

The MAC plane randomly comprises Bf, in (3) and activates the subsetoflevices inXp,
every scheduling interval. It requires one feedback bitachedevice for the acknowledgement of
its activation. Here, leD,, VI be equally likely chosen as an elementdf, i.e., mathematically
D; has the uniform probability./N of its activation. GivenD;’s in ¥p, then, a combination
of n sub-channels is reserved for the training transmissiowdst the CU and);)’s. The CU
is assumed to obtain the CSI,, of the D;’s.

The MD plane refers td:;, in which CU schedules the best device to the best sub-channel
for the data transmission. The scheduling criterion is td time best amond)()’s having the
relatively best channel to its own channel statistics. Thug (2) can be given by

I* £ arg max M
(ORI
Here, employing the principle of the PF scheduling, thetneddy best channel for the scheduling

(4)

is considered. This ensures that each device can be scHealubn equal probability, due to
the fact thath,/,/pq) ~ CN(0,1), and detailed proof is referred to Appendix. Based on (4),
the finiten bits feedback (i.e., one feedback bitfy;) are employed to infornD’s a binary

decision on, that is, accessing (or not accessing) the ehahhe data rate by the SS is given

by

R =logy (1+ pr- |- [|* Pa) ©))

where P; denotes the data power by the SS and recall ghat h,/,/p,, being the normalized
channel vector, i.eg, ~ CN(0,1), at devicea.

I1l. POWER-LOADING BALANCE AND PERFORMANCE ANALYSIS

We now analyze the performance of the proposed scheme focases: (i) delay-sensitive
multi-device system; and (ii) delay-tolerant multi-devisystem. We examine the outage prob-

ability and the average system rate for cases (i) and (igpeetively. We assume that are
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non-identically distributed fading with their shadowipg # p;, VI, ;. We first address power-

loading balance for the scheduling.

A. Training and data power-loading balance

Denote by Pr the total transmit power by the devices. The transmit power of both the
training and the data by the devices can be balanced so that every realization,gf the
instantaneous power usages remain below the target IByeWe will refer to this balance as
“power-loading balance”. It is also worth mentioning tha power-loading balance is associated
with a feedback cost. That is, a feedback cost of the multissieeduling can be quantified with
the number of feedback users (e.g., see [5], [20]) or withstlma of per-user feedback message
power (or training power).

In the conventional scheduling schem@ég devices transmit the training and the best among

them transmits the data. ThuB; imposed by theV devices can be
PT:NPQOJ—FPQ (6)

wherea denotes the given power ratio of the training and the datesiréssions. That i,P; «)
is used to quantify the training power (as feedback cost) dshedevice, whileP; is for the
data power.

On the other hand, the SS enables a subsetadvices to transmit the training and the data.
The power of the training (as feedback cost)/bylevices can be small for a giveM. Thus,
Pr of the SS is

Pr=nPja+ Py(n). (7)

Inserting (6) into (7), the data power of the SS can be chosea fanction ofn:

Pd(n):(NOé—i‘l)Pd - TLPdOé (8)
Training power
:Pi+ (N—n)Pia (9)

Potential data power
In (8), P;(n) can be obtained by subtracting fraRs in (6) the training power by the devices.
Smaller n, larger the remaining powefN — n)P;« is saved. This saving power could be
potentially added fotP,;(n) in (9).
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It is worth pointing out that unlike the conventional schepthe SS can take into account the
above power-loading balance between the training and ttee mtawver through the ratia/N.

This flexibility will be leveraged to improve the average tgys rate later in this paper.

B. Outage Probability

Consider a delay-sensitive multi-device case. As a measiuneerit, we analyze the outage
probability, deriving its expression with the statistidstbe best SNR over the heterogeneous
shadowing environments.

Firstly denote byF,(-) the cumulative distribution function (cdf) af. Wheny = p;- 2

gix
in (5), F,(x) is also referred to as the outage probability that the chastnength of the best

devicel* remains belowr, and is given by

Fy(z) = Pr [p

gl <al. (10)

We rewrite (10) for further analysis. Particularly, notibe fact that the fairness in scheduling
is obtained among devices via sub3gs, since the best indek is selected according to its
potential channel gain related with the average gain. Regrgi and X, thus, D, in Xp are
uniformly chosen as the best with the equal probabilityl 6t. Also, referring to (4), the best
index!* relies on||g;-||?, statistically being independent pf;). Based on this observatiof, ()

in (10) can be re-written, using the union bound expressiiy, [as

1 n
Fy(x) < = > Prlpgllge|* < ] (11)
(H=1
1< 9 x
== > Prllgel? < — (12)
(=1 A0

where Pr[-] in (12) represents the cdf of the normalized best channel. dasing the higher

order statistics [22], this probability can be obtained as

pﬁ| z<ﬁﬁ_7(1ﬁg"
) N0

g+

wherev(1,z) = (1 — e~%), when M = 1 at the CU. Hereinafter, for simple analysi¥, = 1 is
considered and its extension to multiple antenna systebeibddressed in Section IV.
Notice that the inequality in (11) can become the equalityhim SS case due to the fact that

only one device as the best is scheduled every channel usgy (1), therefore, we can express
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(20) in the following form, for given:, andn, as
1 & x \"
F () = — 1’— . 13
=i (450) w
To validate the accuracy of (13), Fig. 1 depicts the comparief the simulated cdfs of

2 with the theoretical cdfs of (13) for various's. For the illustrations on this

Y = P9
purpose, we use whem = N € {5,10,20,50} devices ang, are heterogeneous, log-normal
shadowing with standard deviation i.e.,c = 1 (dB). As seen in Fig. 1, (13) is very close to
the simulation results for variouss, which validates the accuracy of (13).

Also, it is worth mentioning from Fig. 1 that with larger, F,(-) increases slower. This
indicates that the heterogeneous multi-device systensssitdluenced by the channel hardening
effect [23] predominant in homogeneous case. Particylathenn = 5 increases tov = 50,
F,(-) = 0.6 can be reduced down t0.08. This implies that, for givem = 50 devices,55
per-cent less outage can occur.

Fig. 2 illustrates the impact of the heterogenity on the tégcal cdfs in (13). To validate
its accuracy, (13) is compared with the simulated cdfs faious o's. As seen in the figure,
(13) performs close to the simulations. Also, it can be seethé figure that ag decreases,
the achievable cdfs are closer to each other. This leadsttath that less heterogeneous fading
results in higher outage probability. In other words, the@rtbe heterogeneous fading, the larger

the scheduling power gain.

C. Average system rate

Consider a delay-tolerant multi-device case. Accordingh® information theory, one can
achieve the channel capacity through an extremely largebeuraf coding bits. Using such
large number of coding bits, the achieved channel capasigvailable with long delay and is
valuable as performance metric, particularly in a delagremt system. The channel capacity
can be referred to as the achievable system rate in our warkordlingly, the system rate of
our work is achieved at long delay and thus, the correspgndystem can be referred to as
a delay-tolerant system For this, denote Bythe average system rate. Based on the results

in Section Ill, R can be formulated as the weighted sum of the average indivigues. In
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Fig. 1. Cumulative distribution functions of a random valey = p;-||g:~||© where the theoretical value in (13) is shown

without markers and the simulatedare shown with makers only, and= {5, 10, 20, 50}.

particular, whem < N, we have, using (5) and (13),

N
_ 1 o0
B=% ; /0 log (1 + piFu(n) ) pig,. 2(2) da (14)

wherepy,,.2(-) denotes the probability density function (pdf) [oj;-|>. The equality is based

on the fact observed in (13): the best indéxs related to||g;-

, being independent qf;.
Applying the higher order statistics [22], whed = 1, py,,.2(-) in (14) is found, for given
N andn, as

Pljg- (2 () = ne "y (1, x)”_l.
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Fig. 2. Cumulative distribution functions of a random vate@y for various heterogeneous fading when= p;«[|g:+ ||,

n = 10, and the heterogeneous fading components {0.1,0.5, 1,2} (dB).

Insertingp,,. 2(-) and Py(n) in (9) into (14), thus,R can be written as
L e [ —z n—1
R = N;/o log, (1 + Py(n) prz) e “~(1, )" " dx (15)
where we haveP;(n) = (N —n)a+ 1) P, as a decreasing function ef. It can be seen in
(15) that R increases with a proper selectionof for given N and P;.
Refer to the fact thaf;* log, (1 + az)p(z)dz = a/In2 [[°(1— F(z))/(1+ azx)dz, wherep(x)
and F'(x) are the pdf and the cdf af, respectively. Using this fact, the integral in (15) can be

given by
a [*1-—F(x)

@ d
m2 ), 1tar
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where F'(z) = (1 — exp(—x))" anda = P,(n)p,;. Using the Taylor series formulation and [24,

(3.352.4)] and after simplifications, this integral can lpeeg in closed-form as

a [*1—F(x) —1 = (n ./ m
v Z = —— —1 m-+1 m/aE <__>
In2 J, 1l4ax ’ ln2mZ:1(m)< J"e YA
whereEi(-) is the exponential integral function. From these, the erapression for (15) can

be obtained in closed-form as

P (e (1), =

where recall thatt = P,(n)p;.

IV. EXTENSION TO MULTIPLE ANTENNA MULTI-DEVICE SYSTEM

The performance analysis in the previous section can ba@zteto multiple antenna multi-
device systems. This will also allow to use the benefits oftiplel antenna techniques. Toward
this end, a generalized expression for the average systenhaa to be derived. For brevity, we

address only the approximate average system rate case.

A. Upper bound expression for the average system rate

Let M be the multiple antenna diversity order. Then, in the mldtgntenna case, the degrees
of freedom (DOF) ofz in (15) extends t@M, that is,z ~ x3,, where x3,, stands for the
Chi-squared distribution wit2)\/ DOF (refer also to [19]). Therefore, for given(< N) and

M, the expression fop,,.2(z) in (14) can be generalized as [3]

(x)M_l e n—1
Plg2(2) = n-———7 (M, x) (17)

where ~(-,-) and I'(-) represent the incomplete gamma and the complete gammaidiusict
respectively [24].

Inserting (17) into (14),R of the multiple antenna case can be

Z (logy (1 + pullgs-|* Pa(n)))

where[E(-) stands for the expectation operator. Using Jensen’s iigguae can have

_ 1
R< LY log, (14 P Bl ). (18)
=1
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To further analysis, we refer to the fact that wheis large, the distribution ofig;-||? in (18)
satisfies [25]:

(llgs 1> = pnonny) /Binoary = 2,

(19)

2~ G(2) = exp (— exp(—2))
whereyig, ary = Fo (1= 1/n), fan = (1= 1/ne) = iy, Fa(-) = 7(M,x)/T(M) s the
cdf of ||gq ||, z denotes a Gumbel distribution random variable, giid) denotes the cdf of.

Using this asymptotic distribution (19), (18) can be apprmated in closed—form as

R~ — Zlogg (1 + pPa(n) (pim,any + Benpryw)) (20)

wherew denotes the mean (zf(|.e., E(2)) that is Euler's constant.

B. Comparison with the conventional scheme

1) Power gain for the same average system rdbnote byR,. the average system rate of
the conventional scheme where= N is fixed. Accordingly,R,. is a special case oR with

n = N and we have
1 N
R. = v Zlogz (1 + piPa (pv ) + 5(]\;,M)w)) )

For comparison td?,., R can be represented with respect to onland P;, for a givenn < N:

N
R= Z log, (1 + p1 PaG(n) (ewn) + Bvpnw)) (21)

whereG(n) is given by

Hn, ) + B, anw
(v, + Bvanw
and denotes thachievable power gainNotice thatG/(n) is achieved, using the power-loading

G(n)=((N—n)a+1) (22)

balance under the total power requiremeit € P,) and the selective multi-device scheduling.
It can be shown from (21)—(22) that, for givéhandp, R benefits from properly selecting In
particular, for givenN andp;, R depends only on the achievable géifn). FromG(n) in (22),
notice that, as» increases, the termg§N —n)a + 1) and (u(n,M) + 5(n,M)W) monotonically
decrease and increase, respectively. The latter is dueetdattt that;., »,y and S, are
monotonic in terms of, according to their definitions in (19). The former resutts the power-

loading balance through Therefore, itis inferred from (21)—(22) thatoroper selection of can
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increase(7(n), taking into account the trade-off betwe@¥v — nv + ) and (1, a1) + B, myw),
and thus, higher the average system rate
2) Power gain for the same outage probabilitenote byF,, (-) the cdf ofy. and byy. the

normalized SNR, i.ey. = p;- 2. Conventionally let the data powé?;(N) be fixed for all

8ix
n’'s. Accordingly, we have, for a given threshald

Pl PaN) < 4] = B (s ) = 3 o7 e
=1

N n
N (L)
N &=\ pPy(N)) ~

where recall that,(z) = v(M, z)/T'(M).
For comparison ta, (-), the cdf of the proposed schent€¢(-) can be given with a power

2 - %
~ pPy(N)

(23)

gain, for a givenn < N, as:

1y po 1Y (24)
Ngﬂmmmaw)

. H

‘&(mmam)

whereG,(n) =1+ (N — n)a.
From (23)-(24), it can be clearly found that the power gaihiemable for the same outage

probability isG,(n) =1+ (N — n)a and decreases monotonically with

V. OPTIMIZATION PROBLEM

We formulate the optimization problem in order to maximizeinder the total power require-
ment at the devices level. In particular, notice from (22R)(that? can be given as a function

of only n for given N and M. Thus, for givenN and M, the problem is posed as

N
_ 1
R= — 1 1 PG
R S 3 20 L G (v + )

(25)
subject to Pr < F,.

Interestingly, notice from (25) thak can increase with the achievable power géitw),

regardless ofp,’s. This observation leads to the fact that the valuemaximizing G(n) is
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eventually maximizingR, resulting in the variable power ratio between the trainargl the
data in (7). Therefore, we equivalently present the follayvbbjective, maximizing=(n) for

given N and M, as

n,M) T Dn
maxG(n) = max ((N —n)a+1) fi(n,1) + Bnanyw

subject to Pr < F,.

To solve this problem, let us consider a simple example,ngaa single receiving antenna
M = 1. In this context, we can obtain thaty ) = log(N) and S,y = 1, straightforwardly
from their definitions in Section IV-A. Using these, it can bkeown that (26) is the convex
optimization problem because the second derivativeS (of) with respect ton is negative. We
can use the well-known Lagrangian multiplier method to fihd bptimaln,,. Accordingly,
nept €aN be given by

Nopt = arg Jin | G'(n) | (27)

whereG'(-) £ ZG(n).

EquatingG’(n) to zero, we can represent,,; in closed—form for a givenV as

Nopt = arg Ir[lirjlv]‘(]\fa—i-l)n_l—oz(logn—i-w—i—l)‘. (28)
nell,

It can be found from (28) that, in the case wheh= 1, n,,, depends onV, and«. Particularly,
the argument of - | in (28) is a decreasing function ef as its first derivative in terms of is
negative in practice. This reveals that for a giv€énthe optimaln,,; satisfying(28) can be less

than the maximum numbeé¥ so thatR is maximized.

VI. ASYMPTOTIC ANALYSIS

In this section, we consider an extreme case when the totabawV of devices is very large.
We study how the optimal number of active devices and theageesystem rate behave in the

extreme case.

For the simplicity in analysis but without loss of genesglive assume thaf(-) is continuous and is differentiable at all

values ofn. But, in practicen is an integer and thereby the optimalresults in an integer nearest g, towards zero.
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A. Impact of largeN on n,,

As N grows very large (i.e.N — 00), the behavior of:,,; in (28) is investigated. First, let
ben = N for a fixedr € [1/N, 1] such thatn (< N) remains an integer. So, &6 increases,
n also increases at the fixed rate=n/N.

When N — oo, then the power gaid:(n) in (21) is for a givenPy(i.e., Pr = Py)
log (TN) +w

N, Gl = i (N0 =m)et D 3 ) v &9
wN(1-7)a ; 1
B Py if 7 — %
~ Q1 else ifr — 1 (30)
—T)a log(T w
(W=nas Dslr)te) - elser € (4, 1).

We can asymptotically observe from this equation thatVagrows for a givenr,, G(n) scales
with N/log N when 7 approachesl/N; becomes one when approaches one; and can be
maximized with a proper selection efover its intermediate rangee (1/N, 1). Therefore, we

can represent that, for larg€, n,, is approximated as

Mopt = arg Max (30), for 7€ {1/N,.. 1}. (31)

B. Impact of largeN on R

Similarly, these asymptotic results can be observed ingesm?. Particularly by inserting

(30) into (21), we can observe that for largg R behaves asymptotically as

_ 1

R= > “logy (14 pu(1 = 7)Py log N)
L (32)

=N ; O (log, log N + log, (pi(1 — 7)Fp))

where©(-) denotes the big Theta notation in mathematics. It can be shiovmn (32) that for
large N, R increases inversely with respecttoThat is, asN grows large,R is maximized by
using the smallest candidate(i.e., n,, = 1).

From (29)—(32), we present asymptotic summary remarks. [&ge N, the round robin
transmission is the optimum in order to maximizef the power-limited multi-device scheduling
systemThe intuition is that for very largé/, the convention scheme makes all the devices waste

most of their power for the training towards a small posgipibf the data transmission. Such
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training power usage can be potentially used for the datas,Tio avoid wasting their power, the
proposed scheme suggests the round robin scheduling fmr MrInterestingly, this behavior is
opposite to the conventional opportunistic transmisswamch is under the fixed power-loading
and no selection in scheduling.

Moreover, it is worth pointing out that as per (30)—(32),: is asymptotically shown to rely
on more P,, rather thanp,. The former is related to the power requirement at devicesl,le

while the latter to the heterogeneous propagation channels

VIl. SIMULATIONS AND NUMERICAL RESULTS

We illustrate simulations and numerical results for thefgrenance of the proposed selective
scheduling scheme. For illustrations, Métc |2, 50] andn € {1,---,30} are used, along with the
training and data power ratio = 3/4 in [26]. For comparison, simulations of the conventional
schemes such as the greedy and the PF scheduling are petfoumeboth homogeneous and

heterogeneous channels.

A. The cdf performance

In Fig. 3, the cdf of the proposed scheduling scheme with alfixe= 8 is depicted when
N = 10,a = 3/4 ando = 1 dB are used. For comparison, the conventional schemes of
both the greedy and the PF scheduling are depicted at the samber N = 10 of devices
available under the total power requirement. As illusttaie this figure, the greedy scheme
slightly outperforms the PF scheme when= 1 dB. Interestingly, Fig. 3 clearly depicts that
the proposed scheme can significantly outperform the wedlakn greedy scheme. For example,
to achieve the cdf o0f.3 (or, equivalently, the outage probability 6f3), it can be shown in
Fig. 3 that the proposed scheme obtains the power gainsadB over the greedy scheme. The
intuition is that the proposed scheme exploits the tradidetween the power-loading balance
and the flexible selection scheduling gain while the greedly is known as the optimum with
only the full-selection scheduling.

In Fig. 4, when randomly selecting = 6 devices in scheduling, the cdf of the proposed
scheme is depicted wheN = 10, = 3/4 ando = 1 dB are used. For comparison, the
conventional schemes of both the greedy and the PF schgdaiealso depicted at the same

numberN = 10 of devices available under the total power requirementil&irto Fig. 3, Fig. 4
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Fig. 3. Comparison of the cumulative distribution funcgoof the output SNR for the proposed selective scheduling thee
conventional schemes (such as the greedy and the promrf@mnscheduling). For illustrations, we consider theenegeneous

propagation channels whelM = 10,n = 8,a« = 3/4, ando = 1 dB.

depicts that the proposed scheme can outperform both thewrtonal schemes (i.e., the greedy
and the PF scheduling), with the larger power gain. For examphen havingn = 6 over
o = 1 dB moderate heterogeneity in scheduling, to achieve theotdf3 (or, equivalently, the
outage probability of).3), Fig. 4 shows that the achievable power gain by the propesbdme
is 9.5 dB over the greedy scheme. From the illustrations, we caergbshat smaller, less
the outage probability of the system in scheduling.

Consideringc = 3 dB for higher heterogeneity in scheduling, Fig. 5 depicts ithpact of
n on the cdfs of the proposed scheme. For comparison, the édfeeaconventional schemes

are illustrated. LetN = 10,n € {6,8,9},a = 3/4 be used. Compared to Fig. 4, it can be seen
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Fig. 4. Comparison of the cumulative distribution funcgoof the output SNR for the proposed selective scheduling thee
conventional schemes (such as the greedy and the promrf@mnscheduling). For illustrations, we consider theenegeneous
propagation channels wheM = 10,n = 6,a = 3/4, ando = 1 dB.

from Fig. 5 that the superiority of the greedy scheme to thes€tteme is larger over higher
heterogeneous channels ef= 3 dB. Moreover, as for the impact of at ¢ = 3 dB, this
figure depicts that for a given threshold smallern results in less the outage probability of
the proposed scheme. Therefore, it can be observed fronbRltat the proposed scheme still
outperforms both the greedy and the PF schemes, propedygtisg the value fon even over

highly heterogeneous channels.
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Fig. 5. Impact of the numben of selectively scheduling devices on the cdf. For comparisbe cdfs of the conventional
schemes (i.e., the greedy and the proportional fair schegjure depicted. We use whévi = 10,n € {6, 8,9}, a = 3/4, and
o =3 dB.

B. The average system rate performance

In Fig. 6, with several values of(< N), the average system rakeis depicted as an increasing
function of the numberX{) of devices available. For the illustrations, we consider proposed
scheme that exploits the approximate expressionifan (20). To validate this approximation,
simulations are also depicted in Fig. 6 whenc {4,8,10}, N € {10,---,50},a = 3/4 and
homogeneous channels with = 10 dB. As seen in this figure, the accuracy between the
numerical and simulation results is verified to be good withi0l bps/Hz/cell for a wide
range of N’s.

Moreover, as seen in Fig. 6, there exist turning points\cé beyond whichR with larger
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Average system rate (bps/Hz)
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Fig. 6. Average system rat® of the proposed scheme has been illustrated with respelt @ several values forn. We use
when N € {10,---,50},n € {4, 8}, a = 3/4, and homogeneous channels wjth= 10 dB for all I. To validate the accuracy
of the theoretical results, the simulations are depictdyg with markers and no lines while the theoretical ones onithvines
and no markers.

n outperforms one with smaller. For example, it can be shown in Fig. 6 that wh&n> 18,
selectingn = 8 results inR higher than ones witlw € {4,10}. This validates the analytical
results in Section IV.

To further express the impact of Fig. 7 now depictsk? as a concave function of, for given
N € {10,20,30}. In this illustration, we use when = 3/4,0 = 3 dB, andn € [0, 100] (in
percentage) for a givefv. As verified in our optimization problem, this figure showattthere
exists the optimum value faor to maximize R. For example, wheV = 20, it is shown in this

figure that the maximunR = 6.933 is obtained by selecting = 6 (i,.e., 30 per-cent). Also,
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Fig. 7. Average system rat® has been illustrated with respect toat several values folN. For curves, we use when

N € {10, 20,30},a = 3/4, ando = 3 dB. For a givenN, the optimaln maximizing R can be found in this figure.

it is worth mentioning from Fig. 7 that the rate of such an optin » to N, maximizing R,
decreases a4 grows.

As for the impact of N under the power requirement, Fig. 8 depi¢tsas a monotonically
increasing function ofV. For illustration in this figure, we now normalize the totawger P at
the devices level, regardless df, and thusPr remains the same even Asgrows. This aims to
depict how a large deployment of devices is allowed to increage of the power-limited muilti-
devices system. In this figure, we use thate {2,--- 50}, n € {1,2,4,8,30},a = 3/4, and
o = 3 dB. For comparison, we also depict the conventional PF seh&awving a fixedh = N.
Interestingly, Fig. 8 clearly depicts that the proposedesah enables to increase in log-scale

with N while the PF scheme suffers from decreasiglntuitively, this is because, for large
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Fig. 8. Average system rate of the proposed scheme has been depicted with respéétitothe case whed®r is normalized,
regardless of allV'’s. For comparison, the conventional proportional fairestiling is also depicted. In this figure, we use that
N e{2,---,50},n € {1,2,4,8,30},a = 3/4 ando = 3 dB.

N, all the devices in the PF scheme wastes their power mostllyeriraining whilen. devices
randomly selected in the proposed scheduling spend thewempahrough the power-loading
balance and the flexible selection scheduling, to outperfine PF scheme, which validates the
analysis in Section VI.

VIII. CONCLUSIONS

We studied the multiuser selection scheduling scheme ingheidentically distributed Rayleigh
fading channels. We firstly proposed the new proportional faultiuser selection scheduling
scheme suitable to the power-limited multi-device systefosevaluate the performance of the

proposed scheme, we analyzed both the cumulative distiibfitnctions and the average system
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rate, deriving their closed-form expressions over the rogeneous Rayleigh fading channels.
To improve the performance with the reduced feedback rements, we developed the transmit
power-loading balance and the partial devices selectibediding criterion. It can be inferred
from this work that, for the power-limited multi-device $gms,

« Outage probability performance improves, properly redga subset of active devices in
scheduling over heterogeneous fading channels.

« Higher average system rate is achievable by jointly desmnihe number of the partial,
active devices and exploiting the power-loading balance.

« Optimum selection scheduling in the sense of the maximumageesystem rate behaves
towards the round-robin scheduling, for very large numbetevices. This is opposite to
the conventional greedy scheme, which is the optimum wighftii feedback requirement
and no selection in scheduling.

« Higher the heterogeneous fading, larger the MUDiv gain isggabby the multi-device
selection scheduling is.

Based on the outcomes, it is clearly recommended that thpopeal scheduling scheme is

suitable to the power-limited multi-device systems, esgcover the heterogeneous fading.

APPENDIX
A. Proof of the equal probability of accessing the channel

Denote byPr[l = [*] the probability that devicé,V] are chosen as the best and access
the channel. Consider a single antenia= 1 for simple analysis without loss of generality.

Pr[l = [*] can be written, for giveri* and X, as

Pr(l =" = Pr [|g® = lgi- .1 € £p] (33)
= Pr [|g* = |g-|* |1 € Sp] Prfl € ] (34)
n
=~ I Prlal=lg0l] (35)
()exp.l#()
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wheren/N in (35) is based on the system model. Referring to the comgéany cdf of|g,|>

and the moment generating function of the;|?, we have

Prl=10"=— ] M{-1}
()ESD.()#
n 1

SR (36)

where M, () is the moment generating function efandz = |g(;)|*. Therefore, it can be clearly

observed from (36) that with the PF scheme, the probabitigy tevicel is allowed to access

the channel relies only ov andn, being identical for all devices.
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