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ABSTRACT: This paper is an overview of the development and application of Computer Vision for the Structural Health 
Monitoring (SHM) of Bridges. A brief explanation of SHM is provided, followed by a breakdown of the stages of computer 
vision techniques separated into laboratory and field trials. Qualitative evaluations and comparison of these methods have been 
provided along with the proposal of guidelines for new vision-based SHM systems.  

KEY WORDS: Computer Vision; Bridge Monitoring, Structural Health Monitoring.

1 INTRODUCTION 

Existing Civil infrastructure is under an increasing level of 
stress from loading/environmental effects. These effects can 
be detrimental to the integrity of the bridges, and must be 
monitored in order to avoid dangerous incidents and insure 
public safety.  

Visual inspections remain to be the most common method 
of bridge inspection worldwide.  This method is used as a 
means of detecting obvious damage to structures such as 
cracks/shifting of components and is carried out by following 
a set of established guidelines according to bridge type. This 
method has many limitations which affect its reliability and is 
extremely sensitive to human error, particularly since a visual 
inspection is rarely carried out by a senior engineer. A survey 
of the reliability of visual inspections has detailed the high 
level of variability in this assessment method [1].  

In recent years Structural Health Monitoring (SHM) 
systems have been developed to try to overcome these 
limitations.  SHM can provide an unbiased means of 
determining the true state of our aging infrastructure.  Sensor 
systems are used to monitor bridge deterioration and provide 
real information on the capacity of individual structures, 
hence extending bridge life and improving safety. Changes in 
stiffness is usually measured using strain sensors, but recent 
research has indicated that measuring displacement changes 
from calibrating vehicles can be used as a method of detecting  
bridge condition[2].  The deflection readings are gathered 
with respect to vehicles of known weight passing over the 
structure. If pre-weighed calibration trucks are not available 
for testing, vehicle weights can be either gathered from a 
database in order to gain approximate readings, or by using a 
weigh-in-motion system to gain precise information on 
vehicle weights.  

Traditionally displacement is measured using transducers or 
accelerometers which are attached to fixed points on the 
structure. The transducers, such as linear variable differential 
transformers (LVDT), give a direct reading of displacement 
but generally require an independent frame for mounting, 
which for most bridges make them impractical for use in the 
field. On the other hand, accelerometers can be attached 

directly to the structures (i.e. do not need a fixed reference) 
but post processing of the data is required to convert 
acceleration to displacement, as shown in Figure 1.   
 
 
 
 

 
Figure 1. Integration Algorithm for Converting Accelerometer 

Data to Displacement [3] 
 

While these readings can, under certain circumstances, 
provide a reasonably accurate estimate of deflection, there are 
several related problems with the method, such as: 

 
1) Durability as the sensors can be damaged easily.  
2) Equipment is expensive to purchase and time 

consuming to set up on site. 
3) Measurement noise in the acceleration signal can 

result in errors in the calculated displacement signal.  

In recent years, new methods have been investigates to 
address these issues, such as GPS readers, Laser Vibrometers 
and Computer vision techniques. GPS readers have been 
proved to be a reliable method of detecting deflection but 
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