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Co-primary Spectrum Sharing for Inter-operator
Device-to-Device Communication

Byungjin Cho, Konstantinos Koufos, Riku Jantti, and Seapgn Kim

Abstract—The business potential of device-to-device (D2D)
communication including public safety and vehicular communi-
cations will be realized only if direct communication betwesn de-
vices subscribed to different mobile operators (OPs) is suyyorted.
One possible way to implement inter-operator D2D communica
tion may use the licensed spectrum of the OPs, i.e., OPs agree
share spectrum in a co-primary manner, and inter-operator 2D
communication is allocated over spectral resources contuted
from both parties. In this paper, we consider a spectrum shaing
scenario where a number of OPs construct a spectrum pool
dedicated to support inter-operator D2D communication. OB
negotiate in the form of a non-cooperative game about how
much spectrum each OP contributes to the spectrum pool. OPs
submit proposals to each other in parallel until a consensuss
reached. When every OP has a concave utility function on the
box-constrained region, we identify the conditions guarateeing
the existence of a unique equilibrium point. We show that the
iterative algorithm based on the OP’s best response might ro
converge to the equilibrium point due to myopically overreating
to the response of the other OPs, while the Jacobi-play stragy
update algorithm can converge with an appropriate selectin of
update parameter. Using the Jacobi-play update algorithm,we
illustrate that asymmetric OPs contribute an unequal amour of
resources to the spectrum pool; However all participating @s
may experience significant performance gains compared to
scheme without spectrum sharing.

Index Terms—Co-primary spectrum sharing, Inter-operator
D2D, Spectrum pooling, Non-cooperative game.

I. INTRODUCTION

co-primary spectrum sharing (CoPSS), where multiple OPs
jointly use a part of their licensed spectrum to enable an OP
to cope with temporary peaks in capacity demand.
Conventionally, operator spectrum allocation has beeredon
in an exclusive manner. Exclusive licensing has well-known
advantages including good interference management ane gua
antee of Quality-of-Service (QoS) for market players, sece
sary for creating an adequate investment and innovatioln env
ronment. However, it also suffers from low flexibility and as
result low spectrum utilization might occur. To overcomesé
limitations, a combination of exclusive spectrum allocatand
shared spectrum access has been proposed for 5G systems [2].
Device-to-device (D2D) communication allows two devices
to establish direct communication bypassing the baseoatati
(BS). CoPSS can be used for inter-operator D2D communi-
cation, when two users having subscriptions with different
OPs want to communicate directly, and the communication
should take place over the licensed spectrum of the OPs. The
only available studies for inter-operator D2D can be foumd i
[5]-[8]. The patents [5], [6] design D2D discovery protceol
considering different OPs. An algorithm for inter-operato
D2D spectrum allocation is proposed in [7], and an inter-
operator D2D trial is presented in [8], however, the works
in [5], [6], [8] do not discuss how to negotiate the amount of
spectrum every OP is willing to contribute, and the work in
[7] is limited to spectrum negotiations between two OPs only
The 3rd Generation Partnership Project (3GPP) is in the

The 5th Generation (5G) wireless networks are expectgebcess of standardizing D2D communication for 5G networks
to be much more densely deployed than today’s networfg—[13]. valuable D2D services provided by the 3GPP system
due to the rapid increase in the number of connected devigRg/e been identified in [9]-[11], i.e., commercial serviaesl
and traffic volumes [1]. It is expected to require a 100@yplic safety. In [12], operational requirements for D200
times higher traffic capacity and a 10 to 100 times highgfunication are reported, particularly for spectrum operst

typical user rate [2]. Possible ways to satisfy these irginga

The radio resource for two D2D users registered to a Public

demands are to allocate more spectrum and improve spectighd Mobile Network (PLMN) would be under 3GPP network
efficiency. Since spectrum is rather scarce, especiallpwbelcontrol. The communication of two D2D users registered to
6 GHz [3], mobile network operators, which we will refergifferent PLMNs is subject to the available spectrum, ilee,

to as operators (OPs) hereafter, will need schemes thiteutilshared Radio Access Network (RAN) [12].

spectrum more efficiently. One way to do so is to enable inter-The sharing of RAN where multiple OPs share network
operator spectrum sharing in a co-primary manner [4], dallgesources has been established in 3GPP [13]. The OPs do
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not only share the radio network infrastructures but may
also share the spectrum, i.e., active RAN sharing. In [13],
feasible scenarios of inter-operator radio resource 8faie
illustrated, i.e., flexibly and dynamically allocating oesces
on-demand. Since OPs may have different demands, one
requirement is to allocate a different amount of resource to
different OPs, i.e., allocating a certain amount of resedor

a specified period of time and/or cells on-demand, or guar-
anteeing/limiting a minimum/maximum spectrum allocation



However, [13] does not propose any algorithm to determine users subscribed to the same OP can use a dedicated
the amount of spectrum allocated to each OP and address resource or reuse the cellular resources of the OP.
the requirement on inter-operator spectrum sharing for D2D. A general framework for a constraint-based utility max-

communication.
In parallel with the standardization effort, research ifpe

undertaken to address the fundamental problems in supgorti

co-primary inter-operator spectrum sharing. In many ssdi

imization problem is proposed, where different prefer-
ences of different operators are encompassed. This can
be extensively applied to utility and constraint designs
under concavity and monotonicity.

inter-operator spectrum sharing has been treated as a game A non-cooperative game for co-primary interaction is
where OPs participating in the game are players, each has established, where the OPs make offers about the amount
an individual utility to maximize, can either cooperate or  of spectrum committed to the spectrum pool without
compete to deal with the strategic interactions of one aroth  revealing operator-specific information to other OPs, and
for a game-theoretic problem. A cooperative game approach the offers are exchanged by an iterative strategy update
is proposed in [14]-[16] where participating OPs can obtain algorithm. We show that the Jacobi-play update, with a

the benefits, i.e., fair and efficient spectrum allocatioonf
exchanging operator-specific information, i.e., channates
[14], utility function [15], interference price [16]. Hower,

careful selection of update parameter, can converge to
a unique equilibrium with an arbitrary number of OPs,
enabling an OP to set the reliable but myopic strategy in

OPs are essentially competitors, and may not want to reveal a distributed manner.

proprietary information to the competitors and other parti  « Using the proposed CoPSS solution, we show that all OPs

Considering the selfishness of OPs, spectrum sharing based o under different intra-operator loads can experience per-

a non-cooperative game approach is more appropriate tolmode formance gains compared to the baseline scheme where

and analyze strategic interactions in a co-primary manner. the OPs do not share spectrum. The efficiency of the non-
A non-cooperative game approach has been studied for cooperative game solution is evaluated for differenttytili

spectrum sharing between co-primary users [17]-[21]. #,[1 designs, weighted sum and weighted proportional fair.

spectrum sharing among co-located RANs based on a oneThe rest of this paper is organized as follows: In Section
shot game has been studied, but the equilibrium point undgerthe system model and problem formulation are presented.
load asymmetry could be inefficient for some OPs who d@ Section i, the non-cooperative game is established wit
not impose any operator-specific constraints on the decisie utility and constraint designs, the existence of a NE, th
space. In [18], a distributed learning algorithm for speetr introduction of the iterative algorithm to reach a NE, and th
sharing has been proposed to increase the convergence falation between the uniqueness and local stability prigser
The learning rate chosen by each user would result in differexf a NE. In section IV, the necessary and sufficient condition
convergence rates among the users, thus stability is not esi-the convergence of the iterative algorithm are provjcex
sured. In [19], [20], auction-based spectrum sharing idistll  a distributed algorithm always converging to a unique NE is

where participating OPs competitively bid for spectrumessc proposed. In Section V, we demonstrate the spectrum sharing
through a spectrum broker. In [21], penalty-based utilityd- gain. Section VII concludes this paper.

tions for spectrum sharing are constructed. Adopting ntarke
driven or punishment-based sharing schemes, howevertmigh ||. SysTEM MODEL AND PROBLEM FORMULATION
not be realistic, because OPs may not be willing to change, . . .
. : In this section, we consider the system model and problem
their revenue models. Above all, the algorithms [17]-[2&] d lati d in [26], applicable to increasing the co-
not consider the heterogeneity in service type offered by,Og’ormu ation used | » appiicat ng
) . Cos . primary spectrum usage opportunities for 5G mobile opesato
i.e., mainly cellular link is considered.
There have been many studies on spectrum sharing for
D2D communication, e.g., [22] among others, but only singlé\- System model
operator D2D is taken into account. Spectrum allocation for We considerN OPs enabling D2D communication. An OP
inter-operator D2D based on a non-cooperative game modwy have two types of D2D users: firstly, intra-operator D2D
was first proposed in [7]. Provided that the game is concagak.a. intra-D2D) users, i.e., the two ends in the D2D paueh
and every OP satisfies the diagonal dominance solvabilgubscriptions with the same OP; secondly, and inter-operat
condition (DSC), there exists a uniqgue NE (Nash EquilibjiunD2D (a.k.a. inter-D2D) users. A D2D pair can communicate
and the sequence of best responses converges to it from enya D2D manner (a.k.a. D2D mode) or via the nearby
initial point. However, the analysis and convergence of tteerving BSs (a.k.a. cellular mode). D2D communication in
best responses are valid only in a setting with two OPs. imlicensed bands would suffer from unpredictable interiee.
this paper, we extend the study presented in [7] by consiflecause of that, at this moment, licensed spectrum seems to
ering CoPSS for inter-operator D2D communication with abe the way forward to enable D2D communication, especially
arbitrary number of OPs. The main novelty and contributiort®nsidering safety-related scenarios such as vehicleh:le
of this paper can be summarized as follows: communication. In the licensed band, either dedicated-spec
trum can be allocated to the D2D users (a.k.a. D2D overlay)
« Inter-operator D2D communication over dedicated cebr D2D and cellular users can be allocated over the same
lular spectral resources contributed from an arbitrangsources (a.k.a. D2D underlay). An intra-D2D underlay has
number of OPs, is proposed, while intra-operator D2B higher spectrum reuse factor and it may result in high



I ‘DZD perat ‘@\ . . . . .
DDovely g selection algorithm is not necessarily the same for differe
owrnrs || B s | 8 ectmpoot OPs neither for inter-D2D and intra-D2D communications.
20 vy | - Mode selection determines the density of D2D transmissions
Operator 2 E: B: ' thus the potentials for increasing the frequency reuseoffact
At the same time, it affects the amount of interference among
S ‘ = p - the intra-D2D users and the cellular users in a D2D underlay,
and the amount of the D2D self-interference in a D2D overlay.

Fig. 1. Spectrum divisions for inter-operator D2D commatian. As a result, mode selection and spectrum allocation for D2D
communication are coupled in the system design. For instanc
in dense deployments, a mode selection resulting in higr-int

spectral efficiency with appropriate interference managem D2D density and thus in high self-interference in D2D can

An intra-D2D overlay enjoys higher spectral efficiency thabhe compensated by allocating more spectrum for inter-D2D

the case where D2D communication is not enabled, and lessnmunication. This means there would be less spectrum

implementation complexity than the underlay case [22]. lavailable for cellular and intra-D2D transmissions in atefin

an inter-D2D underlay, cellular users may suffer from inteD2D overlay.

operator interference, and in order to resolve it, infoiorat  In literature, mode selection for single-operator D2Dizi$

exchange between the OPs might be needed. Due to the &ther D2D pair distance [23] and/or the distance between

that OPs may not be willing to reveal proprietary informatio the D2D transmitter and cellular BS [27], or energy-based
we believe that, at the first stage, the inter-D2D overlagsth detection threshold [28] as selection criterion. In a segtti
would be easier to implement [7]. with multiple OPs, implementation of mode selection is not
Each OP utilizes the total available spectrum divided inttraightforward: Participating OPs need to agree about the
multiple sub-bands. Without loss of generality, we assumenzode selection criteria in the spectrum pool. Also, theydrtee
fixed and equal bandwidth for sub-bands to easily determidecide which OP should be responsible for taking the deatisio
the total available sub-bands. The number of available sumld communicating it to the users. In this paper, we invatgig

bands are equally allocated among all users for fairnesstbé spectrum allocation problem, while the mode selectson i

resource usage, or may be based on a set QoS per user.ndfetreated in detail. Instead, we model the impact of mode

assume a fair share of resources among users. In particulaselection through the fraction of intra-D2D users selegtin

CoPSS, whether or not an OP may contribute an equal amoD@D mode, denoted by;, and the fraction of inter-D2D users

of spectrum to the shared band, the performance accessibledlecting D2D mode, denoted ky The parameters, andg,

inter-D2D users in D2D mode should be proportional to thare related. For instance, when the valuey aficreases, more
bandwidth allocated to the spectrum pool under the fairnesser-D2D users would select D2D mode, or equivalently less
rule [26]. In inter-D2D and intra-D2D modes, each usenter-D2D users would communicate over cellular resources
accesses a sub-band with a certain medium access propabilibis would affect the parameter settings, edgand3;, which

In cellular mode, the resource allocation is controlled by t determine the performance accessible to cellular and-intra

BS which schedules the users in a round-robin manner, a@b@D users. This model can be extended to incorporate the

thus the corresponding spectrum resource is shared equathpact of more general mode selection algorithms on the

Accordingly, the average numbers of users over sub-barmrformance gain for a future study.

allocated for each transmission mode are the same.

Fig. 1 shows the spectrum allocation for the OPs in case they )
employ the overlay principle for inter-D2D communication?' Problem formulation
while intra-D2D communication can be either in overlay or Each OP must experience performance gain from enabling
underlay. A fractionss? of thei-th OP’s spectrum is dedicatedinter-D2D communication. Such a gain can be quantified by
for cellular and intra-D2D communications. The fractjgfif is excess utility showing the difference between the OP'stytil
further divided into two sub-fractions in an intra-D2D okegr U;, when spectrum sharing is used, i®&> 0, and the utility,
scheme,3¢? = 3¢+ B¢ where 8¢ and ¢ are fractions of U™, when spectrum sharing is not used, i&~0. When

the i-th OP’s spectrum, dedicated for cellular and intra-D2fhe utility of an OP with spectrum sharing is lower than the

communications, respectively. No matter which schemees usutility with no sharing,U; < U™, the spectrum would not

for intra-D2D communication, an OP contributes a fractiohe shared. Inter-operator D2D support poses a requireroent f

B; of spectrum to the spectrum poaob = ). 3;, where exchanging signaling information between the OPs. Because

inter-D2D communication takes place. An inter-D2D pair caof that, when spectrum sharing takes place, we assume that an

use any of the resources contributed to the pool. ObviousP contributes at least a small positive fraction of speatru

B¢448; =1, Vi. While in our analysis we assume FDD OPs that™" >0, i.e, 3; > ™", for the signaling channel. OPs agree

contribute frequency resources for D2D communication, tteepriori to use a common decision threshold for selecting the

same analysis is applicable to TDD OPs that contribute timieter-D2D mode. This threshold can be mapped to a fraction of
frequency resource blocks with time synchronization amomgter-D2D users communicating over D2R,OPs are free to

the OPs. optimize the fraction of intra-D2D users communicating rove

The mode selection decides whether a D2D pair shoull2D, ¢;. Hence, the value af; is not necessarily equal to the
be communicating in D2D or in cellular mode. The modeorresponding fraction without spectrum sharing.



The utility of an OP,U;, may depend on the amount offor a fixedd;, the constraint function for cellular users could
spectrum all OPs contribute to the spectrum pgblwhile be equal to a target valué$ = 7£, and the optimization
the utility, U/"", does not. Given the aggregate proposaroperty is the same as in the intra-D2D underlay case. Let
from the opponentsj_; = >~ ., 3;, each OP identifies its 5;""™"" denote the amount of spectrum fraction for cellular
contribution, 5;, and intra-D2D mode selection parametegommunication, satisfying the constraint (1b) with eqyali
§;, for maximizing the utility, U;, under operator-specific Due to the fact that the LHS of (1c) is increasing fif,
constraints. These constraints can, for instance, refahgo the minimum 3¢ satisfying the constraint (1c) makes the
rates of cellular users and intra-D2D users in D2D mode. TheéiS of (1c) equal tord Using 8¢ = 1 — 8¢ — 34, the
constraint functions for cellular users and intra-D2D gsier constraints (1b) with equality and (1c) can be converted to
D2D mode could be larger than target values, respectivedyy inequality constraint,—3; > 37"+ %™ " where 3"
hs > 7¢ and h¢ > 78, The utility, U, and the constraint satisfies (1c) with equality. As a result, the upper limitshod
functions for no spectrum sharing can be evaluated in advanconstraint set3" =1 — ﬁfd’"“” in an intra-D2D underlay
We assume that feasible target values are selected so éisat tiand g7+ =1— 35" 34" in an intra-D2D overlay do not
constraints without spectrum sharing, i,2=0 andg = 0, are depend on the proposals from the opponents, resulting in a
satisfied. To sum up, the amount of spectrum to be contributeolx constraint3" < 8; < 8%*, respectively, for a fixed;.
for inter-D2D communication3;, and the fraction of the intra- ~ While the problem in (1) is concave if}, it is not known
D2D users in D2D modey;, could be identified as follows to be jointly concave in both3; and §;. In case of the

Maximize :  Us(8;, 6:). (1) nonconvex probl_em in (1)_, finding an op_ti_mal solution may

Bi,bi be intractable, since the first order conditions are necgssa
Subject to : h{(B;, ;) > 75 (1b) but not always sufficient. Note that the optimal solutionto# t
hd (8, 6:) > 78 (1c) problem in (1) exhibits the intuitive monotonicity propert

- _ ) ) The use of the monotonicity property would substantially
~ We assume that the utility functiodj;, in (1a) is concave gjleviate the difficulty in obtaining the optimal solutiorf o
in 3; for a fixedd;. The concavity of the utility with respect to o problem in (1), by allowing some solution to be on the
Bi indicates that the marginal utility decreases with a furthgoyndary of the feasible set. For the monotonic solution,
increase ing;; Diminishing marginal utility means that the 3ccording to Topkis's theorem [29], the constraint set seed
more an OP contributes spectrum to the spectrum pool, tee Ig$ have an ascending or descending property. This property i
utility gain is obtained. Once the maximum &f is achieved, gajsfied if the boundaries of the constraint set are ingrgas
any further increase ifi; may decreas#/;. For instance, if gecreasing functions of a parameter. We assume that the uppe
U; incorporates both inter-D2D and cellular or intra-D2D us@jmits of 3; are increasing ir;, determined by3®™" and
rates, allocating more spectrum in the spectrum pool couéd,min in an intra-D2D overlay, and in an Zintra—D2D
increase the rate of inter-D2D users in D2D mode, but Bt]derlay, respectively. Thus, ™", g™ and gedmin
the same time less spectrum becomes available for cellulay, decreasing id;, 57 is inlcreasiné ing; and thus the
and intra-D2D transmissions. We assume that the ConStraéBhstraint sets hold thze ascending property [29].
functions,h{ and h;i are concave irg; for a fixed §;. These i d,min

' ; , : In an intra-D2D overlay, we assume th#t™""and 3;
assumptions allow the one-dimensional constraint set @Rn are decreasing i The LHSs of (1b) and (1c) are increasing

to be convex, closed, and bounded. Thus, if there is always;. tor 4 fixed value ofg;, because more intra-D2D users in
a f; such that the constraints in (1b) and (1c) are stricty,n mode yield more time resources available for cellular-
satisfied, the first-order KKT conditions are both necessaf¥sad communication and more concurrent D2D transmis-
and suff|.C|ent. ) sions, resulting in increasing rates of cellular users autGh
_Inan intra-D2D und;ar_lay, we assume that constraint fungy>p sers in D2D mode. Due to the increased interference,
tions, A7 in (1b) andhf in (1c), are decreasing ifli for a pop jink rate might decrease but the increasing fraction of

fixed value ofd;, because the cellular and intra-D2D US€a pop users in D2D mode dominates the rate in D2D
rates should be increasing functions of the allocated battbdw mode, which will be justified later. This would makeé andh?

cd H c d H 0
ﬂicd' This would makehi and 47 decrea5|_ng functions. I‘etincreasing functions of;. Sinceh¢ andh¢ are also increasing
B¢¢ denote the amount of spectrum fraction for cellular arm 3¢ and¢, respectively, less¢ and 3¢ could sustain certain
intra-D2D communications, satisfying the constraints) @d vaIL}es thlg and k¢ with morez&. Thi; would makese ™"
(1c). Due to the fact that the left-hand-sides (LHSs) of (1) 4 glhmin Zdecrea;ing irs. ‘ E
and (1c) are increasing ¢, the two minimum values o¢? ! N
satisfying the constraints (1b) and (1c) make the LHSs of (1|er19 in 6,, where 3
c d i i cd _1 _A. 1y i

and (1c) equal to; andr’, respectively. Usingii®=1=f;, 05 of 3¢, B¢d and 3¢4, satisfying the constraints in (1b)
the constraints (1b) and (1c) can be converted to a SINGC, "} v it equalities, respectively. Whike! in (1c) is
. . . _ 3, > goéd:min_ c c ¢ - ' _ v . )
miqualltycgonst_ralntl B> B, . max( He? a) Whgre increasing withd; as in an intra-D2D overlay case and thus
be andﬁivd satisfy (1b) and (1c) with equality, respectively. ¢d is decreasing id;, h¢ in (1b) stays almost constant or even
In an intra-D2D overlay, we assume that each OP ha slightly decreases with; [23], due to the interference caused

ut|I|ty function con_s!derlng the D2D user ra.te.s. so that thﬁy underlaid D2D transmissions. The selected target value f
maximum of the utility occurs along the feasibility borddr o 7

: . the D2D mode;#, is assumed to be large enough such that
the spectrum allocation factosf with respect tod;. Thus,

cd,min
[

In an intra-D2D underlay, we assume thgt™"is decreas-
cdmin s determined by the two minimum



it is usually larger than the one for the cellular modlé,ﬁf_ffl i.e., R = R® Vi. In a real system, the average rate can be
is larger thanse?, and the cellular users with¢¢ are able computed based on the measurements which can be captured

to achieve the performance strictly larger th:efn'Thus,ﬂf,‘fi by distributions. In this paper, we analyze the averages riate

determines@fd’mi" which is decreasing id;. Thus, the upper different communication modeslby using a stochastic gegmet
limits of 3;, Bre® = 1 — ﬂfd’mm in an intra-D2D underlay approach [23]. Such gstochasnc geometry-basgd perfaenan
andgrer = 1 _ﬁf,min_ﬁg,min in an intra-D2D overlay, are ¢@n Serve as the basis fc_)r game theor.y analysg [30].
increasing function of;, holding the ascending property. The coverage probability for a typical user in the-th
type mode in the prgosence of 2R<'3}Lyle|gh fading is computed
[1. N ON-COOPERATIVE GAME MODEL as in [23] P* = [ fm(d)e " P Ly, (s) dd where
iﬁ@(d) is the probability density function of the link distance,
d,°Lr, (sm) is the Laplace transform (LT) of the aggregate
[nterference [, sm = gy, Pm IS @ transmit power level,
(-) is the distance-based pathloss model, ahds the noise
t]g]ower level calculated over the full cellular band. There ar
ifferent types of interferers based on D2D sharing apgrpac
i.e., overlay or underlay. For a typical user in the cellular
mode, we havel;. = L;._ in an intra-D2D overlay and
Lr. = L. +Lr., in an intra-D2D underlay wheré,. and
Each user calculates it's utility with the information off_; represent the interference from out-of-cell cellular sser
the performance locally measured or obtained via feedbagkd intra-D2D users. For a typical user in the D2D mode, we
channel from the receiver, and then sends it to the BS. With thaveﬁfd =L;,, inanintra-D2D overlay and;, = £;,,+L;,.
utility information of all users, each OP can calculate thera in an intra-D2D underlay wherd,; and I . represent the
age utility and then broadcast it to all users for their if2D interference from other intra-D2D users and cellular users
mode selection decision which determines the density ofeact Similarly, in an inter-D2D overlay, we havwé; =L£; . where
D2D users in the intra-D2D modé; and spectrum allocation 7, represents the interference from other inter-D2D users.
factor, 3;. OPs may have different preferences concerning theThe interference level also depends on the density of in-
spectrum allocation formulated by means of a utility fuonti terferers computed only after specifying the mode selactio
Considering the different types of users, a utility in (1agcheme. We assume that the locations of BSs, cellular-intra
can be expressed ds; = u;(Qf,Q7,Q;) where Q¥ is the D2D and inter-D2D users follow independent Poisson point
(normalized) average rate of theth type usersk €{c,d, s}, processes (PPPs) with densitia%, \¢, \¢ and, respectively.
and ¢, d and s correspond to cellular, intra-D2D and inter-And the mode selections in intra-D2D and inter-D2D modes
D2D users.ui(~) can take different forms, e.g., Weigh_ted sunjust thin the PPPs wittd; and ¢. Then, £;_ and £; , can
rate funcuonzzkwaf, or weighted proportional fair (P.F) o expressed as in [23]; — o 2mai! [ (e Yrar
function:y", w¥ log QF wherew! > 0 are weights indicating —amsind 5= ( sePyi(r)
the normalized densities of theth type users. and Ly, =e ~ 00

We consider a strategic non-cooperative spectrum shar
game amongV OPs,G = (N, S,U), where\ is the set of
OPs,§=5; x---x Sy is the set of the joint strategies, an
U =1[U1, --,Uy] is the vector of utilities. The strategy spac
for an OP represents the spectrum fraction contributedeo
spectrum pool, i.e.5;={B; :8m"< p; < B (5;)}, Vi.

A. Design of operator specific utility and constraints

e ) ". L;,, can be obtained

The average rateQ*¥, refers to the ability of the:-th type PY feP'aCingjc with 5 in Ly, L1, can be obtained with
users to achieve a certain level of data rate performanf@PlacingdiAi with a;j, s with sq agd]_Dd with P in Lp,,.
which is generally assessed by scaling their average specfr’.. can be obtained by replacing\{ with ¢, s. with s,

efficiency, R, with the normalized bandwidttg™, available &ndFa with Py in L;,,. Note thata; is the probability a BS

for everym-th type link mode, and summing it for all trans-S active and should take into accqunt not only the densn_les

mission modesym € {c,d, s} wherec, d ands correspond of cellular users_but_ also the d_enS|ty of D2D users selecting

to cellular, intra-D2D and inter-D2D transmission modes, i Cellular communication mode, i.€1—d;)A{+(1—q)A/N.

Qf = B7 R for cellular usersQ{ = 7 R{(1—6;)+B{R{d; proposition 1. The weighted sum rate utility/; = (1 —

for intra-D2D overlay users, an@; = 7 Rf(1—q)+BR%q w?) QI+wg Q%, and the weighted P.F rate utility/; = (1 —

for inter-D2D overlay users wher& and ¢ are fractions of s 1og(Q%)+w? log(Q?), are concave ir; for 0 < w? < 1.

intra-D2D users and inter-D2D users selecting respect®® D

modes. We assume that the constraint functions for celluRroof. The proof is in Appendix A. O

users and intra-D2D users in D2D mode afe= g5 RS and

h¢ = 6;8¢ RE, respectively. For intra-D2D underlay modg;,
4.Q3, hs, andhg can be obtained by replacingf and 3¢

with 3¢2.

The average rate of the-th type link mode can be obtained Depending on individual intra-D2D mode selection policy,
as a function of SINR in semiclosed form by averagingach OP may use a two-dimensional strategy domain with a
over the distribution of the coverage probability, expeesas variable internal state, i.e5!" < §; < §%* Vi, or a one-
RI"=E[v™log(1 + 73”)]:f0°° %dv where+ is the SINR dimensional strategy domain with a fixed internal state-
target,y" is the SINR,P]" is the coverage probability andd?, whered? is a fraction of intra-D2D users in D2D mode
v™ is the portion of time a typical user is active in theth used for no spectrum sharing. While the utility is concave in
type link mode. The index is omitted in an inter-D2D mode, 5, it is not jointly in 5; andd;. Due to the ascending property

Proposition 2. The constraint set has an ascending property.

Proof. The proof is in Appendix B. O



of the strategy space, the solutions of the problem (1) vell radius and“(t):{
partly on the boundary of the feasible séf, — §"**. No
matter which intra-D2D mode selection policy is used, ilee,
optimal value 0fd;, 6; — %, orits fixed va!ueﬁl- - 07, from all OPs. This undesirable casegncan be replaced by
the selected parametéy, determines the one-dimensional bo>‘gj1 . -

. . ~a sufficient condition.
constraint, and the amount of its coupled spectrum fraction
is proposed for the spectrum pool. The solutigy, of the Lemma 1. ( [36]) If each OP satisfies that the sum of the
optimization problem (1) maximizes the individual utilityut row line of the matrix?’™® is less than ong|T® ||, < 1, the
may not be a NE in a non-cooperative spectrum sharing gariterative update3® = M(ﬁ(t’l)) is a contracting iteration.
G. Next, we study the properties and solutions of the game.

3M1(')}
985 lvi
when the value of(7T") is used as the convergence criterion,
a central entity is needed for collecting the coefficientg 6

are derivatives of\/ (). However,

If every OP satisfies the condition everywhere individually
and thus the NE obtained as a result of such an iterative play i
B. Existence of NE and Iterative Dynamics globally stable, then the iterative response process cgaese

In G, the NE is an important concept since it representst% the unique NE, and thus no matter where the game starts

steady state where the utilities of all OPs are maximized. A€ final outcome will be the same, the global stability of
strategy profile vecto8' = 8}, - , 4] € RV is a NE if for the equilibrium candidate points implies uniqueness. Hare

every OPi € N, U;(8,, B_.) > Ui(B:, B,V € S; where this is rgs_trictivg, beca_use the contractiop mapping may be
B =B, B pBliy- - -B]. One of the most important o_n_ly satisfied with pa_\rtlal strategy space |mply_|ng locad-st
questions is whether a NE exists or not. bility. Thus, th_e obtained NE might not_ _be_ unique. In case

there are multiple NEs, the selected equilibrium would dejpe
Proposition 3. ( [32]) The gameG admits at least one NE, on the initial strategy profile [35]. This might be undesleab
sincesS; is a non-empty, compégtand convex set of Euclideanpecause the performance of an OP would depend on the initial
space, and each utility is continuous and concaveSan proposals of other OPs.

Once proven that a NE always exists, the problem of
how to reach such an equilibrium arises. In order to reaéh Uniqueness of NE
the NE, an iterative distributed strategy update algorithm The non-trivial condition for the uniqueness of a NEGn
can be used. If strategies at— 1-th iteration are8“"", can be relaxed by showing that a locally stable NE is unique
the iterative strategy scheme leads to the strategies-for [35]. We check whether a locally stable NE obtained as a
iteration, described a8 = M (B"~") where M(-) is an result of such an iterative play is unique by the Poincaré-
iterative response process which is a vector valued mappiepf (PH) Index [37], [38] requiring a certain sign from the
function, M = [My,--- ,My]" C RN. The most common Hessian,H, but this requirement needs to hold only at a NE,
updating orders foB based on the mappiny/ are the parallel 3. The obtained sign can be used to define the index for a
update and the sequential update. We prove the convergeRee Ind(38')=sign(det(—H(3'))). We present some results
for parallel update mapping where all components are ugdatsh the structure of the NE set, providing conditions for the
simultaneously, i.e 5" = M;(8~Y),Vi. Due to the lack of NEs to be locally unique, finite and globally unique.
space we omit the sequential update case. Let K be the set of NE points. We first claim thit is finite.

In this paper, we consider an iterative algorithm, the JacolTonsider a NE3' € K whereK is bounded due to the upper
play (JP) strategy update. The mapping function implementimit of the constraint set and closed due to the continufty o
by the JP dynamic is given as response mapping function, thus compact. The NE is locally

Mi(ﬁ(t_l)) =(1- “z(-t))ﬁi(t_l) + nz(-t)BRi(B(_ti_l)),Vi ) unique if it_ is a strict Io_cal mz_;\x_imum of the utility functiof

] every NE is locally unique, it is locally isolated. Thus, the
where BR;(B_;) = argmaxg,es, Ui(f, B_;) is the b?‘j'g r€- exists an open neighborhood such that there are no other NEs
sponse to the aggregate proposal from the oppongifs,) = iy the open set. The union of these open sets forms a cover
B, 88, i(i_ll),- B8], and k(Y > 0 is called a for the setC c S. SinceK is compact, it can be covered by a
smoothing parametérepresenting the willingness @fth OP  finite number of sets each containing a NE. Hence, the number
at ¢-th iteration to maximize its own utility. The Best-replyof the locally stable NEs|K|, is finite. Also, due to the fact
(BR) strategy is a special case of the JP strategy choosihat the strategy space is non-empty and convex, the sum of
nl(.t) = 1. The difference between the two algorithms is ithe indices for NEs is equal to ong, 5 i Ind(B') =1 [37].
whether or not to havesgt) =1,Vt, which enables the OPs A locally stable NE3', is formed by the local maximum of
to behave in a myopic manner, strictly or flexibly. each utility function. A strict local maximum can be ensured

A mapping function satisfying some convergent conditiony a second order condition [39] which requires that i) the
would converge to a NE. This is guaranteed\if(-) is con- NE satisfies the complementary conditiovi{/;(3") = 0, Vi
traction mapping [35]p (T(”) <1 wherep () is the spectral and ii) the Hessian at complementary NE is negative definite,

det(—H(B')) > 0 where 3’ € K. From the second order

!Strategy space is compact if it is closed and bounded. conditions, the PH index theorem restricts the criticahpto

2|t is known as speed of adjl_Jstment in [33, p.278]. JP geryem:'lhieves a pe in the interiorﬂzmm < B <Bzmam (51_)7W_
smoother move than BR does in case of non-supermodular gahiels have In G, it is difficult to rule out the boundary NE where

a unigue NE. The small smoothing parameter plays the rol®wipensating )
for the instability of the BR dynamic, see [34, Sec 4.1.3]. at least one of the OPs selects the strategy profile on the



boundary of the strategy space. The restriction can bewedol Proof. The proof is in Appendix E. O
by a generalized version of the PH index [37] which requir
complementary and non-degeneracy assumptions. A NE
called non-degenerate WU is continuously differentiable at
B" and H(3')|; is non-singular wherd/ = {i € N'|8/""" < Remark 3. Local stability of NE is equivalent to its unique-
B < prer(s;)} denotes the set of OPs selecting interiaiess (Remark 2), but the opposite is not necessarily true.
profile, and_ Hly denotgs th.e, principal sub-matrix off Recall that to prove that the sub-matrixH(3') is
corresponding to the indices j&. Thus, the non-degeneracy . . : N

. . e a P-matrix, the determinants of arbitrary principal sub-
assumption boils down to the complementary condition fer th’ ~ . / = .

. matrices —H(3')| for any N C N should be positive,
sub-matrices ofd. , . ;

L . . det(—H(B")|5v) > 0. The determinant of a sub-matrix

In G, it is still non-trivial to evaluate the sign of the SUb'—H(,B’)| ~can be expressed as. according to Prop. 4

matrix of the Hessian at a non-degenerate point. When N P N 9 P-4

n - — — — —
OP chooses the lower limit3, = ™", or upper limit et(—H(8)|y) = det(~D(I — T)) = det(~D)det(I — T)
B = gmaz(5,), of his own stratle otlher'OPs are not abl,e tWhere a matrixA denotes the principal sub-matrix of a matrix
i s gy, corresponding to the indices JN. The first matrix,— D, is

notice the boundary profile. Thus, it is difficult to obtairethaN « N diagonal matrix whose elements are positive due to
sub-matrix structurefI (3’)| y,, and check the non-singularity 9 P

. - . 9%U; . .
of the sub-matrix. In [38], a stronger non-degeneracy diordi the concavity of the utility function <0, Vi. To estimate

gmark 2. If every NE is locally stable (Lemma 3, has
an exact point, its uniqueness (Remark 1).

087 _ _
is introduced to replace the complementarity conditiorhwithe determinant of the second matrix;- 7', we first let¢;, Vi
P-matrix property where the determinants of the arbitraky® the eigenvalues of the jacobian matfixThe eigenvalues
principal sub-matrices are positive. and the determinant of the second matix; 7', are1 — ¢;

When —H(8') is a P-matrix and VU is continuously and[[;(1-&),Vi € N. Thus, we have a positive determinant,
differentiable at3’ € K, we say that@ is a P-critical det(l —T)>0,if & <1VieN.
point. The critical point is not necessarily complementéry Remark 4. Local instability of NE could occur, even though
the P-matrix property holds. Every>-critical point is non-  there is a unique NE.
degenerate. This fact allows accounting critical pointstioa o . _ _
boundary for their contribution to the index sum. Proof. If the minimum and maximum eigenvalues of are

, - ) ] ,. less than a negative one and a positivze one, respectively,

Lemma 2. ANE,3 € K, has a positive one index,#H (8) |, (&) < —1 andmax (§) < 1, Vi, for 22V < 0,YA C

is diagonally dominant with positive diagonal elements. N, then according to Remark 3, the ga@%ﬁéﬁsj a unique NE.
Proof. The proof is in Appendix C. O However, due to a negative dominant eigenvalue less thian

) ) . ) ithasp(T) > 1. This implies that there is a unique but unstable
Remark 1. The NE is unique if and only if every NB! € K NE, thus divergence al/(-). 0

has a positive one index.
Due to the fact that the spectral radius of a matrix is bounded

Proof. If multiple NEs, each of which fulfiling Lemma 2, py s matrix norm and the infinity norm property, we have
exist, the sum of the indices is equal to the number of the NEp'iT)<HT|\ <||T|s. The Remarks 3 and 4 motivate us to
/ . . / —_ oo = oo
L pexdnd(8')=|K|. This contradicts g Ind(87)=1. O identify a proper contraction mapping resulting || .o <1
for convergence to a unique NE.
D. Connection between Uniqueness and Local stability of NE

The following proposition shows that the Hessian matrix IV. CONVERGENCE OFJACOBI-PLAY DYNAMIC

can be expressed in terms of the jacobian matfixfrom In this section, we provide necessary and sufficient con-
the implicit function theorem [36]. This would allow us toditions for the convergence of JP dynamic to a unique NE,
verify the condition for the row diagonal dominant matrixand propose a distributed algorithm where each OP checks the
property (Lemma 2) with the sufficient condition for the lbcaconditions independently and makes an offer about the atoun
contraction (Lemma 1). of spectrum committed to the spectrum pool. Then the offers

Proposition 4. Hessian matrix,//(3') can be expressed in are exchanged and so forth till consensus is reached. While
terms of the jacobian matrix’ z’;\sH(ﬁ’) — D(I—T) where making the offer, each OP considers only its individual nelva

Dis a N x N diagonal matrix With[62U1]i, JisaN x N based on the opponents’ proposals, and does not reveal any

B . ific i i
identity matrix andT is & N x N matrix [9M;/95,].,. operator-specific information to the opponents.

Proof. The proof is in Appendix D. L' A. sufficient condition for Convergence

~ The following lemma shows that the row diagonally dom- To analyze the convergence of the JP dynamic in (2), we
inant property of the matrix-H(3') is equivalent to the consider the jacobian matrix® = J®) of the self-mapping
condition that the matrix norm induced by the infinity normunction in (2) and the elements of the jacobian matfi%

is less than one at the NE poiff, || 7| < 1. are J.) =k J2R for i # j and J) =1 k" for i = .
Lemma 3. A NE, 3, has a positive one indexpd(3’) =1, When /{Et) = 1,Vt, the jacobian matrixT'(¥) corresponds

if U; is concave in3; and ||| < 1. to the BR dynamic,J® = JEE® with eIementJﬁR(t)



denoting the slope of the BR ofth OP to the strategy (1 — n(t)) < 1, Vi, the modulus of every eigenvalue of the

profile of the j-th OP: JZA® — 3331'6(5;{1)) for i # j matrix J® is strictly less than one.

and 755" = ¢ for i = j. When p(JBE®) < 1, then the Lemma 4. If the maximum eigenvalue df") is less than one,
BR converges to the unique NE. A sufficient condition fothe small value of-eEt) in the Jacobi update can compensate
the BR update function to exhibit a contraction mapping #or the instability of the BR dynamics.

to show that the maximum absolute row sum matrix nor . .

is less than one}_ ., |J5R(t)| < 1,Vi (Lemma 1). When "Proof. The proof is in Appendix G. =
p(JBE®) > 1, then the BR would diverge. However, if the

maximum eigenvalue fof BE®) is less than a positive one,B. Necessary and sufficient condition for Convergence
there is a unique NE as discussed after Remark 3. WherNext, we find the necessary and sufficient condition for
nz(.t) # 1, JW is different from JB%. If p(J®) < 1 for convergence to a unique NE @ For this, we show that all

t > 0, the JP converges to the unique NE. Otherwise, it wouligenvalues in absolute value are less than one. This comdit
diverge, but the stability can be ensured by selecting agsrops satisfied if the dominant eigenvalue is negative, largant
/-;g”,w, at eacht as we will show later. The presence of the& negative one. According to [44, Theorem 2], the jacobian
diagonal terms will make the stability conditions in gereranatrix, J(*), has exactly one negative eigenvalue with every
different. other eigenvalue having no larger modulus, if all principal

Remark 5. If the matrix JEE® has the dominant eigenvaluemmors are negative. However, finding the condition on all

. . . - (t) . . . .
less than—1 and the other eigenvalues less than then nega_‘uve prlnc;lpal minors of 7 is also difficult |ng: .
. ; . This non-trivial work can be resolved by recalling that in
according to Remark 4, there is a unique but unstable NE . o " .
sgectrum pooling the utility/;, is impacted by additive com-

for the Bthﬁnsr?tl)C' T;lev|'nstablllty of the BR dynamic can l%Jlnations of the spectrum fractions other OPs contributh¢o

compensated by; © < L, vi. pool,3=>", B;. Due to the linearity, the off-diagonal elements

Proposition 5. When the BR dynamic converges to the unigw row ¢ in the jacobian matrix,J;;,j # i, are identical,

NE, Z#i |J£.‘R(t)| < 1,Vi, the JP also converges with < equivalently the slopes of each OP’s response function with
BR i i

ki(t) < 2/(1 + Zj;éi |Jij (t)|)_ respect to each opponent are identical.

o . Lemma 5. In G, let an N x N matrix J =[J;;]; jen have
Proof. The proof is in Appendix F. O Ji;=Ji, Vj # i, and let all J, have the same signs. When

. J; < 0,Vi, the necessary and sufficient conditions for all
We have shown that the JP dynamic converges, as longei§envalues of/ to have values less than unity in absolute

a proper,{l(t) is selected. However, theB;ufficient condition fofgrm are >, (1+;--J11.) <land|J; — J;|<1.
convergence does not hold, 3t ., |J;; ) > 1. According o .
to [42], a necessary condition for the JP scheme to convefg@of. The proof is in Appendix H. O

; t) ; (t) i . . . .
is [1— ’%Rl; 1, equivalently,0 <r;” <2, Wh'd}}g%ds for proposition 6. In G, there is a unique NE if-1 < JZ% < 0,
>zl 1<1, but does not hold fod_. . [J;; 7| =1, j £ v j.

Another condition is derived fop(JBE®) > 1 in [43, o _

Theorem 2.2]. However, the condition is quite restrictsiece PT00f- The proof is in Appendix I. -

non-positive rg;’al parts and the smoothing parameters 8houl; 7., < 0,vj. If all indications are positive, the OPs

be identicals;” = «(*),Vi. For stability analysis ing, the identify in a distributed manner that the NE is unique.

parametekgt) is not known to other OPs and it is non-trivial " . :

to find the exact eigenvalues df!). Pro;l)osmonB}Z. In G, BR converges to the unique NE, if
The eigenvalues of a matrix can be estimated by usingv—1 < Ji; < 0J # &V, J.

Gerschgorin’s circle theorem [40] which provides bounds gproof. The proof is in Appendix J. 0

the eigenvalues. Every eigenvalue of the mati¥%’ lies N . .

within the union of discs¢ C |J,_, pi, Where¢ denotes the PVOPOS'&')O” 8. (|tr; g, Jp con(\gerges to the unique NE, if

eigenvalues of/ (") andp;, is a Gerschgorin’s circle with center0 < ;" < K., Where s; ., = TFN-DIZE] and

I and radiusy,; [J1], pi={ziz — IP| <, I —1< JBR <0fort >0, #i.

If every disk is inside the unit circle, every eigenvalueslia o )

the union of the disk and thyg.J()) < 1. Since the diagonal P700f. The proof is in Appendix K. =

element in each row of the matrix)is real, the center of Intuitively, the use offggt) within the range(0 (D) ) is

h circle li th is. The ei | b : - icei s theae
each circle lies on the x-axis. The eigenvalues are boundgdyfylin enabling convergence since it prevents the @zt

such that—3%". |Ji(;)| <g-J < >t |Ji(;)|’ Vi and thus  jng response to the proposals from the opponents. Fig. 2sshow
=i |JS)| +JP < ¢ < >t |Ji(;)| + J% vi. If the an example indicating that even if there is a unique fixedtpoin

lower and upper limits of the circle region are larger than the BR dynamic does not converge to the desired point, but the
negative one and less than a positive one, respectivdlyy.  JP dynamic can converge with a suitable smoothing parameter

—nl@ >t |J£R(t)| + (1 - nl@) and /-;Z(.t) >t |J£R(t)| + nz(.t). Since each OP behaves in a myopic manner, it would



kY = 1if 54 < JBR <0 (Prop. 7) ands!” = &\") if

. -1<JBR<-1/(N —1) (Prop. 8). For a possible algorithm
l B0 implementation, see Algorithm 1. Note that the JP strategy
06 4 o) takes place only if there is a unique NEdh The uniqueness
s \ —o— oo of NE is ensured if every OP who has a concave utility on a
\ box-constrained region fulfills the sufficient conditionRnop.
Rl 6. The sufficient condition can be verified distributivelyamy
S s ] & i e NE futdivergence the OPs who are willing to participate t An OP who does

not fulfill the sufficient condition would not participate i,
since its participation could cause the existence of nialtip
NEs which is undesirable in CoPSS. We assume that the
iteration converges much faster than any change detected in
the channel.
After the iterative distributed algorithms result in coryed
, _ _ NE, it is natural to assume that the agreement will breakdf th
Fig. 2. lllustration of NE divergence of BR fa¥ = 3. Shaded area shows BR ili f OP is | h h ili di
strategy profiles responding to opponents’ aggregate pedpdhere exists a utility of an ] Is lower than the uti 't_y c_orrespon 'n.g t.O no
unique NE at crossing point but the BR diverges. spectrum sharing. In [24] and [25], distributed algorithims
non-cooperative resource allocation games were propased t
select the maximum available parameter. Sint8 should obtain a NE. However, the strategy update step size which sim
be strictly less thamgf,)nw (Prop. 8), selectingé” = ngf,)mm ilarly acts asngt) in this paper is a predetermined constant [24]
results in divergence of the JP dynamic. Therefore, each ©Pis determined by central entity [25]. Such algorithms are
needs to select a lower value thaﬁ%m, Rgt) which can be not applicable to CoPSS scenario, since they do not ensure
achieved by using an upper bound |oi¥’**|. From Eq. (3) and the stability of NE in a distributed manner.
JBE, the upper bound ofy5 | can be obtained from an upper The converged NE is a point where one is likely to end
bound on ?f?fgg?\ which depends on the utility functiofi, up operating after the participating OP_s compete_ with one
B3:95; . apother. However, even though the NE is unique, in general,
based on the aggregate spectrum fraction from the oppanefts : g .
¢ I'is not an pareto-optimal, or even a desirable solutiomfro
B a social point of view. Thus, it is worth evaluating the
p 9
efficiency of the converged NE, enabled by a comparison
with the solution yielding a social welfare maximizatiorg.j

Algorithm 1 Jacobi-play strategy update

L oy, itelize 67 € 5. € N 8" = argmaacs Y, Us. Denote) = =) by the

3 for i € 7 do ratio of the sum of the utilities at the converged NE to the

4 Bt = BR,(BY); 67 q) one at the pareto-optimal poin8”. The value ofy indicates

5: it 8" ¢ contraction regiorthen how the efficiency of the NE solution degrades due to the

6: £ g selfish behavior of OPs ig, i.e., 1) closer tol is socially

& else ® better. In this paper, the socially optimal solution is dafxa

gf en dHiif «1 for the sake of comparison and study of NE efficiency.

10- BED — 1 kD) gD 4 B g(+D) _ OPs may dlsagr_ee to operate at the soua!l optimal solution,
11: tet+1 L if each utility at3* is lower than the one a#’, i.e., they want

12:  end for to cooperate but nevertheless act with self-interest.itndéise,

13: until Convergence a cooperative solution based on the Nash product [45] can be

computed, i.e.argmaxges [[;cn (Ui — Ui q) WhereUs 4 is

the disagreement. The converged NE can play a treat point in

such a cooperative game, since it represents the outcome in

) - . ) the event the OPs would realize their threat not to cooperate
In G, neither the utility functions nor the precise outcomgyith this disagreement, we may restrict the search space for

levels of the utility fupctions of other opponents need b@ooperative solutions to the sub-region consisting of aihfs

known to each OP. It is only necessary that each OP knoys g making the search space smaller than the case when

the behavior of the actual proposals the other OPs cormﬂbly}i 4=00rU; 4=U, , wherelU; , is the utility without CoPSS,

to the spectrum pool. Given the BR update, if the contractigR  ops who do not meet the sufficient condition in Prop.6

condition is satisfiet| the JP usexgt) = 1, acting like the may agree to operate cooperatively with, =0 or U; 4 =U; .

BR update. If the condition is not satisfied\”’  becomes 7 ’ ’

2, max
less than 1, an(ﬁz(.t) is chosen fomE”“. To sum up, we set V. NUMERICAL ILLUSTRATION
A. Parameter settings
myopic manner might result in'SIow convergence rate. Each OP is assumed to have BSs with a density equal to

"'Conver?ence speed depends on how close dominant eigerisaioe0  inter-site distance o600 m [46] and cellular users with 5
[40], ey =1/(3, |7 O 41), Vi, (Lemma 4). times the BS density. The distributions of BSs and cellular

C. Proposed distributed algorithm

Swhen >, [J5R| < 1, k) > 1. Thus, the consequence of the
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users are independent. A cellular user is associated with tb the cellular user density. We depict the spectrum frastio
nearest home-operator BS. The intra-D2D and inter-D2Dsuseontributed by the OPs in Fig. 4(a), and assess the sum rate
are randomly distributed with densities! and X\ = }~,\;. gain for the OPs as compared to the case without inter-
In the numerical illustration, we usg=4;"**=1 and thus the D2D support in Fig. 4(b). The gain is computed as follows:
densities are assumed to be the ones after a mode seIecéonﬂQijw?'CQ?Jﬂgf'%f where Q¢, and Q¢, are the average
take a 3GPP propagation environment [46] into account Wi}(éutgswé%'géﬁalgr'ﬁgoers and intra-D2D users for the caseowith

a distance-based pathloss functign) in dB: 37.61og,(r)+  inter-D2D support, evaluated after setting the user foacth

15.3 for the cellular mode andi0.0log,(r)+28 for the D2D  jnier.p2D mode; = 0 and the D2D spectrum allocation factor
mode, where is the distance in meters. The D2D link distance, _ 0, with the D2D spectrum allocation factg? given

is fixed tod=10 m. We use fixed transmit power levels equak,o constraints and 2. In general, asymmetric C;Ps would
to 10 dBm for the D2D mode an@3 dBm for the cellular coniripute unequal amounts of spectrum. All OPs experience

mode [11]. The target rates for cellular users and intra-D2[y formance gain. One can see that symmetric OPs achieve
users in D2D mode aref =0.1 and 7¢ = 1.0,Vi. Each OP around145% gain.

contributes the positive spectrum fractigsf;™ = 0.01. For densities\¢ < 5, OP 1 who has less network load
contributes the higher fraction of spectrum to the spectrum
B. Convergence pool, see Fig. 4(a), since it has enough capacity to satisfy

Fig. 3(a) shows the concavity of the utilities with respedts own constraints. Hence, the opponents enjoy more benefit
to 3;, proven in Prop. 1, and the monotonic property diom CoPSS than OP 1 does, see Fig. 4(b). The inter-D2D
the constraint set with respect #, proven in Prop. 2. user rate is larger than intra-D2D user rafE, > Q¢, since
As the optimal intra-mode selection, we haye — "% the total amount of spectrum committed to the shared band is
at each iteration, due to Prop 2. Thus, from Props. 1, arger than the one allocated to intra-D2D users in D2D mode,
every OP has a concave utility on the box-constrained regigh> 3. However, due to the decreasing fraction of inter-D2D
pmin < B; < gmar(§maz) From Prop. 6, the uniqueness olusers,w;, the gain obtained by OP 1 decreases along with
NE is guaranteed if every OP meetd < JﬁR < 0,Vi. the densities\¢ < 5. Meanwhile, for density around{ = 5,

' . all OPs come to have same network load and thus OPs 2

i EVe¥hd 3 who benefited by contributing less spectrum fractions
contribute more, and OP 1 contributes less spectrum. All OPs

Proof. The proof is in Appendix L. O achieve equal gains at' =5. On the other hand, for densities

: ¢ >5, OP 1 contributes only a small fraction for the signaling

78:|2Jhe B;;O”V?rg,es to the ‘?”'q“? ’\_IE forchannel. Other OPs still benefit by contributing some fracti

557 |~ | o508, | VinJ € {1,2}, is satisfied. jo 5 _0.15and0.34 in overlay and underlay, respectively.

. . ny One can see that OPs using the underlay principle would
Proposition 11. The JP convergt()es to the unique NE’fE 'S contribute more spectrum for inter-D2D communications| an
set o be Ies; than or equal Ré =2/(1+ (N - 1)|J£R ) experience less performance gain, under the same constrain
where|.J[7| is an upper bound t¢.J7*|. target values with the intra-D2D overlay approach. While
Proof. The proof is in Appendix M. 7 cellular and intra-D2D users suffer from the mutual interfe

_ ence and less average spectral efficiency, the underlayngche

Fig. 3(b) shows an example on the convergence of #Bnears to achieve higher rates for cellular and intra-Dgsi
dynamic to a unique NE for symmetric OPs. For robugfye to wider spectrum allocation. This enables an OP to have
cc()t?vergence, each OP independently selects a proper delagfough capacity satisfying its own constraints. Thus, an OP
k; ', compensating for the instability of the BR dynamic. Atontributes more spectrum and achieves less gain compared t
t=1, each OP finds the strategy profilé") = 0.24, which the no spectrum sharing case where a higher rate is already
is not in the contraction region. As shown in Algorithtm obtained in underlay compared to the overlay scenario.
each OP uses the bounded paraméf@r:().% as nl@, and Fig. 4(c) shows the efficiency of the non-cooperative so-
updates the strategy profile resultingﬁ;ﬁl) = (.22 which is lution, the ratio of the utility sum at the NE point obtained
in the contraction region. Then, the strategy profiles wél bby Algorithm 1 compared to the utility sum at the pareto-
set in a similar way for the next iteration and so forth. In theptimal point,«. A socially optimal solution can be viewed
end, the JP dynamic converges to the unique RE= 0.12. as one type of fair allocation. The weighted P.F utility ftiog
Fig. 3(c) shows a divergence of the BR for the same parameadpcates resource more fairly between two groups, e.tga-in
setting as in Fig. 3(b). The BR is not a contraction due taperator users and inter-operator users. An OP with thisyuti
g :JﬁR(t) <—0.5 for N=3 OPs and: > 0. It should be who might be able to increase its own utility by allocating
nevertheless noted thdg.(t) are between-1 and0, vt > 0, SPectrum to the intra-D2D users or to the inter-D2D users,
ensuring that there exist a unique NE (Props. 6 and 7). tends to avoid choosing an extreme value in h_|s own strategy

space for preference maximization. Such a rational mamer i
P.F utility function brings more fairness among OPs, and thu

yields a result closer to the optimal one. The obtained NE

We evaluate the performance of the OPs for different intr%ﬁiciency can be used as a lower bound for a two-operator
D2D densities for OP 1\{, while we fix A\ and\{ to be equal

Proposition 9. The uniqueness of NE is guaranteed,
OP has a concave utility w.rs;.

Proposition 10. (
N =2, if the DSC

C. Performance



Weighted Sum

utility

Weighted Sum utility
Weighted P.F

2

o
Y
&
o
)

0.2 0.25 03

Spectrum fraction, 3, 100 0 5

= = = Underlay p

Overlay

Upper limitof 3, g™
o
° &
Al
.
A}
.
AY
\
)
)
o
©
8
g0
i
S o .
o o« I
g 2 &

0.4 05 06 0.7
Mode selection parameter, [

@

4 50 60 70 80 90 100 0 5
Iteration, (t)

(b)

0 10 20 30

Fig. 3. (a) Concavity and monotonicity, (b) Convergence Bf dnd (c) Divergence of BR to a unique NE, whih= 3.

20 25 30
Iteration, (t)

(©

35

40 45 50

11

05m T T T T T T T 284 1
~8 Overlay || —&—MNO 1
L o
0.45 LY - = = =Underlay | | —&— MNO 2 26 !\ i 0.95 A
oal v ——MNO 3 v A‘A—AA—A'A"A-A-AA.-AAFA&A-A‘A'A'
~ \ 241 0.9 R
o v
- 0.3 \ & A=G A= A=G A-G A o A s
g & 22 s A e o, o~
§ o3 \ §085',y0‘°‘ te-®
g c \ 5]
8 o
£ 0251 8 2 L] =l —A— Weigthed P.F
£ | . Overlay || —&— MNO 1 B 08 —0— Weighted Sum |
g 02, 18 % = = =Underlay | | —a— MNO 2 u
N
& 015F a s —6—MNO 3 075
18, - >
0.1 fo-bo-anca o, Frm
n LIS 1
0.054 141 S s % a.g - 07 — Overlay
: b A-0- A-0- A-o 4B T - = Underlay
n . . . . . . N N
° . 12 . . . . . . . . 0.65
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
Intra-operator D2D user density, Af Intra-operator D2D user density, Af Intra-operator D2D user density, )\“’
@) (b) (©)

Fig. 4. (a) Spectrum fraction3;, (b) Performance gain, and (c) NE efficiency, w)rg{, when N = 3 and A;.i22 =5.

non-cooperative spectrum sharing game, since increabiag (W *3R*)"” <0 whereW¢ =w?(1—6; Hws (1—q), We=wds;,
number of OPs leads to the NE efficiency compromise.  andW; =w3q, which narrows down t(ﬁw—_Ug =(WIBIRI)" +
(W$BR*)" < 0, by using the coverage probability for the
VI. CONCLUSIONS cellular uplink, R¢, derived and verified in [28] where the
We studied spectrum allocation for D2D communicatiofellular system is interference-limited. The constram{(1b)
considering different mobile network OPs. We modeled traffects the upper limit of3; for a fixedd;, proven in Prop. 2.
interactions between OPs as a non-cooperative game. Wi maximums of the D2D user ratég) andQ; are along the
showed that the formulated game has a unique NE if evepprder of the feasibility region, i.eﬂf:l—ﬁi—% > 1-3;—55.
OP has a concave utility on the box-constrained region aB§ using the Leibniz rule [31] andy = U5 — 1, both
all eigenvalues of derivatives of iterative response pge@e terms are negative(3¢RY)"” < 0 and (BR*)"” < 0, thus
less than unity. Uniqueness can be identified in a distribut@;,i// <0 andQ$” <0, proven in [7]. For intra-D2D underlay
manner. The non-cooperative algorithm based on the OPts bigsthe weighted sum rate utility3s and s8¢ are replaced by
response might not converge to the NE due to myopicalbzz;d’ yielding g;Uzi = (WIBLRIY 4 (W5BR%)" < 0. In a
pverre_a_lctlng to the responses of the other OPs. To.resotvfa @milar manner, we havess? R4)” < 0. In the P.F rate utility,
instability, we proposed a JP strategy update algorithrh @it 521, wi{Q?.Q?"—(Q9)?} | w{Q:-Q2"—(Q)?}
proper smoothing parameter. Using the JP update we were abte Q¥* * Q3 <0, holds
to study the system and draw useful remarks. Asymmetric Ofge, due toQ7” < 0 andQ;” < 0.
contribute an unequal amount of spectrum for D2D support.
An OP may contribute a small amount of spectrum, but still tr@. Proof of Proposition 2
opponents may have the incentive to contribute more dueeto th
D2D proximity gain. We illustrated that participating OPgyn
experience significant performance gains depending on
operator-specific network load, utility and design corietsa

We show thath¢ and h¢ are increasing i) ing¢d, B¢

t(m}d B¢, and ii) in §;. i) For a fixed ¢;, h‘ii is increas-
d

ing in B¢ and in 3¢%, respectively. We shOV\g—g; > 0.

By using the Leibniz rule [31], and¢ = 1, it is suffi-

APPENDIX , (P1) o ;- 7BE/m—siz(y_ Py
" cient to showdhd/apd > [ 2 g,
A. Proof of Proposition 1 S 5o B o) B Bt Pt
i P B - —0i i(pt+ ptéic 2— _ Pyl(d)
For intra-D2D overlay in the weighted sum rate utility, Weo+5:% + i > ;¢ >0 there n =~
2 . . o0 270; A, )r —
show gﬁs’g = wiQY"+wi Q5" = (WeBLRS) +(WIBLRE)" 4+ inequality (1) holds true due tof; %dr < vé;e



12

andc = 27A¢ [ dGLY Equality (p2) holds true due to sign(det(—H(3'))) = 1, no matter whetheB' is interior or

0 1(d)
IS W dx:prpch% where p = %d boundary NE.
= 61-c,_andE1 (z) is the exponential mteg_ral. ng»r+5i§ > 0, D. Proof of Proposition 4
inequality @3) holds true due to a continued fraction form ) ) _ ) ) o
of Ei(z) larger than <= from [31, 5.1.22]. Thush¢ is The mapping function)M is typically defined implicitly

increasing inB¢ for th(laJrig;nra—DZD overlay, and also igs? through the first-order conditionsThe first order conditions
for the intra-D2D underlay after replacingf by g¢?. Since & 9Ui(Mi,8—)/05; = 0 hold for all B_; [36, p25]. For
he is linearly increasing inge, g™ B4 and getmin  J # i we differentiate the first order condition far with

%U; OM; | _9%°U; _ ialdi
determineg e, respect tos;, then 987 98, + 2808 =0, yielding

i) For a fixed 3;, h¢ is increasing ing; for both DM (8;) 62U1.(Mi(ﬁ_im_i)(62U1(M(ﬁ_im_i))*1 3)

intra-D2D underlay and overlay. We ShO\%ad > 0. In 9B; 96:0p; 0p7
a similar manner to i) above, it is sufficient to showrhe Hessian matrix is defined éég,@’):[VmVug - Vuy]?

’ ’ / 217, 277, . ..
oni _ pgd [ 7’1'61(1ﬂ5z»(01+02))d7 (p>4> 5d OOMM(@ whereVu; = [62159];3_ 622223_ BSN%}B_] is i-th row of H(3')
83%’ PN o oo 2Ly (r)r e and can also be expressed as a multiplication of Nve N
g7 (B¢ /m) = 0 where ¢7 = |, g dr and €3 = matrics,H = HU H”. The matrix,HV=[H]y; ; has elements
Jo% e dr for the intra-D2D underlay, an@% = with HY = %26? for i=4 and HY =0 for i # j. The matrix,
0 for the intra-D2D overlay. Note thf_;\t the probability a BS;r_ [HZ]v: ; has elements witti = 1 for i—j and H, =
is active, ; [28], decreases ir;, since less D2D users g, for i j

select in cellular mode. Thus/ is negative andC} is 9B;
non-positive. Inequality 74) holds true due tol — 6C7 —
dC% > 1 — 6Cy for both intra-D2D underlay and overlay. - ) )
Inequality (5) holds true due toC] < ¢ in P¢ where The/condmon for the contraction mapplgi%%ﬁ =

e = [ 27A4(r)r/i(d)dr, and due to the relation ipg) [[M'(8)lle < 1 (Lemma 1), is equal to); =55~ <
where p = &;¢; and ¢ = S¢/n. Thus, h? is increasing 1,vi which can be expressed as, according to Eq.

E. Proof of Lemma 3

. ’ 277. ’ 277, ’
in §; for both intra-D2D underlay and overlay. For a fixed3), >_; Imﬁ—ﬂ(f’)l = sl — %/%I =
Bi, h§ is increasing ing; for the intra-D2D overlay. We > \‘fléijgg’;‘\ < 1,vi and thus satisfies a row diagonally
J#i |=Hyi (B ’

c [ pepe (¢! el /
show 0h¢/06; = fy™ B Py (v — vi(C5+C0) /(L +dy>  yoifinan matrix,| — Hyu(8)| > ..., | — Hi;j(8)|,Vi. If
0. Note that the portion of time a user in cellular mode N . e o .
is active in the uplink,v¢ [28], increases ins;, and v¢' . (8") is row diagonally dominant with positive diagonal

. - . : elements ensured by the concavity of the utiliy, has a
is positive, since less D2D users select in cellular modé y y it

Thus, we showfooo BPE (—CL—C1) /(1 +7)dy > 0. We positive one index (Lemma 2).

have Cy = [° ai2n\~i(r)r/(I(d) + 4I(r))dr < 0 due

to o < 0. Thus, the inequality above holds witf} = i . )

0 for the intra-D2D overlay. However, for the intra-D2D According to Lemma 1, the condition based on the in-

underlay, the inequality above does not hold yet due finity norm is sufficiently satisfied if each absolute row

C = [ 2a\241(r)r/(I(d) P,/ Py + v - I(r))dr > 0. Instead, SUM of the jacobian matrix based on Jacobi update is less
=15 2mAA(r)r /() Pe/ Pa+y - U(r))dr = 0. ' ) ; nog®

as discussed in Section I, we identiff yielding 5% > B¢<. than one,>_; [J;;’ <BRL Vi where >0 [ = |1 —

To this, the constraint in (1b) is strictly satisfied wilf, fO 4w 5] The conditiony” 71| < 1

or the constraint in (1c) is violated wits¢?, i.e., 7/ > implies thamgt)(zj# |J£R(t)| —1) <0 for ml(-t) <1 and

fsiﬂflRﬂ_ﬂg:_rf/fg- To sum uphd is, in the intra-D2D overlay, “z('t)(z#i |J£$R(t)| +1) < 2 for &Y > 1. Therefore, if

increasing ins; ;;md |n(_$1-, and al_so,_m the intra-D2D underlay,Z » |JiB_R(t)| <1, %, |Jl_(;)| < 1is satisfied foro < th) <

increasing in5¢* and ind;. h$ is, in the intra-D2D overlay, —/7* "% BR(t) J v (t)

is increasing ing¢ and in 4, and also, in the intra-D2D 2/t(z.j¢i|‘]ij Hgt)l) [41, p'537]39?;(1§ W < k; (tg) 1 for

underlay, increasing i¢d. And with ¢ > 7RI /R¢|ga_, ki@ <landl <rp  <2/(32, . 1J; [ +1) for k" > 1.

the constraint set has ascending property.

F. Proof of Proposition 5

G. Proof of Lemma 4

. . . . The conditions for the lower and upper limits of the Ger-
We consider the row diagonally dominant matrix where the o . .
. . / schgorin’s circle region to be in absolute value less tham on
diagonal element in each row cfH(3') exceeds the sum . £ () BR(t)
: . . can be expressed in terms 9f ask;, (O |+
of the moduli of the off-diagonal element. Then, in each row ® BR(®) g JFi 17
of —H(3'), we have|— Hu(8)] > S .on | —Hij(B)] > 1 < 2and (32, [J;;| — 1) < 0, respectively. We
jALIEN J . ) .
Siigen | =Hij(B) = Y sen | —Hij(8')],Vi. Thus, observe that the condition for the upper limit 8" > 0 if
if —H(B') is row diagonally dominant with positive diag->_;; | gR(t)| <1, while the condition for the lower limit is
onal elements, arbitrary pr_ir_mipal sub_—matricesH(ﬁ’)_W Hz(f) <2/(Z#i |J£R(t)|Jr 1). Since the maximum eigenvalue
for any N* C N are positive row diagonally Ido_mlnant,is less than one, instability off() can only be caused
and have positive determinants [40]. That isH(3') is P-

matrix, and@’ always has a positive one indekpd(3') = 51t only tells us about the behavior dff near the point3

C. Proof of Lemma 2
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by the minimum eigenvalue. If the minimum eigenvalue i&. Proof of Proposition 8

less than—1, the BR is not stable according to Remark according to Lemma 5, all of the eigenvaluesiff) are in-
4. Satlsf)(/tl)rlg the Condjl'%olg(t;‘or the IO\]:fv-e-r I|n|1|t of the C'rﬁleside the unit disk, if (iJ, = HE“JS’R <0, (i) |Jii—J;| = |1—
region, r;” <2/(>_,|J;; | + 1) sufficiently ensures the ’fz('t) _ ngt)JﬁR| < 1,4, and (il) 3, (=) /(1 + i — J,) =

convergence of the JP scheme.
9 S~k IER) /(2 — £ — kD JBR) < 1. For (ii) above, we

H. Proof of Lemma 5 have —+(" (JB% + 1) < 0 and —&{" (JER + 1) > —2. If
The characteristic polynomial of can be written a&/(§) = JﬁR < —1, then nl(-t) < 0. Thus, it should be]ﬁR > —1.
det(E1—J) = det(é1-A—Q-17) whereA is N x N diagonal This results in the following range, < x\" < 2/(1 + JER).
matrix, diag[Ji1 = Ju, -+, Jny—Jn], Q18 N x 1 column  The condition (iii) above is satisfied if each OP satisfies the
vector,[Jy, - -+ ,.Jy]", and1” is 1xIV row vector. Using simple following Condition_ﬁl(_”J;?R 2-— k" — Kl(_t)JgR) <1/N,
algebra,G(§) = det(¢l — J) = det(¢] R ﬁ -Q-17) = equivalently x{" < 2/(1— (N — 1)J5%). Due to JJ# <
det(§1 — A) - det(I — (S = A)71Q- 1T? = det(€1 = A)- o x® < 2/(1+ (N —1)[JBE|). To sum up, we have
(1—-17(&1 - A)71Q) where(¢1 — A)~ ! is a diagonal matrix '
due to the fact that inverse of a diagonal matrix is diagona|. i : t,max
The equality (p1) holds because for alkelement real column %/(1 + (N_ — DIJZ"]). When (_t)l < TS SN =),
vectors,z andy, we havedet(I + = - y?) = 1 + y7 - x. the BR will not converge and; ;. becomes less than one.
Therefore, we havédet(I—(61-A)~'Q-17) = 1+¢(¢) where N
g(€) = —17-(1-A)~1Q, and thug3(¢) = (1+¢(¢)) I1,(6— L. Proof of Proposition 9
d;) = 0 whered; = J; — J; andg(&) = >, ‘,;—{i noting that  According to equation (3), the sufficient condition in Prop.
(61 — A)~'Q is a column vector. Without loss of generality6 can be expressed asl < J = —97%U;/9%,U; <0 where
we could let¢; <---< &y andd; <---< dy. If G(€) is a 93,Ui=0%U;/(05.08,). Due to the utility structure subject
continuous polynomial, then the eigenvalues/of,,--- ,£y, to the system framework in CoPSS scenario: in-band overlay
are the roots of¥(¢) = 0. There exists a rody, if there exists spectrum allocation, i.e3¢ + 3; = 1, and a shared spectrum
two numberse/" and £9e, ¢t < ¢ < £me* such that pool usage, i.e.3 = Y, B, we haved;;U; = wid,U; =
G(¢) evaluated at™" and £"* shows opposite signs duew;02U; and 02U; = wi02U; + (1 — wi)02UE, whereU;
to the continuous property af(¢). Note thatg(¢) = —1 can and U¢ are the performances for inter-D2D users and intra-
be evaluated af # d;,Vi, and the roots ofj(¢) = —1 are D2D users, i.e.JF = QF or UF = log(Q¥F) for k-type users,
identical to the roots of¥(¢) = 0. g(¢) is continuous in the yielding J5# = —{w{d%U:} /{w;0iU7 + (1 — wi)OZUM .
following intervals(—oo, dy), (d1,ds), - - - , (dn,+00), and it Thus, the sufficient condition is satisfied if Ju;02U;? +
haslime oo g(€) = lime 100 g(€) = 0. WhenJ; <0, g(¢) (1 — w$)9ZUZ| > |widZU#| for 0 < wf < 1, and ii)
decreases due tdg(£)/0¢ = >, Ji/(€ —d;)? < 0. And it signi{widZU;7 + (1 — wi)oZUL} = sign{w;dZU;} for 0 <
haslim, , ;- g(§) = —oo, lim,_, 4+ g(§) = +00,Vi. g(n) Is  w; < 1, which are met by the concavity &f; for 0 < wj <1
positive fordy < &x < oo due to the continuity property andyielding signdZU;) = sign(02U;) = sign(02U¢). That is,
the lim¢_, 1o g(§) = 0. Hence, the roots of(¢) = 0 are in the sufficient condition is always met for amy; in (0,1), if
(—o0,d1), -+, (dy_1,dNn), thus—oo < & < d; andd;—; < the utility of an OP is concave with respect fip for any w;
& < d; where2 < i < N. Fori # 1, |&| < 1 is guaranteed in [0, 1].
if -1 < dy anddy < 1, because; where2 < i < N is
betweend; anddy, which can be ensured by;| < 1. For M. Proof of Proposition 11
) = 1, |&| < 1 is guaranteed if—1. < §1 < di, because  The upper bound, |JZ%|, can be obtained by
&1 is between—oco andd;. The condition can be ensured by =~ (p1) / T
g(—1) > —1, becausey(¢) is decreasing in(—oo,d;) and |jOMN€+nyd7| < |f§°%d’y| where (p1)
9(&) = —1 since&, is a root of1 + g(¢) = 0. Hence, the holds if 4> 0. 7" is obtained by the RHS of (p1) faZ%|.
condition for—1 < & < dy isg(—1) =, Ji/(1+d;)>—1.

-1 < JBR <0, and0 < o &\ where k"
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