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Abstract Rolling element bearing defects are among the
main reasons for the breakdown of electrical machines, and
therefore, early diagnosis of these is necessary to avoid
more catastrophic failure consequences. This paper presents
a novel approach for identifying rolling element bearing
defects in brushless DC motors under non-stationary oper-
ating conditions. Stator current and lateral vibration mea-
surements are selected as fault indicators to extract mean-
ingful features, using a discrete wavelet transform. These
features are further reduced via the application of orthogo-
nal fuzzy neighbourhood discriminative analysis. A recurrent
neural network is then used to detect and classify the presence
of bearing faults. The proposed system is implemented and
tested in simulation on data collected from an experimental
setup, to verify its effectiveness and reliability in accurately
detecting and classifying the various faults.

Keywords Fault diagnosis - Rolling bearing - Feature
extraction - Feature reduction - Recurrent neural network

1 Introduction

Condition monitoring and fault diagnosis of electric motors
is necessary to optimise maintenance and improve reliabil-
ity levels in critical applications such as in aircraft ailerons
and rudders (Brown et al. 2009). Faults typically start off as
marginal defects which escalate over time.
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Early fault detection and diagnosis (FDD) with condition
monitoring renders it possible to perform important preven-
tion actions, thereby avoiding economically damaging losses
of elements and parts, through an adequate maintenance
management system, as well as avoiding stalled production
(Tavner 2008).

Bearing faults are common faults in electric motors and
represent about 40-50 % of all motor faults (Jin et al. 2013).

The bearings of motors used in industrial applications are
typically subject to non-ideal conditions such as overloading,
misalignment, electrical fluting and inadequate lubrication
(Wuetal. 2013). A bearing structure consists of an inner and
outer race, or ring with grooves, and a set of balls or rolling
elements placed between these, as shown in Fig. 1. where
Bd: The ball diameter, pd: The diameter of the bearing it
measured from ball centre to opposite ball centre and 8 : The
contact angle.

Bearing faults can be classified into two main categories:
a single localised defect on a bearing surface, and a gener-
alised roughness where a large area of the bearing surface
has degraded and become irregular (Zhenyu et al. 2009).

The result of such defects is the continued loss of the geo-
metric accuracy of the rolling contact surfaces, and gradual
deterioration of the bearing function, leading to increased
deflection, friction, temperature and vibration.

Many techniques have been used for rolling element bear-
ing fault diagnosis and can be classified depending on the
type of measurement involved. These can be, for example,
vibration, temperature (Patil et al. 2010) or acoustic mea-
surements (Delgado et al. 2011).

Vibration measurement is the most widely used and effec-
tive way to detect rolling bearing faults, but does not give a
clear indication of faults at low speed. Vibration can be picked
up from other mechanical parts, thus leading to false posi-
tives. Furthermore, because vibration signals are related to all
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ball

Fig. 1 Main bearing design parameters

the mechanical elements, they only allow for fault detection
rather than fault diagnosis. In order to increase fault diagno-
sis reliability, especially for critical applications, in addition
to vibration, the stator current signal can be used as another
fault indicator (Trajin et al. 2009).

Ithas been shown to be an effective rolling element bearing
fault indicator, especially at low motor speeds (Immovilli
et al. 2010). Moreover, the use of a current sensor does not
necessarily increase the cost of the system, as current sensors
already form part of power protection circuits used in such
systems (Bediaga et al. 2013).

Thus, the combined use of both vibration and current sig-
nals will provide a more robust fault detection and diagnosis
system without a significant increase in cost, and this is the
approach used in this work.

From the measured vibration and current signals, the dis-
crete wavelet transform (DWT) is used to obtain the best
features from the signals. Wavelet transformations have been
shown to be a powerful tool for dealing with non-stationary
vibration signals. Kankar et al. (2011) presented two criteria
to select the best wavelet features: the first of these is based
on using maximum energy-to-Shannon entropy ratio, while
the second is based on maximum relative wavelet energy.

To reduce additional computational time for fault classifi-
cation, an accurate dimensionality reduction tool is needed to
select the most informative features from the wavelet feature
set. Different feature reduction methods such as principle
component analysis (PCA) (Zhang et al. 2013) and empiri-
cal mode decomposition (EMD) (Camarena et al. 2014) have
been used to reduce feature redundancy.

In this work, orthogonal fuzzy neighbourhood discrimi-
nant analysis (OFNDA), mostly used in medical data analysis
but not previously used in electrical motor fault diagnosis sys-
tems, is implemented as a new approach for feature reduction.
Basically, OFNDA works to maximise the distance between
features belonging to different classes, while minimising the
distance between features in the same class (Khushaba et al.
2010).

Recently, artificial intelligence (AI) has been introduced
into the fault diagnosis process for condition monitoring,
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including techniques based on fuzzy logic (FL) (Xu et al.
2009), neural networks (NN) (Mahammed and Hiyama
2011), genetic algorithms (GA) (Samanta et al. 2004), adap-
tive neuro fuzzy inference systems (ANFIS) (Yilmaz and
Ayaz 2009) and support vector machines (SVM) (Sugu-
maran and Ramachandran 2011). AT aims to generate classi-
fying expressions simple enough to be understood easily by
humans (Michie et al. 2009).

Diagnostics of electrical motors operating under constant
speed conditions have been extensively investigated in the lit-
erature (Yang et al. 2002; Subhasis et al. 2005) and (Rao et al.
2012). For example, artificial neural networks (ANN) pro-
vide an excellent mathematical tool for modelling nonlinear
systems, and static multilayer perceptron (MLP) type ANNs
trained using the Back- Propagation (BP) algorithm have
been extensively applied for the fault detection task under sta-
tionary operating conditions (Vachtsevanos and Wang 2001).

However, the response of a static network at any instant in
time depends only on the value of the input sequence at that
same time instant. In real-life applications, there are several
circumstances where the motor is never operating at a con-
stant speed or with a constant load, such as in automotive and
aircraft applications (Sadough Vanini et al. 2014).

Dynamic neural networks (DNN) are more versatile than
their static counterparts and provide the capability to learn
the dynamics of complicated nonlinear systems that con-
ventional static neural networks cannot model (Xuhong and
Yigang 2005). DNNs have been successfully applied for fault
diagnosis (Hyun et al. 2010), and studies have shown that
their use can improve the fault prediction accuracy of elec-
tric motor condition monitoring systems.

The aim of the work presented here is to develop a new
bearing FDD scheme for Brushless DC (BLDC) motors for
use in high performance applications, which can accurately
detect faults in real time and provide useful information about
the same. In order to achieve this, the novel use of OFNDA
features containing meaningful information is fed to a DNN,
to diagnose faults during motor operation.

Another novelty lies in the experimental tests carried out
using the aforementioned technique to recognise and clas-
sify three different types of localised bearing faults: cracks
in both inner and outer races, and crushed bearing-balls. Fur-
thermore, while previous work has dealt with fault diagnosis
under stationary operating conditions, in the present work
the rolling element bearing faults are diagnosed under non-
stationary load and motor speed conditions.

The technique developed here has also been used success-
fully to diagnose unbalanced mechanical loads in trolling or
permanent magnet brushed DC motors (Abed et al. 2014) as
well as its used to diagnosis bearing fault sunder stationary
operating conditions (Abed et al. 2014).

With regard to the structure and content of the paper, fol-
lowing on from this introductory material, Sect. 2 describes
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Function generator BLDC motor

DSD806 Digital Drive

Fig. 2 Experimental arrangement

the experimental setup and data acquisition system. Sec-
tion 3 outlines the fault diagnosis process used in this study,
while Sect. 4 details the feature extraction and dimensionality
reduction techniques employed. Section 5 describes the inno-
vative fault classification procedure based on a RNN. Sec-
tion 6 presents the experimental results obtained and lastly,
conclusions are drawn in Sect. 7.

2 Experimental Setup and Data Acquisition

A laboratory prototype motor driver has been built for the
experimental setup, as shown schematically in Fig. 2. Table 1
lists the components used for this setup. It consist of a
1.2kW, 4000 rpm, 50 Hz three phase BLDC motor, connected
through a flexible coupling (D30 L42 SY) to a permanent
magnet DC motor operating as a generator and acting as
a load. The load was varied by using a rheostat connected
to the permanent magnet motor. A 24V lead—acid battery
was used to supply the BLDC motor, through a digital servo
drive DSD806. A three-axis accelerometer ADXL325 with
a full-scale range of 5 g and bandwidth of 0.5-1600Hz was
mounted on the motor bearing to collect vibration signals.
Additionally, a current sensor ACS714 was used to read the
stator current.

Data from both the sensors were logged to a PC using
a data acquisition system (NI USB-6009) multifunction I/O
device at a sampling rate of 3kHz for 30s periods. WM1
Ball Bearings (6000 ZZ) have been used for the study with
the following characteristics: a ball diameter (Bd) of 3mm,
a bearing diameter (Pd) of 25mm, inner diameter of 14mm.

Data were logged under healthy operating conditions as
well as with the motor running with each type of bearing
defect (Jin et al. 2013) (inner, outer and ball faults) as shown
in Fig. 3. For each of these, the tests were carried out at three
different constant speeds (600, 900 and 1200rpm), while

Variable resistive load

Experiential DC motor with

flexible coupling

Data acquisition
system

Table 1 Experiment setup requirements

Item Equipment

BLDC motor
Flexible coupling
DC generator

DC power supply

1
2
3
4 Motor driver
5
6 Variable resistive load
7

Data acquisition system

varying the load from no-load to 100 % of the rated load, and
then again at three different constant loads (no load, 50 %
rated load and 100 % rated load) while varying the speed
from 600 to 1200rpm. Thus, 24 distinct tests were carried
out to record data under normal and abnormal non-stationary
operating conditions.

3 Fault Diagnosis Process

The proposed methodology as illustrated in Fig. 4 contains
three stages: first stage is data collection during experiment
test (stator current and vibration signals); second stage is
features extraction and reduction and the last stage is fault
classification using a DNN.

It can be seen from the vibration and current signals that
the amplitude of the time waveform signal under a fault defect
is much more than in fault free cases, and generally, the
amplitude of the time waveform signal decreases when the
load decreases.

Figures 5, 6, 7 and 8 plot the current and vibration signals,
and their respective frequency characteristics, of a BLDC
motor operating under normal conditions and with different
bearing faults, at full load and variable speeds. The signals
were sampled at 3 KHz and have a duration of 30s.

@ Springer



J Control Autom Electr Syst

(b)

(c)

Fig. 3 Bearing defects: a inner-race crack, b outer-race crack,
¢ ball-crush defects

Figure 5 shows the original stator current and raw vibra-
tion time waveforms under normal conditions at while
Figs. 6, 7 and 8 represent motor performance at bearing faults
inner race, outer race and ball bearing defects respectively.
Generally, the time waveform is very complicated and the
general vibration level of the signal is higher than under nor-
mal conditions. As can be seen from the vibration and cur-
rent signals, the amplitude of the time waveform under fault
defects is much more than in the fault free case, and gen-
erally, the amplitude of the time waveform decreases when
load decreases.

4 Feature Extraction and Dimension Reduction

When a single localised bearing fault occurs, the contact
between the local defect and its mating surface produces an
impulse with a short duration and an approximately expo-
nential damping rate. If the rotational speed is constant, the
impulse will repeat at a constant interval and this repeti-
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Data acquisition system to acquire vibration
and current signals
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|
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| Training DNN |

Is DNN
training
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| Training DNN with testing data set |<—

DNN output l

|
|E:ﬂ Outer | | Ball

Fig. 4 Fault diagnosis process

tion frequency of impulses is called the fault characteris-
tic frequency (Wang et al. 2014). However, bearings often
work under non-stationary conditions (variable speed, vari-
able load).

In such operating conditions, the impulses do not appear
periodically and hence the envelope analysis methods, as well
as any other techniques based on the assumption of constant
rotating speed, are no longer applicable. Feature extraction
is usually the first step in any pattern recognition system
following the pre-processing step.

Extracting the most significant features is crucially impor-
tant in most pattern recognition problems.

Motor signals may be processed using three techniques:
time-domain analysis, frequency-domain analysis, and time-
frequency analysis. Frequency analysis using fast Fourier
transform (FFT) is not suitable for non-stationary signals.
On the other hand, Short Time Fourier Transform (STFT)
has limitations related to constant windows for all frequen-
cies and is computationally expensive.

Wavelet transforms (WT), on the other hand, have the abil-
ity to explore signal features with partial characteristics and
analyse signals with different time and frequency resolutions
(Goharrizi and Sepehri 2010). Mathematically, the wavelet
and scaling functions can be represented as the following
expressions (Seshadrinath et al. 2014):
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Fig. 5 Vibration and current signals for motor operating at variable speed and full load with healthy bearing
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Fig. 7 Vibration and current signals, and respective frequency spectra, for motor operating at variable speed and full load with outer-race crack
bearing fault
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d(j,n)=2j/2[mx(t)@(t—n)dt 3)

The DWT approach has been successfully applied to
detect and locate faults, together with identification of the
severity of the faults (Seshadrinath et al. 2012). The same
approach can be extended to identify other types of faults,
with a significant reduction in the computation time com-
pared to other signal processing techniques (Jun et al. 2013).
The three levels of discrete wavelet decomposition are shown
in Fig. 9. At each level, the original signal (A, (k)) is decom-
posed using low g [n] and high pass filters % [n] into a detail
(dj) component, which represents the high frequency com-
ponents and approximations (a,), which are the low fre-
quency components, by correlating the scaled and shifted
versions of the wavelet as in Eq. 4.

@ Springer

The correlation between the signal and the wavelet at each
level of scaling and shifting is termed the wavelet coefficient.
The resolution of the signal, which is a measure of the amount
of detail of information in the signal, is changed by the fil-
tering operations, and the scale is changed by changing the
window size. Resulting from the DWT decomposition, a set
of wavelet energy signals (d;) and (a;) are obtained and can
be described as (Antonino et al. 2013):

Aoty =S o6 (1) + Z,"-; > ol

=an (1) +dp (1) +---+d “

The choice of mother wavelet in DWT is important for
better resolution of the signal in time and frequency domains
and selected by trial and error. Deubechies (db2, db4, sym4
and coif2) were tested and according to Safavian et al. (2005),
db4 was found to be suitable in detecting transient behaviour
in power system signals.

In the present work, six features were obtained for each
signal: five details (d1, d2, d3, d4, d5) and one approxima-
tion (al) using db4 as the mother wavelet function. It can be
observed from Tables 2 and 3 that the wavelet energy of the
detail coefficients d1 are varied after the occurrence of a fault
under both variable load and variable speed conditions, by
50 and 76%, respectively.

The two signals (current and vibration) thus provided a
total of twelve features. Each combined time-signal (900,000
samples for both current and vibration) was divided into
3600 windows of 250 data-points. The information extracted
by DWT was then forwarded to the feature reduction stage.
Table 4 shows the number of decomposition levels and their
frequency bands selected for this study. DWT is successful
in analysing non-stationary signals.

However, DWT yields a high-dimensional feature vec-
tor (Phinyomark et al. 2012) and in some cases the number
of features is relatively larger than the number of training
samples, usually referred to as the curse of dimensional-
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Table 2 Wavelet energy (details and approximate) under variable load
condition/Joule

a5 d1 d2 d3 d4 ds
99.942  0.028 0.010 0.006 0.007 0.008
Healthy

99.074  0.534 0.170 0.119 0.063 0.056
Faulty bearing at 1200rpm and variable load

99.773  0.128 0.026 0.020 0.016 0.033
Faulty bearing 900 rpm and variable load

99.913  0.056 0.015 0.007 0.003 0.012

Faulty bearing 600 rpm and variable load

Table 3 Wavelet energy (details and approximate) under variable
speed/Joule

a5 dl d2 d3 d4 ds
99.885  0.067 0.016 0.010 0.010 0.010
Faulty bearing variable speed and full load

99.722  0.144 0.048 0.030 0.026 0.031
Faulty bearing variable speed and half rated load

99.722  0.143 0.047 0.030 0.026 0.030

Faulty bearing variable speed no load

Table 4 Wavelet frequency bands

Decomposition level Frequency components (Hz)

dp 3000-1500
d> 1500-750
ds 750-325

d4 325-162.5
ds 162.5-81.25
as 0-162.25

ity, adversely affecting the training and testing speed (Alok
et al. 2006). An accurate dimensionality reduction tool is
thus needed to remove redundant features information (Pri-
eto et al. 2013).

Commonly, dimensionality reduction methods can be
implemented as methods of feature projection and feature
selection. In this paper, only the projection method is con-
sidered.

The feature projection method attempts to determine the
best combination of original wavelet coefficients and addi-
tionally, the features reduced are different from the original
features. OFNDA, is a better technique. Al-Timemy et al.
(2013) compared it to other feature reduction techniques,
such as Linear Discriminant Analysis (LDA) where singu-
larity problems are predominant.

Wavelet features=X(m.n)

.

Select number of reduced features ‘

U

Pre-processing the selected data to
obtain GPC A

iy

Calculate the distance within the class Sy,
see EQ.5

U

Calculate the distance between two classes
Sp see EQ.6

U

Based on (Sy,) and (Sp), the transformation
matrix (Gopypa) 1S calculated

s
Calculate the transformation matrix G see
EQ.8
Project the data with transformation
matrix X(m.n) see EQ.9

Fig. 10 The steps of OFNDA process

Orthogonal fuzzy neighbourhood discriminant analysis
has been recently proposed and widely used in the analy-
sis of medical data. Khushaba et al. (2010) present OFNDA
for feature reduction, as it works to maximise the distance
between features belong to different classes (Sp) while min-
imising the distance between features in the same class (Sy)
while taking into account the contribution of the samples to
the different classes. OFNDA has been successfully applied
here to classify four classes of rolling element bearing defects
under variable speed and load conditions.

The diagram in Fig. 10 illustrates the OFNDA process.
The first step is to apply PCA to remove any redundancy that
may cause singularity, before starting discriminant analysis
and keeping all principle components, to prevent the loss of
any useful information.

Then, the computation of the proposed fuzzy neighbour-
hood discriminant analysis (FNDA) proceeds by calculating
the Sy and Sy as given by:

[ Ii
Sw =2 D mik (Xic— Xj) (Xic — X)) 5)
i=1 k=1
So =D ik (Ui — Xx) (Ui — X" 6)

i=1

G = Ggnpa-Gpea @)
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GENDA-Gpca 1s the OFNDA transformation matrix related
to PCA and FNDA, respectively.

X (mn) =X (mn) ~GFNDA (8)

where ;i the membership of pattern k in class is i, X is the
K, sample, and U; is the mean of the patterns that belong to
class i

5 Recurrent Neural Network (RNN) for Real-time
Condition Monitoring

A DNN structure contains feedback, which, though more dif-
ficult to train, provides greater versatility than a static neural
network, which contains only a feed-forward structure.

Dynamic networks have memory and can be trained to
learn sequential or time-varying patterns (Howard et al.
2006).

In this work, a nonlinear auto-regressive with exogenous
inputs (NARX) model was trained to detect and classify bear-
ing faults during non-stationary operation.

This model is a type of RNN that has a delay line on the
input, and the output is fed back to the input by another delay
line (Yusufetal. 2013). Such a network with one hidden layer
and four output units is shown in Fig. 11.

The input consists of the three OFNDA features, x?FNDA,
ng NDA, and x?FNDA, and the output of the network con-
sists of four units used to indicate a particular bearing fault
condition. The input pattern to the network (input layer) at
each time k consists of the three input features (present and
delayed values), as well as the output feedback, and is formed
as:

bias unit <+1\ (1)

r x?FNDA (k)

xOFNDA (& — ngi))

x?(;-)FNDA (k)

x9FNDA (K — ngpy) ©)

XO= 5w

Y1k —ngo,)
Yak — 1)

Valk — ngo,)

where ndi; and ng, ; are the number of delays of input feature
Jj and output j respectively. In this case, four input delays and
three output delays were used for all input and output features
respectively. The network used is a logistic classifier that
incorporates sigmoid activations in all the hidden and output
units. For each input pattern x(k), the output of each node is
calculated by forward propagation according to

Oy | 1.

al) (k) = [X(k)} ; (10)
@y |1 .

§k) =a® (k) = s(@Pa?@ (k) (12)

where afl) denotes the activation or output of the i node of
layer [, ¥ is the output vector of the network, @1 and @

A
; ” i . layer 1 (2)
input features N weighs  bics unit
/ < / L layer 2
- (+1) weights tout "
- . S - output neurons .
py () \ N > output 1 (healthy)
z ) : e () (eatin
\f o~ ‘ ;\\ = B J \
\ — o< o output 2 (outer race)
< N ./; g 1
- BN 0 24
= N ) X \/ f X N @ output 3 (inner race)
= \_/ : - e
- ~ . 7)) output 4 (ball)
z- { N
) // ra
. N
=3 (X
== N/

Fig. 11 RNN used for fault diagnosis
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Table 5 RNN output signification

Output 1 Output 2 Output 3 Output 4 Indication

1 0 0 0 Healthy

0 1 0 0 Inner race

0 0 1 0 Outer race

0 0 0 1 Crushed ball

are the matrices of parameters of the network such that (-)x.)
represents the strength of the connection between the j of
layer / and node i node of layer (I + 1), and s(x) is the
logistic function.

S (x) = (13)

14+e

For each input pattern, the network outputs four values
between 0 and 1; these output values are rounded to O or 1 to
indicate a certain fault condition, as shown in Table 5.

(50 = [51 ®. 520,53 0.5, 0] (14)

In order to train the network, 60 % of the data from each of
the data-sets shown in Figs. 5, 6, 7 and 8 was used to produce
input and target patterns for healthy operation and different
bearing fault conditions under variable speed or variable load
operating modes.

Training consists of minimising the cost function:

1 m 4
J= 33— [@on 010 5, ()

k=1 n=1

+ (1= @) ®)In(1-73, ®)] (15)

with respect to the network parameters 0" and ®?, where
m is the number of training samples, and y, is equivalent to’
the target output for each one. This process was carried out
recursively using the gradient descent (GD) method accord-
ing to:

@5? = G)g) — (xAg.) for all 65‘) (16)

where Ag.) = 32)1‘” and « is the learning rate, in which the
ij

initial network parameters were chosen randomly. In order to

calculate the gradient components Al(.j), the BP method was

used.

BP method:

For each training pattern x (k),

1. Obtaina® k), a® (k), and yk) = a® (k) according to
(6-8)
2. 89 (k) =y, (k) — § (k) (17)

misclassification

14 target
—=—— NN output

0 1 1 1 1 i
0 5 10 15 20 25
Time(s)
(a) inner race fault

misclassification

target
——— NN output

0 5 10 15 20 25
Time(s)
(b) outer race fault

[ “misclassification

target
——— NN output

0 1 1 i 1 i
0 5 10 15 20 25
Time(s)
(¢) crushed ball fault

Fig. 12 Fault diagnosis test for motor operating at 1200 rpm with vari-
able load

4
357 0 =a? @ (1-a 0) > 078 k)

1

i=1,.,np, (18)

1 <m
@ _ 1 @) @ . i .
Aj; __mzk=18i kai k); i=1,....4
ji=0,....m (19)

1 <
(1 @ M gy i )
A =—;Zk:15f (kyai’ (ks i=1,... np;
j=0,....n (20)

where nj, is the number of hidden units (not counting the bias
unit) and n; the number of input units (not counting the bias
unit).

The BP process was applied in two stages. During the first
set of iterations, the (delayed) target values y, were used to
construct x (k) for computation of ¥ in the first step of the BP
process, effectively training a network without feedback.
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Fig. 13 Fault diagnosis test for motor operating at 900 rpm with vari-
able load

During a second stage, (past) predictions of the network
y were used to construct x (k) in accordance with the true
feedback architecture of the network. Although the gradients
computed with the BP algorithm in this case are approxima-
tions to the true gradient, the errors are small as, after the first
set of iterations, the network is sufficiently trained to output
predictions close to the target values.

6 Results and Discussion
From the experimental datasets obtained in the laboratory,
40 % of each was reserved for testing the trained RNN. For

each operating condition and each type of fault, a sequence of
data from the healthy case was prefixed to the data obtained
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Fig. 14 Fault diagnosis test for motor operating at variable speed and
maximum loading conditions

from a faulty condition. Wavelet features were obtained for
each one, from which three OFNDA features were obtained,
as was done with the training data. The OFNDA features were
then fed to the input of the trained RNN, to test whether it
was capable of detecting and classifying the different faults
accurately. Figures 12 and 13 shows DNN Performance under
variable load with 900 and rpm speed conditions. In the same
manner, Fig. 14 shows DNN output under variable speed
conditions.

The output shown is a combination of the four output units
of the network calculated as:

YRNN (k) = ¥ (k) + 2§, (k) + 3y3 (k) + 434 (k) (21)

so that a healthy condition should output a 1, an outer-race
fault a2, an inner-race fault a3, and a crushed ball fault a4.
This output is compared with the correct output for each
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Table 6 Test results under

variable operating conditions Operating load Bearing faults NMC MMCT (s) RT (s)
900 rpm, variable load Inner race 1 0.06 0.20
Outer race 3 0.06 0.36
Ball 5 0.13 0.17
1200 rpm, variable load Inner race 2 0.65 0.40
Outer race 2 0.65 0.75
Ball 2 0.65 0.75
Full load, variable speed Inner race 0 0 0.33
Outer race 0 0 0.33
Ball 0 0 0.70
Table 7 Classification accuracy under variable load 4.5
Operating condition Bearing faults Accuracy (%) 4 Cx o wxs
OFNDA PCA 3s
1200 rpm Inner race 98.2 91.7 3 =t=0=0=0=t
Outer race 96.7 94.3
Ball 96.8 98.4 2.5
900 rpm Inner race 99.3 67.6 ) NP
Outer race 98.2 77.1
Ball 96.8 84.7 1.5
600 rpm Inner race 97.2 90.5 SN N
1 9= 0=0=0=0=0=¢ ANN output. MSE= 0.0008
Outer race 93.8 87.8 —— ANN target
Ball 95.4 86.9 0.5
0 10 20 30 40 50 60
Table 8 Classification accuracy under variable speed Time(s)
Operating condition Bearing faults Accuracy Fig. 15 Overall fault diagnosis test for motor operating at variable load
and speed at 1200 rpm
OFNDA PCA
Full load Inner race 98.2 92.2 and MMCT the maximum misclassification time. RT repre-
Outer race 98.8 81.3 sents the network’s response time to react to the presence of
Ball 97.4 ga7  afault
Half rated load Inner race 047 824 Principle component analysis is one of linear feature
Outer race 94.0 7.9 reduction techniques used to transfer data to a new orthog-
Ball 933 795 onal basis whose axes are oriented in the directions of the
No-load Inner race 95.4 96.9 maximum variance of an input data set. It is commonly used
Outer race 978 713 for feature reduction purposes.
Ball 06.7 73.9 Using OFNDA as a feature reduction tool was tested by

dataset. It should be noted that unrounded values are shown
in the graphs, and misclassification only occurs when the
rounded value does not coincide with the correct value. These
are indicated by circles in the graphs.

It should also be noted that the network cannot instantly
respond to a faulty condition, due to the delay introduced by
the dynamics of the network architecture (feedback loop).

The transition periods are not included in the misclassifi-
cation count, but the delay is measured as a separate quantity
in Table 6, where NMC is the number of misclassifications

comparison with PCA. The comparison indicated that feature
reduction with the OFNDA technique provided better fault
classification accuracy compared to PCA techniques. PCA
reduces features by selecting the main three important fea-
tures. One of the main drawbacks of PCA is that it works to
reduce feature redundancy only, without taking into account
the relation of features or variables with the specific class
labels, and this will affect classification accuracy.
Furthermore, PCA’s capability will decrease with nonlin-
ear data (Jia, 2011). Tables 7 and 8 show the percentage
diagnostic accuracy of DNN with OFNDA and PCA. After
applying PCA as a feature reduction tool, the overall per-
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Table 9 Comparison of the proposed method with recent published works

@ Springer

Classification accuracy (%)

Classifier

Feature dimensionality reduction tool

Feature extraction tool

Fault indicator

References

95
93

Static NN

PCA

Statistical time features

Vibration signal

Prieto et al. (2013)
Kankar et al. (2011)

Static NN

Continuous wavelet transform (CWT)

Vibration signal

93

SVM

72
87
91

SOM

FLS

Vibration signal CWT

Xu et al. (2009)
Yusuf et al. (2013)

DNN

Vibration signal

95

NARX

90
88
97

Static NN

GA

EMD

Current signal

Camarena et al. (2014)
Samanta et al. (2004)

Current approach

Static NN
DNN

Statistical time features

D

Vibration signal

OFNDA

WT

Current and vibration signal

centage accuracy reduced at variable load, with 1200, 900,
600 rpm and variable speed with no-load conditions

All the duration times of the misclassifications are less
than 0.7s. In practice, such misclassification times would
not be noticeable. Hence, all the misclassifications can be
considered spontaneous and can be ignored. Fig. 15 shows the
overall fault diagnosis test for a motor operating at variable
load and speed at 1200 rpm.

Table 9 shows the comparison of the proposed fault diag-
nosis technique with recent published works based on soft
computing techniques, feature extraction and dimensionality
reduction tools. Prieto et al. (2013) used statistics features
under different speed and load conditions to train NNs, and
the overall classification accuracy for 25 operating tests is
95 % while Kankar et al. (2011) and Samanta et al. (2004)
used statistics and wavelet features of vibration signals under
stationary operating conditions to train and test different soft
computing techniques. Xu et al. (2009), meanwhile, used
continuous WT to train fuzzy logic system (FLS) under vari-
able speed conditions.

Yusuf et al. (2013) utilised GA to optimised statistical
time features that used to train DNN. In Camarena et al.
(2014), EMD of current signals employed to tran NN under
nonstationary operating conditions.

In the current approach, the mean accuracy of each test
under variable load conditions is 97.23, 98.10 and 95.46 %,
respectively, and the mean accuracy under variable speed
conditions are 98.13, 95.36 and 96.63 %, respectively, and
the overall classification rate of the current approach is about
97 %.

7 Conclusions

In this paper, a new intelligent fault diagnosis technique for
rolling element bearings in BLDC motors is proposed. A
set of fault scenarios were designed and tested under non-
stationary operating conditions, including different motor
speeds and loads. The stator current and raw vibration sig-
nals collected from the experimental setup were used as fault
indicators.

Discrete wavelet transform was used as an efficient fea-
ture extraction method. However, these features alone are not
capable of a good fault classification performance. OFNDA
was applied to obtain the best features for fault classification,
and the results show that better classification accuracy was
obtained. These features were fed to a RNN for fault classifi-
cation, enabling the fault classifier to incorporate a dynamic
component.

The application of these techniques to real data has shown
that they constitute an effective fault classifier in practice,
capable of detecting and classifying bearing faults under non-
stationary operating conditions fairly accurately.
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