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Abstract

We consider the problem of conducting estimation and inference on the pa-
rameters of univariate heteroskedastic fractionally integrated time series models.
We first extend existing results in the literature, developed for conditional sum-of-
squares estimators in the context of parametric fractional time series models driven
by conditionally homoskedastic shocks, to allow for conditional and unconditional
heteroskedasticity both of a quite general and unknown form. Global consistency
and asymptotic normality are shown to still obtain; however, the covariance matrix
of the limiting distribution of the estimator now depends on nuisance parameters de-
rived both from the weak dependence and heteroskedasticity present in the shocks.
We then investigate classical methods of inference based on the Wald, likelihood ra-
tio and Lagrange multiplier tests for linear hypotheses on either or both of the long
and short memory parameters of the model. The limiting null distributions of these
test statistics are shown to be non-pivotal under heteroskedasticity, while that of a
robust Wald statistic (based around a sandwich estimator of the variance) is pivotal.
We show that wild bootstrap implementations of the tests deliver asymptotically
pivotal inference under the null. We demonstrate the consistency and asymptotic
normality of the bootstrap estimators, and further establish the global consistency
of the asymptotic and bootstrap tests under fixed alternatives. Monte Carlo sim-
ulations highlight significant improvements in finite sample behaviour using the
bootstrap in both heteroskedastic and homoskedastic environments. Our theoret-
ical developments and Monte Carlo simulations include two bootstrap algorithms
which are based on model estimates obtained either under the null hypothesis or
unrestrictedly. Our simulation results suggest that the former is preferable to the
latter, displaying superior size control yet largely comparable power.
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1 Introduction

We consider model-based inference on both the long and short memory parameters in
univariate fractionally integrated models driven by innovations which can display both
unconditional heteroskedasticity (also referred to as non-stationary volatility) and condi-
tional heteroskedasticity, both of a very general form unknown to the practitioner. Doing
so is of considerable practical importance given the well-documented failure of the condi-
tional homoskedasticity assumption in both empirical finance and macroeconomics; see
Section 2 of Gonçalves and Kilian (2004) for detailed discussion and empirical evidence on
this point. Moreover, a large body of recent applied work suggests that the assumption of
constant unconditional volatility is also at odds with the data. For example, Sensier and
van Dijk (2004) report that over 80% of the real and price variables in the well-known
Stock and Watson (1999) data-set reject the null of constant innovation variance, while
Amado and Teräsvirta (2014) report evidence against the constancy of unconditional
variances in stock market returns. Many empirical studies also report a substantial de-
cline, often referred to as the Great Moderation, in the unconditional volatility of the
shocks driving macroeconomic series in the twenty years or so leading up to the Great
Recession that started in late 2007, with a subsequent sharp increase again in volatility
observed after 2007; see, inter alia, McConnell and Perez-Quiros (2000), Clark (2009),
Stock and Watson (2012), and the references therein.

Fractional time series models allow for parsimonious and flexible modelling of a very
wide range of dependence in time series data. However, this flexibility has meant that,
until only recently, proofs of global consistency of standard parametric estimators, such
as the conditional quasi-maximum likelihood (QML) estimator, or equivalently the condi-
tional sum-of-squares (CSS) estimator, have been eschewed in the literature. Consistency
results, while important in their own right, are also necessary prerequisites in any proof of
asymptotic normality for implicitly defined estimators such as the QML estimator. The
problem lies with the non-uniform convergence of the objective function when the range
of values that the long memory parameter may take is large; see Hualde and Robinson
(2011) [HR11 hereafter] or Nielsen (2015) for detailed discussion on this. In essence, the
problem lies in the different rates of convergence of the estimator’s objective function
in different regions of values the long memory parameter can take.1 While earlier con-
sistency results for the QML estimator have avoided these difficulties by, for example,
restricting the range of values the long memory parameter can take to an interval of
length less than one-half, or giving only local consistency proofs, HR11 demonstrate the
consistency and asymptotic normality of the QML estimator for an arbitrarily large set of
admissible values of the long memory parameter including stationary and non-stationary
and invertible and non-invertible processes. They do so in the context of a fractional
model driven by conditionally homoskedastic errors.

Our first contribution is to extend the results in HR11 to allow for both conditional
and unconditional heteroskedasticity in the driving shocks. We do so using a new frame-
work which includes the general form of non-stationary volatility considered in Cavaliere
(2005), Cavaliere and Taylor (2005, 2008), and Phillips and Xu (2006) as a special case
and also includes a set of conditional heteroskedasticity conditions which are similar, but

1It should be noted that there exists a recent parallel literature on globally consistent semi-parametric
estimators in the frequency domain. For an early example, see Shimotsu and Phillips (2005). However,
these estimators achieve only semi-parametric rates of convergence for the estimator of the long memory
parameter, treating weak dependence in the process non-parametrically, whereas the objective in this
paper is to obtain globally consistent estimators with the usual root-T parametric rate of convergence.
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somewhat weaker, than those employed previously in the fractional integration literature
by Robinson (1991), Demetrescu, Kuzin and Hassler (2008) and Hassler, Rodrigues and
Rubia (2009), among others. Neither of these conditions involve specifying a parametric
model for the volatility process. In the context of the resulting heteroskedastic fractional
time series model, we demonstrate the consistency and asymptotic normality of the QML
estimator.2 We then show that the variance of the limiting distribution of the QML esti-
mator depends on nuisance parameters which derive from the weak dependence present
(as in the corresponding result in HR11), but also from the heteroskedasticity.

Our second contribution builds on our results for the QML estimator by investigating
the impact of time-varying volatility on statistical inference in long memory series. The
classical likelihood-based Wald, likelihood ratio (LR) and Lagrange multiplier (LM) tests
for inference on the long memory parameter have been derived under the assumption
of conditionally (and, hence, unconditionally) homoskedastic shocks; see, among oth-
ers, Robinson (1994), Agiakloglou and Newbold (1994), Tanaka (1999), Nielsen (2004),
Lobato and Velasco (2007), and Johansen and Nielsen (2010, 2012). A small number of
papers have considered the case where the shocks can display certain forms of conditional
heteroskedasticity (but maintaining the assumption of unconditional homoskedasticity);
see, for example, Robinson (1991), Baillie, Chung, Tieslau (1996), Ling and Li (1997),
Ling (2003), Demetrescu, Kuzin and Hassler (2008) and Hassler, Rodrigues and Rubia
(2009). Allowing for non-stationary volatility of a similar form to that considered in
this paper, Kew and Harris (2009) extend the idea of Demetrescu, Kuzin and Hassler
(2008) to use heteroskedasticity-robust White (1980)-type standard errors when comput-
ing regression-based tests for fractional integration. They apply this approach to the tests
proposed in Agiakloglou and Newbold (1994), Breitung and Hassler (2002), Dolado, Gon-
zalo and Mayoral (2002) and Lobato and Velasco (2006, 2007). In earlier work, reported
in Cavaliere, Nielsen and Taylor (2015) [CNT15 henceforth], we discuss one-sided and
two-sided LM tests, like the foregoing authors, for hypotheses on just the (scalar) long
memory parameter of the model and develop wild bootstrap implementations of these
tests which we showed to be robust to heteroskedasticity of the form considered there.

We extend the analysis of CNT15 to analyse the impact of time-varying volatility
on the classical trinity of tests for linear restrictions on the long and/or short memory
parameters. This allows us to test hypotheses on, for example: the order of integration
of the series; the autoregressive and moving average (ARMA) lag lengths, in cases where
the short memory component is specialised to an ARMA structure, thereby developing
specification tests for the form of the short memory component; joint tests on both
allowing, for example, the null hypothesis that the series is white noise to be tested. In
the case where one restriction is being tested, we also suggest additional tests for one-
sided alternatives, an example of which is testing the null hypothesis of stationarity. The
extension of the results for the LM test in CNT15 to the Wald and LR tests requires the
global consistency result on the parameter estimates from the fitted fractional model, not
required for the LM test which estimates the model only under the null. The limiting
distributions of the classical test statistics under both the null and local alternatives
are shown to be non-pivotal, their functional form depending on nuisance parameters

2Our results necessarily also apply to the special case of short memory processes, where the long
memory parameter is d = 0, driven by conditionally and/or unconditionally heteroskedastic innovations.
For earlier contributions relevant to the d = 0 case see, e.g., Gonçalves and Kilian (2004) who allow for
conditional (but not unconditional) heteroskedasticity, and Phillips and Xu (2006) who allow for uncon-
ditional (but not conditional) heteroskedasticity in the context of stationary finite-order autoregressions.
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deriving from the heteroskedasticity. We demonstrate that, when using the standard
χ2 asymptotic critical values (as are appropriate under homoskedasticity), this leads to
tests which are not in general asymptotically correctly sized. The size-corrected power
of the trinity of the tests is also shown to depend on nuisance parameters deriving from
the volatility process. We further demonstrate that a robust version of the Wald test,
implemented with a heteroskedasticity-robust standard error, is asymptotically corrected
sized when using standard critical values, and has an asymptotic local power function
which coincides with the size-corrected asymptotic local power of the standard tests. We
also demonstrate the consistency of the classical tests against fixed alternatives.

As a result of the dependence of their limiting null distributions on nuisance param-
eters derived from the heteroskedasticity, we develop wild bootstrap implementations of
the likelihood-based tests. These are shown to correctly replicate the (first-order) asymp-
totic null distributions of the standard test statistics. As a consequence, asymptotically
valid bootstrap inference can be performed in the presence of time-varying volatility us-
ing either the wild bootstrap versions of these tests or the robust Wald test. Again,
establishing these results for the bootstrap Wald, LR and robust Wald tests necessitates
global consistency proofs for the estimates from the bootstrap data, not required for LM
tests, which we therefore provide. The latter presents several new theoretical challenges,
not required in the recent work of HR11 or Nielsen (2015). We also establish global
consistency results for the bootstrap tests.

We analyse two possible bootstrap algorithms. The first is based on model estimates
obtained the null hypothesis, and for the case of testing hypotheses solely on the long
memory parameter is similar to the bootstrap algorithm proposed in CNT15, except
that the wild bootstrap scheme considered in CNT15 is applied to restricted residuals
(obtained estimating the null model), while here we apply the wild bootstrap to the
corresponding unrestricted residuals. The second is based on unrestricted estimates of the
model parameters. In much of the bootstrap hypothesis testing literature the advice is to
always use the former. We show that both deliver asymptotically valid tests in the present
setting. Our simulation results suggest that tests based on the restricted bootstrap display
superior size control to those based on the unrestricted bootstrap (especially where short
memory ARMA effects are present), yet the two deliver largely comparable finite sample
power properties. As such, we therefore recommend the use of the restricted bootstrap.
More generally, our simulation results highlight the superior finite sample properties of our
proposed bootstrap tests over their asymptotic counterparts, in both heteroskedastic and
homoskedastic environments, and even more so where weak dependence is also present.

The remainder of the paper is structured as follows. In Section 2 we present the
heteroskedastic fractional time series model and the main assumptions. Section 3 presents
the QML estimator together with the associated classical likelihood-based (asymptotic)
tests and our wild bootstrap implementations of these tests. The large sample properties
of these estimators and tests are provided in Section 4. Results relating to tests on the
long memory parameter from a Monte Carlo simulation study are given in Section 5.
Section 6 concludes and the paper ends with four mathematical appendices containing
preliminary lemmas, variation bounds, and the proofs of Theorems 5 and 6. Additional
Monte Carlo results relating to further tests within the fractional model, proofs of all
lemmas, and proofs of Theorems 1–4, 7, and 8 appear in a Supplement.

Notation. In the following, for any set S, int(S) denotes the interior of S. For any
matrix, M , ‖M‖2 := tr {M ′M} and (M)m,n denotes its (m,n)’th element; for any vector,

v, ‖v‖ := (v′v)1/2, the Euclidean norm, and (v)m or vm denote its m’th element. A
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function f(x) : Rq → R satisfies a Lipschitz condition of order α, or is in Lip(α), if there
exists a finite constant K > 0 such that |f(x1)−f(x2)| ≤ K||x1−x2||α for all x1, x2 ∈ Rq.
Throughout the paper we use the notation c or K for a generic, finite constant, and, as a
convention, it is assumed that j−1 = 0 for j = 0 in summations over j. We use

w→,
p→ and

Lr→ to denote convergence in distribution, in probability, and in Lr-norm, respectively, in
each case as T → ∞, where the Lr-norm is defined for a scalar random variable X as
||X||r := (E|X|r)1/r and T is the sample size. The probability and expectation conditional
on the realisation of the original sample is denoted P ∗ and E∗, respectively. Moreover,

for a given sequence X∗T computed on the bootstrap data, X∗T
p∗→p 0 or X∗T = o∗p(1) denote

that P ∗ (|X∗T | > ε)→ 0 in probability for any ε > 0, X∗T = O∗p(1) denotes that there exists

a K > 0 such that P ∗ (|X∗T | > K)→ 0 in probability, and
w∗→p denotes weak convergence

in probability, again in each case as T →∞.

2 The Heteroskedastic Fractional Model

We consider the fractional time series model

Xt = ∆−d+ ut with ut = a(L, ψ)εt, (1)

where the operator ∆−d+ is given, for a generic variable xt, by ∆−d+ xt := ∆−dxtI (t ≥ 1) =∑t−1
n=0 πn (d)xt−n, where I(·) denotes the indicator function, and with πn (d) := Γ(d+n)

Γ(d)Γ(1+n)
=

d(d+1)...(d+n−1)
n!

, denoting the coefficients in the usual binomial expansion of (1− z)−d, and
where ψ is a p-dimensional parameter vector and a(z, ψ) :=

∑∞
n=0 an(ψ)zn. We let

θ := (d, ψ′)′ denote the full parameter vector.

Remark 2.1. The parametric form (but not the parameters characterising it) of the
function a(z, ψ) will be assumed known, so that ut is a linear process governed by an
underlying p-dimensional parameter vector. For example, finite order ARMA models are
permitted, as is the Bloomfield (1973) exponential spectrum model applied by Robinson
(1994) in a fractional setting. Further discussion on the function a(z, ψ) can be found
in HR11 and Nielsen (2015). Thus, our focus is model-based inference (which might be
on the long memory parameter, d, the short memory parameter, ψ, or jointly on both).
As such we assume a statistical model characterised by a finite-dimensional vector of
parameters and the objective is one of estimation and inference on those parameters. ♦

Remark 2.2. The model in (1) is that of so-called “type II” fractional integration.
While “type II” is certainly not the only type of fractional integration, it does have the
desirable feature that the same definition is valid for any value of the fractional parameter,
d, and that no prior knowledge needs to be assumed about the value of d. Importantly,
this implies that both stationary, non-stationary, and over-differenced time series are
permitted and that the range of admissible values of the fractional parameter can be
arbitrarily large; see the discussion in HR11. ♦

The main focus in this paper is to test the null hypothesis

H0 : M ′θ = m (2)

against the two-sided alternative

H1 : M ′θ 6= m, (3)
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in (1). Here, M is a (p + 1) × q full-rank matrix of constants defining q (linearly inde-
pendent) restrictions on the parameter vector θ, and m is a q× 1 vector of constants. An
obvious example involves testing hypotheses on the long memory parameter d, important
cases thereof are d = 0 (short memory) and d = 1 (unit root). As a second example,
testing hypotheses on the elements of ψ could be used for order determination for the
short memory dynamics, such as establishing an autoregressive order. Finally, joint hy-
potheses involving both d and ψ can be tested; for example, d = 1 ∩ ψ = 0 corresponds
to the pure random walk hypothesis, while d = 0 ∩ ψ = 0 yields white noise.

In order to demonstrate the consistency of the QML estimates from model (1), out-
lined in Section 3.1 below, the following set of conditions, labelled collectively as Assump-
tion 1, are required to hold on εt. Some strengthening of these conditions, detailed later,
will subsequently be needed when we derive asymptotic distribution theory for the QML
estimators and associated tests and of their bootstrap analogues.

Assumption 1. The innovations {εt}t∈Z are such that εt = σtzt, where {zt}t∈Z and
{σt}t∈Z satisfy the conditions in parts (a) and (b), respectively, below:

(a) {zt}t∈Z is a conditionally heteroskedastic martingale difference sequence [MDS] with
respect to the natural filtration Ft, the sigma-field generated by {zs}s≤t, such that
Ft−1 ⊆ Ft for t = ...,−1, 0, 1, 2, ..., and satisfies

(i) E(z2
t ) = 1,

(ii) τr,s := E(z2
t zt−rzt−s) is uniformly bounded for all r ≥ 0, s ≥ 0,

(iii) for all integers r1, r2 ≥ 1, the 4’th order cumulants κ4(t, t, t − r1, t − r2) of
(zt, zt, zt−r1 , zt−r2) satisfy supt

∑∞
r1,r2=1 |κq(t, t, t− r1, t− r2)| <∞.

(b) {σt}t∈Z is a random sequence which is stochastically independent of {zt} and satisfies

(i) supt∈Z σt <∞ a.s.,
(ii) for all t = 1, ..., T , σt = σ (t/T ), where σ (·) ∈ D([0, 1]), the space of càdlàg

functions on [0, 1], and the random function σ(·) is strictly positive a.s.

Assumption 1 allows for stochastic conditional and unconditional heteroskedasticity;
both of unknown and very general forms. Note that, through Assumption 1(a)(iii), only
four moments of {zt} are assumed finite in Assumption 1 and Gaussianity is not assumed.
The scaling factor, {σt}, in Assumption 1(b) is possibly random and, hence, since we are
not placing any restrictions on the moments of σt, the unconditional moments of εt are not
required to be finite under Assumption 1. In the special case where σt is deterministic,
E(|εt|r) < ∞ if and only if E(|zt|r) < ∞. Where σt is deterministic, σ2

t denotes the
unconditional variance of εt because E(ε2

t ) = σ2
tE(z2

t ) = σ2
t .

Remark 2.3. Assumption 1(a) is closely related to Assumption A of Gonçalves and
Kilian (2004), and allows for conditional heteroskedasticity in {zt} as well as (possibly
asymmetric) volatility clustering and statistical leverage effects. Volatility clustering,
such as GARCH, is allowed for by the fact that the quantity τr,r is not necessarily equal
to E(z2

t )E(z2
t−r) = 1. In particular, Deo (2000) in his Lemmas 1 and 2, respectively,

provides examples of stochastic volatility and GARCH processes satisfying Assumption
1(a). It should be stressed, however, that a parametric model, such as a member of
the GARCH family, is not assumed. Statistical leverage is permitted under Assumption
1(a), which occurs when the quantity E(z2

t zt−r) is non-zero for some r ≥ 1, noting
that E(z2

t zt−i) = E(htzt−i), where ht := E(z2
t |Ft−1) is the conditional variance function.

Likewise, asymmetric volatility clustering is allowed by non-zero τr,s for r 6= s.3 ♦
3The asymmetry may arise from either the conditional volatility function or the innovation distri-
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Remark 2.4. The conditions in Assumption 1(a) are typical, but rather weaker than,
those used in this literature; e.g., Robinson (1991), Demetrescu, Kuzin and Hassler (2008),
Hassler, Rodrigues and Rubia (2009) and Kew and Harris (2009). First, these authors
impose the assumption that, for any integer q, 2 ≤ q ≤ 8, and for q non-negative integers
si, E(

∏q
i=1 z

si
ti ) = 0 when at least one si is exactly one and

∑q
i=1 si ≤ 8, see, e.g.,

Assumption E(e) of Kew and Harris (2009). This implies, in particular, that E(z2
t zt−r) =

0 for r ≥ 1 and τr,s = 0 for r 6= s, thus ruling out both statistical leverage and asymmetric
volatility clustering. Second, these authors assume strict stationarity of zt, which we do
not. Further discussion of these conditions can be found in, e.g., Demetrescu, Kuzin and
Hassler (2008, pp. 179–180), Kew and Harris (2009, p. 1739) and CNT15. ♦

Remark 2.5. Part (b) of Assumption 1 implies that the scale factor σt is only required
to be bounded and to display at most a countable number of jumps, therefore allowing
for an extremely wide class of potential models for the scale of εt. In particular, σt need
not be deterministic (as in, e.g., CNT15, Cavaliere and Taylor, 2008), but is allowed to
be stochastic, albeit independent of zt. For example, models of single or multiple random
scale shifts satisfy part (b) of Assumption 1 with σ(u) = υ2

0 +
∑m

i=1(υ2
i − υ2

0)I(u ≥ τi),
where (υ2

0, . . . , υ
2
m, τ1, . . . , τm) is a random vector such that there are m random scale shifts

occurring at random times τi. (Piecewise) affine (random) functions are also permitted,
thereby allowing for a scale factor which follows a (broken) linear trend. Further examples
and discussion of part (b) of Assumption 1, relevant to the case where σt is non-stochastic,
can be found in Cavaliere and Taylor (2008, 2009) and CNT15. ♦

Remark 2.6. Assumption 1 differs from Assumptions 1–3 in Cavaliere and Taylor (2009)
who consider the problem of autoregressive unit root testing under heteroskedasticity.
In particular, they assume that εt is a MDS whose conditional variance, say vt :=
E(ε2

t |εt−1, εt−2, ...), is slowly changing over time, in the sense that it can be approximated
by a càdlàg process as T → ∞. That is, vbT ·c

w→ v (·) ∈ D([0, 1]) as T → ∞. While
their assumption allows, e.g., for persistent changes and long swings in volatility, such
as non-stationary stochastic volatility or near integrated GARCH processes (see their
discussion on pp. 1233–1235), it has the drawback that it does not allow for short-run
volatility changes, such as those generated by stationary GARCH processes or stationary
stochastic volatility processes. The latter are allowed in our setting through Assumption
1(a) as discussed in Remark 2.3. Moreover, in addition to allowing for very general short-
run volatility dynamics through zt, our Assumption 1 also allows for persistent (albeit
exogenous) changes of the volatility through the scale factor σt, which is only required to
be described by a random process in D (Assumption 1(b)). ♦

Remark 2.7. An important special case of Assumption 1, which obtains for σ (·) non-
random and constant and {zt} conditionally homoskedastic, is that the innovations {εt}
themselves form a conditionally homoskedastic MDS with respect to the filtration Ft,
where E (ε2

t |Ft−1) = σ2 almost surely and suptE(|εt|q) ≤ K < ∞ for some q ≥ 4.
This is a standard conditional homoskedasticity assumption in the time series literature;
see, for example, Hannan (1973) for an early reference. Even this special case of our
assumption is, however, weaker than Assumption A2 in HR11, which additionally imposes

bution. A simple example of the latter, where analytical calculations appear feasible, is the following

special case of the asymmetric power GARCH model of Ding, Granger, and Engle (1993), zt = h
1/2
t et

with h
3/2
t = ω + αh

3/2
t−1|et−1|3 and et being i.i.d.(0,1) with Ee3t = µ3 6= 0, and E(|et|4sign(et)) = µ4,

which has τ0,1 = E(h
3/2
t e3th

1/2
t−1et−1) = µ3αE(h2t−1|et|4sign(et)) = µ3αµ4Eh

2
t−1 6= 0.
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the conditions that εt is strictly stationary and ergodic and that the conditional third
and fourth moments of εt are equal to the corresponding unconditional moments. ♦

Remark 2.8. The MDS assumption on zt implies that for any q ≥ 2, if the highest
argument in the cumulant κq(·) appears only once, then the cumulant is zero. This
result is formally stated in Lemma A.2. Hence, our assumptions deal only with cumu-
lants where the two highest arguments coincide. Notice also that the moment condition
suptE(|zt|4) <∞ is necessary for part (a)(iii) to hold and so is not stated explicitly. ♦

Remark 2.9. For t ≤ 0, we assume only that σt is uniformly bounded, see Assumption
1(b)(i), whereas, for t = 1, . . . , T , we assume in Assumption 1(b)(ii) that σt depends on
(t/T ). Therefore, a time series generated according to Assumption 1 formally constitutes
an array of the type {εT,t : t ≤ T, T ≥ 1}, where εT,t = σT,tzt and σT,t satisfies Assumption
1(b) for all T ≥ 1. Because the array notation is not essential, for simplicity the subscript
T is suppressed in the sequel. ♦

In anticipation of the asymptotic local power analysis of the likelihood-based tests, we
prove consistency and asymptotic normality of the QML estimator under Pitman drift,
where model (1) holds with true parameter value given by the sequence

θ0,T = θ0 + δθ/
√
T . (4)

Corresponding results under a fixed true value, θ0, as commonly stated in estimation
settings, are trivially obtained by setting δθ = 0 in our results that follow. We note
that, under the true parameter value θ0,T in (4), ut and Xt in (1) are formally in fact
triangular arrays. However, this is not essential in what follows, so we suppress the
additional subscript T (cf. Remark 2.9). We impose the following assumption on θ0.

Assumption 2. It holds that θ0 = (d0, ψ
′
0)′ ∈ D × Ψ =: Θ, where D := [d1, d2] with

−∞ < d1 ≤ d2 <∞ and the set Ψ ⊂ Rp is convex and compact.

Assumption 2 permits the length of the interval D of admissible values of the param-
eter d to be arbitrarily large, allowing the model in (1) to simultaneously accommodate
both non-stationary, (asymptotically) stationary, and over-differenced processes.

The following condition is imposed on the coefficients of the linear filter a(z, ψ).

Assumption 3. For all ψ ∈ Ψ and all z in the complex unit disk {z ∈ C : |z| ≤ 1} it
holds that:

(i) a(z, ψ) =
∑∞

n=0 an(ψ)zn is bounded and bounded away from zero and a0(ψ) = 1.
(ii) a(eiλ, ψ) is twice differentiable in λ with second derivative in Lip(ζ) for ζ > 0.

(iii) The function ȧ(z, ψ) := ∂a(z,ψ)
∂ψ

=
∑∞

n=0 ȧn(ψ)zn exists and ȧ(eiλ, ψ) is differentiable

in λ with derivative in Lip(ζ) for ζ > 0.

Remark 2.10. Assumption 3(i) coincides with Assumption A1(iv) of HR11, while As-
sumption 3(ii) strengthens their Assumption A1(ii) from once differentiable in λ with
derivative in Lip(ζ) for ζ > 1/2, and Assumption 3(iii) strengthens their Assumption
A1(iii) from continuity in ψ to differentiability. ♦

Remark 2.11. Assumptions 3(i)-(ii) ensure that ut in (1) is an invertible short-memory
process (with power transfer function (scale-free spectral density) that is bounded and
bounded away from zero at all frequencies); under Assumption 3(i) the function b(z, ψ) :=
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∑∞
n=0 bn(ψ)zn = a(z, ψ)−1 is well-defined by its power series expansion for |z| ≤ 1 + ε for

some ε > 0, and is also bounded and bounded away from zero on the complex unit disk.
Under Assumption 3 the coefficients an(ψ), bn(ψ), ȧn(ψ), and ḃn(ψ) := ∂bn(ψ)

∂ψ
satisfy

|an(ψ)| = O(n−2−ζ), |bn(ψ)| = O(n−2−ζ), ||ȧn(ψ)|| = O(n−1−ζ), ||ḃn(ψ)|| = O(n−1−ζ) (5)

uniformly in ψ ∈ Ψ; see Zygmund (2003, pp. 46 and 71). In contrast, under Hualde
and Robinson’s (2011) Assumption A1(ii) the rate for an(ψ) and bn(ψ) is O(n−1−ζ) for
ζ > 1/2, which is slightly weaker. Assumption 3 is easily seen to be satisfied, for example,
by stationary and invertible finite order ARMA processes. ♦
Remark 2.12. Assumption 3 is assumed to apply for all ψ in the user-chosen optimizing
set Ψ. For example, in the case where ut is an ARMA model, the set Ψ can be chosen as
any compact and convex subset of the (open) set for which the inverse roots of the AR
and MA polynomials are strictly inside the unit circle. Specifically, if ut is modeled as a
first-order AR model then Assumption 3 is clearly satisfied for all ψ ∈ (−1, 1), and the
optimizing set Ψ can be chosen as any compact and convex subset of (−1, 1). ♦

Finally, the following identification condition will also be needed.

Assumption 4. For all ψ ∈ Ψ\{ψ0} it holds that a(z, ψ) 6= a(z, ψ0) on a subset of
{z ∈ C : |z| = 1} of positive Lebesgue measure.

Assumption 4 is identical to Assumption D in Nielsen (2015) and Assumption A1(i)
in HR11. It is satisfied, for example, by all stationary and invertible finite order ARMA
processes whose AR and MA polynomials do not admit any common factors. More
generally, Assumption 4 ensures identification and is related to the standard condition
for identification in extremum (or ML) estimation; see, e.g., Hayashi (2000, eqn. (7.2.13))
for a textbook treatment. In a time series context, see also Hannan (1973, eqn. (4)).

3 Estimation and Inference

In Section 3.1 we first outline QML estimation of the parameters of model (1). Section
3.2 outlines the classical trinity of QML-based tests for inference on the parameters of
model (1). Wild bootstrap implementations of these tests are discussed in Section 3.3.

3.1 QML Estimation

Define the residuals

εt(θ) :=
t−1∑
n=0

bn(ψ)∆d
+Xt−n. (6)

Then the conditional4 Gaussian quasi-log-likelihood function, based on the assumption
that the shocks εt are Gaussian with constant variance equal to σ2, for model (1) is, up to
a constant, LT (θ, σ2) = −T

2
log σ2 − 1

2σ2

∑T
t=1 εt(θ)

2. It follows in the usual way that the
(conditional) QML estimator is identical to the classical least squares or CSS estimator,
which is found by minimizing the sum of squared residuals; that is,

θ̂ := arg min
θ∈Θ

QT (θ), (7)

QT (θ) := T−1

T∑
t=1

εt(θ)
2. (8)

4We are using the term ‘conditional’ here in its usual sense to indicate that we have conditioned
on the initial values of ut. This has, of course, been done implicitly through the assumption that (1)
generates a type II fractional process; see again the discussion in Remark 2.2.
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It is important to notice that Gaussianity is not needed for the asymptotic theory in this
paper, and so (7) can be viewed as a (conditional) QML estimator.

Next, calculation of both the LR and LM test statistics, requires estimation carried out
under the null hypothesis. To that end, let a tilde (˜) denote an estimator obtained under
the restriction(s) imposed by the null hypothesis, i.e. while fixing M ′θ = m. Specifically,
the restricted estimator θ̃ := (d̃, ψ̃′)′ is defined by θ̃ := arg minθ∈ΘQT (θ) subject to M ′θ =
m, and σ̃2 := 1

T

∑T
t=1 εt(θ̃)

2, see (8). Equivalently, define the subspace Θ̃ := {θ ∈ Θ :
M ′θ = m} such that

θ̃ = arg min
θ∈Θ̃

QT (θ). (9)

3.2 Asymptotic Tests

We next present the classical trinity of likelihood-based test statistics, i.e. the (quasi) LR,
LM and Wald test statistics under the assumption of homoskedastic Gaussian innovations,
as well as an heteroskedasticity-robust version of the Wald test implemented using a White
(1982) sandwich-type robust standard error. First, we consider a Wald statistic given by

WT := T (M ′θ̂ −m)′(M ′B̂−1M)−1(M ′θ̂ −m), (10)

where B̂ := −∂2LT (θ̂,σ̂2)
∂θ∂θ′

and σ̂2 := T−1
∑T

t=1 εt(θ̂)
2. Next, the (quasi) LR test statistic is

given by

LRT := T log
(
QT (θ̃)/QT (θ̂)

)
, (11)

as follows immediately from (8). Finally, the LM test statistic is

LMT :=
∂LT (θ̃, σ̃2)

∂θ′

(
∂2LT (θ̃, σ̃2)

∂θ∂θ′

)−1
∂LT (θ̃, σ̃2)

∂θ
. (12)

Remark 3.1. The LM statistic in (12) reduces to that considered in CNT15 in the case
where M = (1, 0, . . . , 0)′; that is, where the null hypothesis only involves d. Moreover,
CNT15 considered a more restrictive formulation for the short memory component a(z, ψ)
in (1), and did not consider estimation of θ. ♦

In the remainder we will often use ST as a generic notation for any of the three
statistics WT , LRT and LMT in (10), (11) and (12), respectively. As we show below, these
three statistics are (conditional on σ(·)) asymptotically equivalent under our assumptions.

The dependence of the asymptotic variance of the QML estimator, see Theorem 2
below, on nuisance parameters arising from both the weak dependence and heteroskedas-
ticity in {εt} implies that asymptotically pivotal inference on the parameter vector
θ will need to be based around a heteroskedasticity-robust version of the Wald test
statistic using, e.g., the usual White (1982) sandwich estimator Ĉ := B̂−1ÂB̂−1 with

Â := T−1
∑T

t=1
∂`t(θ̂,σ̂2)

∂θ
∂`t(θ̂,σ̂2)

∂θ′
and `t(θ, σ

2) := −1
2

log(σ2)− 1
2σ2 εt(θ)

2, which leads to the
robust Wald statistic

RWT := T (M ′θ̂ −m)′(M ′ĈM)−1(M ′θ̂ −m). (13)

Under conditional homoskedasticity, as in the conditions in Remark 2.7, it follows
immediately from (16) that all the tests are asymptotically χ2

q distributed under the
null hypothesis. Where M = (1, 0, . . . , 0)′, these results can be found in, for example,
Robinson (1994), Tanaka (1999), Nielsen (2004) or HR11.
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3.3 Bootstrap Tests

We now describe our two proposed wild bootstrap-based analogues of the LR, LM, Wald
and robust Wald tests from Section 3.2.

Algorithm 1 (Restricted wild bootstrap).

(i) Estimate model (1) using Gaussian QML (unrestricted), yielding the estimate θ̂ to-
gether with the corresponding residuals, ε̂t :=εt(θ̂), see (6).

(ii) Compute the centered residuals ε̂c,t := ε̂t− T−1
∑T

i=1 ε̂i and construct the bootstrap
errors ε∗t := ε̂c,twt, where wt, t= 1, ..., T , is an i.i.d. sequence with E(wt) = 0,
E(w2

t ) = 1 and E(w4
t ) <∞.

(iii) Construct the bootstrap sample {X∗t } from

X∗t := ∆−d̃+ u∗t with u∗t := a(L, ψ̃)ε∗t , t = 1, ..., T, (14)

with the T bootstrap errors ε∗t generated in step (ii) and setting ε∗t = 0 for t ≤ 0.
(iv) Using the bootstrap sample, {X∗t }, compute the bootstrap test statistic S∗T , denoting

either the LM, LR or Wald statistic, as detailed in Section 3.2, for testing M ′θ = m.
Define the corresponding p-value as P ∗T := 1 − G∗T (ST ) with G∗T (·) denoting the
conditional (on the original data) cdf5 of S∗T . The wild bootstrap robust Wald
statistic, denoted RW ∗

T , and associated p-value is defined analogously.
(v) The wild bootstrap test of H0 against H1 at level α rejects if P ∗T ≤ α.

Algorithm 2 (Unrestricted wild bootstrap).

(i) & (ii) As in Algorithm 1.
(iii) Construct the bootstrap sample {X∗t } from

X∗t := ∆−d̂+ u∗t with u∗t := a(L, ψ̂)ε∗t , t = 1, ..., T, (15)

with the T bootstrap errors ε∗t generated in step (ii) and with ε∗t = 0 for t ≤ 0.
(iv) Using the bootstrap sample, {X∗t }, compute the bootstrap test statistic S∗T , denoting

either the LM, LR or Wald statistic, as detailed in Section 3.2, for testing M ′θ =
M ′θ̂. Define the corresponding p-value as P ∗T := 1 − G∗T (ST ) with G∗T (·) denoting
the conditional (on the original data) cdf of S∗T . The wild bootstrap robust Wald
statistic, denoted RW ∗

T , and associated p-value is defined analogously.
(v) As in Algorithm 1.

Remark 3.2. In step (iii) of Algorithm 1 the parameters characterizing (1), which are
used in constructing the bootstrap sample data, are estimated under the restriction of
the null hypothesis, H0 of (2). In contrast, in step (iii) of Algorithm 2 the corresponding
unrestricted parameter estimates are used in constructing the bootstrap sample data.
Since the bootstrap DGP in Algorithm 2 is then based on θ̂, the bootstrap test statistic
computed in step (iv) is for the hypothesis that M ′θ = M ′θ̂. ♦

Remark 3.3. In contrast to the bootstrap LM tests considered in CNT15, the wild
bootstrap implementations in both Algorithm 1 and Algorithm 2 are based on the use
of unrestricted residuals in step (i). Hence, the restricted wild bootstrap in Algorithm 1

5In practice, G∗T (·) is unknown, but can be approximated in the usual way through numerical simula-
tion by generating B (conditionally) independent bootstrap statistics, S∗T :b, b = 1, ..., B. The simulated

bootstrap p-value is then P̃ ∗T := B−1
∑B

b=1 I(S∗T :b > ST ) and satisfies P̃ ∗T → P ∗T almost surely as B →∞.
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might possibly be better described as a type of hybrid bootstrap (because it is based
on unrestricted residuals in step (i) and restricted parameter estimates in step (iii)). A
similar bootstrap algorithm is mentioned in MacKinnon (2009), who argues that using
unrestricted residuals together with restricted parameter estimates may be a sensible
thing to do, see the discussion below his equation (6.10) on page 195. In our case, when
testing null hypotheses involving the long memory parameter, d, the restricted residuals
have the potential to be non-stationary under the alternative. This complication is safely
avoided by using the unrestricted residuals. In what follows we will refer to Algorithm 1
as the restricted wild bootstrap and Algorithm 2 as the unrestricted wild bootstrap. ♦

4 Asymptotic Theory

We now derive the large sample behaviour of the standard QML-based estimator and
test statistics under unconditional and/or conditional heteroskedasticity. We then derive
sufficient conditions which ensure that the wild bootstrap implementations of these tests
outlined in Algorithms 1 and 2 are asymptotically valid, both under the null hypothesis
and, crucially, under the alternative. All results provided in this section hold conditionally
on a given realisation of the random scale process, σ(·). Clearly, where the stated limiting
distributions do not depend on σ(·), they also hold unconditionally. Results for non-
stochastic σ(·) processes follow trivially as a special case of the stated results.

Our first result in this section is to establish the (global) consistency of the unrestricted
QML estimator from (7) when the shocks, ut, driving (1) satisfy Assumption 1. A
corresponding result for the restricted QML estimator is given at the end of Section 4.1.

Theorem 1. Let Xt be generated by model (1) and (4) with θ0 ∈ int(Θ), let (d̂, ψ̂) be
defined by (7), and suppose Assumptions 1–4 are satisfied. Then, conditional on σ(·),

(d̂, ψ̂)
p→ (d0, ψ0).

The consistency established in Theorem 1 applies under the true values given by the
Pitman drift θ0,T in (4). Of course, setting δθ = 0, the same result holds trivially when
the data generating process is characterised by a fixed true value, θ0. Also note that,
because θ0,T → θ0, it obviously follows from Theorem 1 that θ̂ − θ0,T

p→ 0.

Remark 4.1. While somewhat unusual in typical consistency proofs for implicitly defined
extremum estimators, the condition θ0 ∈ int(Θ) in Theorem 1 is needed under the Pitman
drift (4) to ensure that θ0,T ∈ Θ for T sufficiently large, such that (5) applies for an(ψ0,T ).
Inspection of the proof in Section S.5.1 in the Supplement shows that under fixed true
value, i.e. with δθ = 0, it is sufficient that θ0 ∈ Θ, see (S.17) and (S.18). ♦

Remark 4.2. The result in Theorem 1 establishes that the consistency result derived
in HR11 (see also Nielsen, 2015) under the assumption of conditionally homoskedastic
errors remains valid under the conditions of Assumption 1 thereby allowing for conditional
and/or unconditional heteroskedasticity in the driving shocks, εt, in (1). This result
does, however, require the stronger smoothness conditions in Assumption 3 relative to
the corresponding conditions in Assumption A1 of HR11; see again the discussion in
Remarks 2.10 and 2.11. Notice the result in Theorem 1 implies that this result also holds
under the conditions in Remark 2.7. Although this imposes somewhat weaker conditions
than the corresponding Assumption A2 of HR11, this must be traded off against the
stronger conditions imposed by Assumption 3 relative to their Assumption A1. ♦
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We next establish asymptotic distribution theory for the QML estimator from (7)
under heteroskedasticity of the form given in Assumption 1. In order to do so we need
to strengthen Assumptions 1 and 3 with the following additional assumptions.

Assumption 5. For all integers q such that 3 ≤ q ≤ 8 and for all integers r1, ..., rq−2 ≥ 1,
the q’th order cumulants κq(t, t, t− r1, . . . , t− rq−2) of (zt, zt, zt−r1 , . . . , zt−rq−2) satisfy the
condition that supt

∑∞
r1,...,rq−2=1 |κq(t, t, t− r1, . . . , t− rq−2)| <∞.

Assumption 6. For all z such that |z| ≤ 1, a(z, ψ) =
∑∞

n=0 an(ψ)zn is thrice differen-
tiable in ψ on the closed neighborhood Nδ(ψ0) := {ψ ∈ Ψ : ||ψ−ψ0|| ≤ δ} for some δ > 0,

and the derivatives ∂kan(ψ)

∂ψ(k) satisfy
∑∞

n=0 ||
∂kan(ψ)

∂ψ(k) || <∞ for all ψ ∈ Nδ(ψ0) and k = 2, 3.

Remark 4.3. The strengthening of Assumption 1(a)(iii) to a summability condition on
the eighth order cumulants of εt in Assumption 5 would appear to be standard, whether
stated directly or indirectly, in the fractional literature where asymptotic distribution
theory is derived under (conditional) heteroskedasticity, the leading example being the
literature on hypothesis testing on the long memory parameter, d; see, inter alia, Deme-
trescu, Kuzin and Hassler (2008), Hassler, Rodrigues and Rubia (2009) and Kew and
Harris (2009). Also, the moment condition suptE|zt|8 < ∞, imposed for example by
these authors, is necessary for Assumption 5 with q = 8 to hold and therefore is not
stated explicitly. The additional cumulant conditions are required in the proof of Theo-
rem 2 to verify that, under heteroskedastic innovations of the form given in Assumption
1, a Lindeberg-type condition holds for the score and for proving convergence in L2 of
the Hessian; see Sections S.5.2.1 and S.5.2.2, respectively. ♦

Remark 4.4. Assumption 6 requires a(z, ψ) to be thrice differentiable in ψ rather than
the corresponding twice differentiable condition in Assumption A3(ii) of HR11. This
strengthening is used to prove tightness of the Hessian; see Section S.5.2.2. This condition
is satisfied by standard stationary and invertible ARMA processes, and, indeed, is not
restrictive in practice for the reasons outlined on page 3156 of HR11. ♦

Finally, to state the asymptotic variance of the limiting distribution of the QML
estimator, we define

A0 :=
∞∑

n,m=1

τn,m

[
n−1m−1 −γn(ψ0)′/m
−γn(ψ0)/m γn(ψ0)γm(ψ0)′

]
and B0 :=

∞∑
n=1

[
n−2 −γn(ψ0)′/n

−γn(ψ0)/n γn(ψ0)γn(ψ0)′

]
,

where τn,m is defined in Assumption 1(a)(ii) and γn(ψ) :=
∑n−1

m=0 am(ψ)ḃn−m(ψ).

Remark 4.5. The matrix B0 coincides with the matrix A in HR11 and derives from the
weak dependence present in the process through a(z, ψ). On the other hand, the matrix
A0 also includes the effects of any conditional heteroskedasticity present in εt via the τn,m
coefficients. If there is no conditional heteroskedasticity present, then A0 = B0 because
here τn,m = I(n = m). Notice that neither A0 nor B0 include the effects of the random
scale (unconditional heteroskedasticity) arising from part (b) of Assumption 1. ♦

Remark 4.6. Observe that A0 (and hence B0) is finite because |γn(ψ)| = O(n−1−ζ(log n))
by (5) and Lemma A.4, while τn,m = κ4(t, t, t − n, t −m) + κ2(t, t)κ2(t − n, t − n)I(n =
m) as zt is a MDS, so that

∑∞
n,m=1 n

−1m−1|τn,m| ≤
∑∞

n,m=1 |κ4(t, t, t − n, t − m)| +∑∞
n=1 n

−2κ2(t, t)κ2(t− n, t− n) <∞ by Assumption 1(a)(iii). ♦
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As in HR11 we require B0 to be invertible. This is formally stated in Assumption 7.
Again this is satisfied by, for example, stationary and invertible ARMA processes.

Assumption 7. The matrix B0 is non-singular.

In our second result we now establish asymptotic distribution theory for the QML
estimator from (7) when the shocks, ut, driving (1) are heteroskedastic. Using standard
notation, Y |X denotes the random variable Y conditional on X, and if Y ∼ N(a, b) we
also use the notation N(a, b)|X.

Theorem 2. Under the conditions of Theorem 1, Assumptions 5–7, and conditional on
σ(·),

√
T (θ̂ − θ0,T )

w→ N(0, C0)|σ(·), (16)

Â− λA0
p→ 0, B̂ −B0

p→ 0, Ĉ − C0
p→ 0, (17)

where C0 := λB−1
0 A0B

−1
0 with λ :=

∫ 1

0
σ4(s)ds/(

∫ 1

0
σ2(s)ds)2.

Again, the result in Theorem 2 is given for the Pitman drift true value, θ0,T , in (4).
Under a fixed true value, θ0, the same result holds with θ0,T = θ0 in (16).

Remark 4.7. Theorem 2 generalises the corresponding result in HR11 to the case where
the shocks can display stochastic conditional and/or unconditional heteroskedasticity of
the form in Assumption 1. Note that the limiting distribution in (16) is that of the scaled
estimator,

√
T (θ̂ − θ0,T ), conditional on σ(·), by virtue of Assumption 1(b) which allows

σ(·) to be random. Where σ(·) is non-random, (16) gives the unconditional limiting
distribution. Under the conditions in Remark 2.7, A0 = B0 and λ = 1 and, hence, the
result in (16) reduces to the (unconditional) result in Theorem 2.2 of HR11. Where het-
eroskedasticity arises only through part (a) of Assumption 1 then so the variance matrix
C0 in the right member of (16) reduces to B−1

0 A0B
−1
0 . Moreover, where heteroskedasticity

arises only through part (b) of Assumption 1 then so C0 reduces to λB−1
0 . ♦

Remark 4.8. The result in (16) shows that the variance of the (conditional) asymptotic
distribution of the (scaled and centered) QML estimator depends on the scalar parameter
λ. When σ(·) is non-random so that σ2(·) can be interpreted as the unconditional variance
process, λ is a measure of the degree of unconditional heteroskedasticity (non-stationary
volatility) present in {εt}. More generally, because σ(·) is allowed to be random, λ is
a normalised measure of the time-variation in σ(·). When σ(·) is constant (e.g., for a
homoskedastic process) then λ = 1, whereas when σ(·) is non-constant then λ > 1 by
the Cauchy-Schwarz inequality. Consequently the variance of the asymptotic distribution
of the QML estimator is seen to be inflated when time-variation is present in {σt} (or
unconditional heteroskedasticity is present in {εt} in the non-random σ(·) case). ♦

4.1 Asymptotic Inference

We now turn to detailing the asymptotic behaviour of the standard LM, LR, Wald and ro-
bust Wald statistics under stochastic unconditional and/or conditional heteroskedasticity
of the form given in Assumption 1. In order to investigate the impact of heteroskedas-
ticity on both the asymptotic size and local power of the tests we will derive asymptotic
distributions under the relevant (local) Pitman drift alternative; that is,

H1,T : M ′θ = m+ δ/
√
T , (18)
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where δ is a fixed q × 1 vector. Notice that for δ = 0, H1,T reduces to H0 of (2). Thus,
in view of (4), when H1,T is true we have that θ0 and δθ satisfy m = M ′θ0 and δ = M ′δθ.
When H0 is true we further have that δθ satisfies M ′δθ = 0. On the other hand, under
the fixed alternative H1 in (3), δθ = 0 and hence θ0 is such that M ′θ0 6= m, i.e. θ0 /∈ Θ̃.

Theorem 3. Let Assumptions 1–7 be satisfied and assume that θ0 ∈ int(Θ). Then, under
H1,T of (18), it holds that, conditional on σ(·),

ST
w→ Y ′F0Y |σ(·), (19)

RWT
w→ χ2

q

(
δ′(M ′C0M)−1δ

)
|σ(·), (20)

where Y ∼ N((M ′C0M)−1/2δ, Iq), F0 := ((M ′C0M)1/2)′(M ′B−1
0 M)−1(M ′C0M)1/2, and

where χ2
q(g) denotes a noncentral χ2

q distribution with non-centrality parameter g.

Corollary 1. Let the conditions of Theorem 3 be satisfied. Then, under H0 of (2) and
conditional on σ(·),

ST
w→ Z ′F0Z|σ(·), Z ∼ N(0, Iq) (21)

RWT
w→ χ2

q. (22)

Remark 4.9. The quadratic forms on the right-hand sides of (19) and (21) are not, in
general, χ2-distributed because the matrix F0 is not idempotent, which is a necessary and
sufficient condition for the quadratic forms to be χ2-distributed. However, noting that
C0 = B−1

0 and λ = 1 in the homoskedastic case, the asymptotic null distribution of ST is
seen to be χ2

q under the conditions in Remark 2.7. ♦

The right member of (22) does not depend on nuisance parameters, so Corollary 1
establishes that, conditional on σ(·), the robust Wald test is asymptotically correctly sized
under heteroskedasticity of the form in Assumption 1. This is a remarkably strong result,
since it implies correct asymptotic size not only unconditionally, i.e. on average across all
possible realisations of σ(·), but also conditionally, i.e. for any possible realisation of the
random process σ(·), the latter implying the former. This strong result does not, however,
hold for the standard LR, LM and Wald tests whose limiting (conditional) distributions
depend, through F0, on σ(·) and on the volatility process of {zt}.

Theorem 3 also demonstrates that the standard LR, LM and Wald tests and the
robust Wald test will all have asymptotic local power properties that depend on the
heteroskedasticity present in the process, even when size-corrected in the case of the
standard LR, LM and Wald tests. The finite sample effects of a variety of shock processes
which display a one-time change in variance and/or a GARCH-type structure on the size
and power properties of the tests will be quantified by Monte Carlo methods in Section 5.

Remark 4.10. For the case where M = (1, 0, . . . , 0)′, the results in Theorem 3, again
conditional on σ(·), reduce to

ST
w→ (C0)1,1

(B−1
0 )1,1

χ2
q(δ

2(C0)−1
1,1)|σ(·), (23)

RWT
w→ χ2

q(δ
2(C0)−1

1,1)|σ(·). (24)

In the case where σ(·) is non-stochastic, the result in (23) coincides with the result given in
Theorem 1 of CNT15 for the LM statistic on noting that (B−1

0 )1,1 and (C0)1,1 correspond
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to the parameters ω2 and λ$2, respectively, in CNT15. The asymptotic size and size-
corrected asymptotic local power function which obtain under (23) in the case where σ(·)
is non-random are given in analytical form and graphed in CNT15. These quantify the
dependence of the size and local power of the LM, LR, and Wald tests on the degree and
form of heteroskedasticity and/or weak dependence present. ♦

Remark 4.11. When q = 1, one-sided tests could also be considered using the usual
t-statistic or a one-sided score statistic as in CNT15 or Robinson (1994, p. 1424). This
would allow testing, for example, d = 1/2 against the alternative d < 1/2 or testing the
unit root d = 1 against d < 1, or even d = 2 against d < 2 to check whether Xt is
I(2). Such tests will be more powerful than the trinity of two-sided tests against these
one-sided alternatives (in the correct tail). Indeed, in the Gaussian homoskedastic single-
parameter model, the t-test and one-sided score test mentioned above are asymptotically
uniformly most powerful (UMP), and the trinity of two-sided tests are asymptotically
UMP unbiased, see Tanaka (1999) and Nielsen (2004) for the fractional model or Lehmann
and Romano (2005) for a general treatment. The large sample theory for these one-sided
tests follows entirely straightforwardly from the results given in this paper. ♦

We next establish the (global) consistency of the tests discussed in this section against
fixed (non-local) alternatives.

Theorem 4. Let the conditions of Theorem 3 be satisfied. Under the fixed alternative
H1 in (3), the statistics WT , LRT , LMT and RWT given in (10), (11), (12) and (13),
respectively, are all of Op(T ), where the rate is sharp. That is, the tests are consistent.

Remark 4.12. The results in Theorem 4 show that the rate of consistency of the tests
under H1 is unaffected by heteroskedasticity of the form given in Assumption 1. ♦

Remark 4.13. It is straightforward, given the results in the proof of Theorem 4, to show
that the t-test and one-sided score test for a single linear restriction discussed in Remark
4.11 are both of Op(T

1/2) (sharp) under H1. These tests will therefore be consistent,
provided they are performed in the correct tail. ♦

We conclude this section with the following result on some properties of the restricted
estimator, which will be needed for the bootstrap theory in the next section.

Theorem 5. Let the conditions of Theorem 2 hold. Then the restricted estimator θ̃ in
(9) exists, and, furthermore:

(i) If the local alternative (18) is true, then θ̃
p→ θ0 and, conditional on σ(·),

√
TM ′

⊥(θ̃−
θ0,T )

w→ N(0,M ′
⊥C0M⊥)|σ(·), where M⊥ satisfies M ′

⊥M = M ′M⊥ = 0.
(ii) If the fixed alternative (3) is true such that θ0 /∈ Θ̃, then there exists a fixed value

θ† ∈ Θ̃ such that θ̃
p→ θ†.

4.2 Bootstrap Inference

In this section we derive the conditions under which the wild bootstrap implementations
of the QML-based tests from Section 3.2 correctly replicate the first-order asymptotic null
distributions of the test statistics given in Corollary 1, under heteroskedasticity of the
form considered in this paper. Our aim is to establish validity of the bootstrap not only
unconditionally, i.e. on average across all possible realizations of σ(·), but also condition-
ally, i.e. for any possible realization of the random process σ(·). Conditional bootstrap
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validity is a much stronger result and also implies unconditional validity. Conditional
validity can be shown to hold by establishing that the limiting distribution of the asymp-
totic test, conditional on σ(·), coincides with that of the bootstrap implementation of
the test. Because the bootstrap statistics considered in this paper depend on σ(·) only
through the original data, the distribution of a bootstrap statistic, conditional on both
σ(·) and the original data, is identical to that conditional on the data alone. For this
reason, we need only condition on the original data. As with the results for asymptotic
tests obtained in the previous section, the random scale process σ(·) may appear in the
bootstrap limiting distributions.

Before we state our results for the bootstrap tests, we consider the bootstrap estimator
of the parameter θ. With the bootstrap data {X∗t } generated from step (iii) of either
Algorithm 1 or 2, we define the bootstrap residuals and bootstrap estimator,

ε∗t (θ) :=
t−1∑
n=0

bn(ψ)∆d
+X

∗
t−n, (25)

θ̂∗ := arg min
θ∈Θ

Q∗T (θ), Q∗T (θ) := T−1

T∑
t=1

ε∗t (θ)
2, (26)

c.f. (6)–(8). To unify the notation, particularly in the generation of the bootstrap data
in step (iii) of Algorithms 1 and 2, we consider the generic estimator θ̌ := (ď, ψ̌′)′ used
to denote either θ̃ (restricted) or θ̂ (unrestricted), depending on whether Algorithm 1 or
2, respectively, is applied to generate the bootstrap data. We further define θ† to be the
limit in probability of θ̌, such that θ̌

p→ θ† as T → ∞. When θ̌ is used to denote the
unrestricted estimator then θ† = θ0 as shown in Theorem 1. When θ̌ is used to denote
the restricted estimator then θ† is given in Theorem 5 as θ0 if the null or local alternative
is true and as a fixed value θ† 6= θ0 under the fixed alternative (the precise definition of
θ† in the latter case can be found in the proof of Theorem 5 in Section C).

We are now able to establish the following results which are a necessary pre-requisite
for establishing the large sample properties of the bootstrap tests in Theorems 7 and 8.
All of the results given in the remainder of this section apply to both the restricted and
unrestricted bootstrap procedures. Let

A† :=
∞∑
n=1

τn,n

[
n−2 −γn(ψ†)′/n

−γn(ψ†)/n γn(ψ†)γn(ψ†)′

]
and B† :=

∞∑
n=1

[
n−2 −γn(ψ†)′/n

−γn(ψ†)/n γn(ψ†)γn(ψ†)′

]
.

Theorem 6. Let Assumptions 1–7 be satisfied and assume that θ0 ∈ int(Θ). Then, under
either H1,T of (18) or H1 of (3),

θ̂∗ − θ̌ p∗→p 0 (27)

and √
T (θ̂∗ − θ̌) = O∗p(1), (28)

in probability. Moreover, if θ† ∈ int(Θ) then,

√
T (θ̂∗ − θ̌) w∗→p N(0, C†)|σ(·), where C† := λB†−1A†B†−1. (29)

The estimator θ̌ is the bootstrap true value used to generate the bootstrap sample in
step (iii) of Algorithms 1 and 2, and hence the consistency result in (27) of Theorem 6
is as expected. The results in Theorem 6 show that, in general, we can prove that the
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bootstrap estimator satisfies the asymptotic rate condition (28). When it further holds
that the probability limit of the bootstrap true value, namely θ† is in the interior of the
parameter space, then we can also show that the bootstrap estimator is (conditionally)
asymptotically normally distributed as in (29).

We note that for the unrestricted bootstrap in Algorithm 2, θ† = θ0, which is always
assumed to be in the interior of the parameter space, so for the unrestricted bootstrap we
always obtain (29), even under the fixed alternative H1 in (3). However, for the restricted
bootstrap in Algorithm 1, θ† may be on the boundary under the fixed alternative H1 when
the hypothesised value is very far from the true value, θ0, see Theorem 5. In the latter
case, we therefore only obtain (28). The result (28) is sufficient to prove consistency of
the bootstrap tests based on either bootstrap algorithm, but not sufficient to show the
validity of bootstrap confidence intervals which would require (29).

We note from the difference between A† and A0 that the asymptotic distribution
of the bootstrap estimator, conditional on σ(·), in (29) is unable to capture the asym-
metry in the dependence structure of the higher-order moments of the innovations, as
represented by τr,s = E(z2

t zt−rzt−s) for r 6= s, because of the independence imposed
on the bootstrap errors. That is, conditional on the original data, E∗(ε∗2t ε

∗
t−rε

∗
t−s) =

ε̂2
c,tε̂c,t−rε̂c,t−sE(w2

twt−rwt−s) = 0 for all r 6= s. With the exception of the wild bootstrap
implementation of the robust Wald test, for asymptotic validity of our proposed wild
bootstrap tests we therefore need to strengthen part (ii) of Assumption 1(a) as follows:

Assumption 1’. Assumption 1 holds with part (a)(ii) replaced by:
(ii’) τr,s := E(z2

t zt−rzt−s) is uniformly bounded for all r ≥ 0, s ≥ 0, and τr,s = 0 for r 6= s.

Assumption 1’ imposes the additional (symmetry) condition that τr,s = 0 for r 6= s.
We note, in particular, that Assumption 1’ does not rule out leverage effects, which
are related to third moments and occur when E(z2

t zt−r) 6= 0 for some r ≥ 1. Instead,
Assumption 1’ rules out certain types of asymmetric volatility clustering, i.e. correlations
between z2

t and zt−rzt−s for r 6= s. Thus, by still allowing for leverage, Assumption 1’ is
still weaker than the corresponding conditions imposed in Robinson (1991), Demetrescu,
Kuzin and Hassler (2008), Hassler, Rodrigues and Rubia (2009) and Kew and Harris
(2009); see also Remarks 2.3 and 2.4.

Remark 4.14. As noted above Theorem 6, θ† = θ0 under H1,T of (18), regardless of the
bootstrap algorithm applied. Consequently, the matrices C0 and C† coincide under the
additional Assumption 1’. This coincidence is required for establishing bootstrap validity
in Theorem 7 and Corollary 2 below. However, because the asymptotic null distribution
of RWT in Corollary 1 does not depend on C0, bootstrap implementations of RWT will
not require the additional restrictions of Assumption 1’ for asymptotic vaildity. ♦

Remark 4.15. Under Assumption 1’, the conditional limit distributions given in (16) for
the QML estimator and in (29) for the QML estimator obtained in connection with the un-
restricted wild bootstrap of Algorithm 2, coincide to first order. This result can therefore
be used as the basis for constructing asymptotically valid bootstrap confidence intervals
for θ under Assumption 1’. For example, when θ is a scalar parameter, the asymptotic
bootstrap distribution of θ̂∗, using Algorithm 2, is centered around θ̂ and bootstrap confi-
dence intervals can be based on the empirical quantiles from the bootstrap distribution of
θ̂∗, conditional on the original data. Specifically, letting θ̂∗α denote the α% quantile of the
conditional bootstrap distribution of θ̂∗, the asymptotic (1 − α)%-level näıve (or basic)
and percentile bootstrap confidence intervals are given by [2θ̂ − θ̂∗(1−α/2); 2θ̂ − θ̂∗(α/2)] and
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[θ̂∗(α/2), θ̂
∗
(1−α/2)], respectively. Alternatively, the studentised bootstrap confidence interval

can be constructed from the associated t-statistics of the bootstrap estimates. ♦

We now report Theorem 7 and Corollary 2 which establish the large sample validity
of our proposed bootstrap tests. These results apply to both bootstraps, described in
Algorithms 1 and 2. That is, they apply regardless of whether the bootstrap pseudo-data
are generated using the restricted estimates, in which case the original null hypothesis
M ′θ = m is tested on the bootstrap data, or using the unrestricted estimates, in which
case the hypothesis M ′θ = M ′θ̂ is tested on the bootstrap data.

Theorem 7. Let Assumptions 1–7 be satisfied and θ0 ∈ int(Θ). Then, under H1,T ,

(i) RW ∗
T
w∗→p χ

2
q;

(ii) if Assumption 1 is replaced by 1’, then S∗T
w∗→p Z

′F0Z|σ(·), where Z ∼ N(0, Iq).

Theorem 7 has the following corollary, where P ∗T denotes the (wild bootstrap) p-value
associated with any of the four test statistics considered. The proof of the corollary follows
straightforwardly using, conditional on a given realisation of σ(·), the same arguments as
are made in the proof of Theorem 5 of Hansen (2000).

Corollary 2. Let the conditions of Theorem 7 be satisfied. Under the null hypothesis (2)
and conditional on σ(·), P ∗T

w→ U [0, 1], i.e. a uniform distribution on [0, 1].

An immediate implication of the result in Corollary 2 is that the wild bootstrap im-
plementations of the LM, LR and Wald tests will all have correct asymptotic size in
the presence of stochastic unconditional and conditional heteroskedasticity as given in
Assumption 1’. This result holds conditional on σ(·), i.e. for any possible realisation
of the random scale process σ(·). In the case of the robust Wald test the results holds
without the necessity to strengthen Assumption 1 with the stronger moment condition
in Assumption 1’. Notice that these results are trivially also seen to be true under ho-
moskedasticity since the conditions in Remark 2.7 are contained within both Assumptions
1 and 1’. Moreover, the results in Theorem 7 also imply immediately that under either
Assumption 1’ or Assumption 1, as appropriate, the wild bootstrap tests will attain the
same asymptotic local power function as the size-adjusted (recalling that the robust Wald
test is asymptotically correctly sized) asymptotic tests; cf. Theorem 3.

Remark 4.16. In the working paper version of CNT15, we also analyzed i.i.d. bootstrap
implementations of the LM test. As would be expected, the i.i.d. bootstrap is not able
to account for heteroskedasticity, and therefore suffers similar size distortions to the
asymptotic tests. It is straightforward to demonstrate that the same holds true for
i.i.d. implementations of the LR and Wald tests discussed in this paper. However, the
i.i.d. bootstrap does, like the wild bootstrap version of this test, correctly replicate the
limiting null distribution of the robust Wald statistic under Assumption 1. ♦

We conclude this section by establishing consistency of our proposed wild bootstrap
tests against fixed alternatives.

Theorem 8. Let Assumptions 1–7 be satisfied and assume that θ0 ∈ int(Θ). Then, under
the fixed alternative H1 in (3), S∗T and RW ∗

T are O∗p(1), in probability. Furthermore, if
θ† ∈ int(Θ), then the conclusions of Theorem 7 also hold under the fixed alternative.
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Taken in tandem with the results established for the original (non-bootstrapped)
statistics in Theorem 4, the results in Theorem 8 establish that the wild bootstrap im-
plementations of these tests, regardless of whether Algorithm 1 or Algorithm 2 is used,
are consistent against fixed alternatives.

Remark 4.17. Because θ† = θ0 for the unrestricted wild bootstrap (Algorithm 2), Theo-
rem 8 establishes that the unrestricted wild bootstrap statistics attain the same first order
(conditional) limiting distribution under fixed alternatives as they do under the null. This
result does not, however, hold for the restricted wild bootstrap statistics from Algorithm
1 because their bootstrap true value θ̌ (and specifically its limit in probability, θ†) can
lie on the boundary of the parameter space. As a result the restricted wild bootstrap
statistics can only be shown to be O∗p(1), in probability, when considering all possible
fixed alternatives. While this does not entail a loss of consistency for the restricted wild
bootstrap tests against fixed alternatives, it is suggestive that the finite sample power
of the restricted and unrestricted wild bootstrap implementations of a given test could
potentially differ. These issues are explored further in Section 5. ♦

5 Monte Carlo Simulations

We report results from a simulation study comparing the finite sample properties of the
asymptotic and bootstrap tests described above, in the context of a fractionally integrated
process allowing for weak dependence and both homoskedastic and heteroskedastic errors.

5.1 Monte Carlo Setup

The Monte Carlo data are simulated from the model in (1) with ut generated according
to either an AR(1) or an MA(1) process; that is ut will satisfy either (30) or (31):

(1− aL)ut = εt, (30)

ut = (1 + bL)εt, (31)

where in each case the innovations εt = σtzt and σt, zt will be defined below.
We report results for the asymptotic LRT , WT , LMT and RWT tests from Section

3.2, together with their wild bootstrap counterparts from Section 3.3. We consider three
specific hypotheses in the context of model (1) with ut generated according to either (30)
or (31). Principally, with the results reported in Sections 5.2–5.4, we consider tests on
the long memory parameter in (1), focusing on testing the null hypothesis H0,1 : d = 1
against H1,1 : d 6= 1. Here we will reports results for both finite sample size and power by
setting d = 1 and d = 1 + δ/

√
T , respectively, with δ = 2 when weak dependence is not

present (i.e., where a = b = 0) and δ = 3 otherwise. Further results are reported in the
accompanying Supplement which relate, in the context of (1) and (30), to tests on: (i) the
autoregressive parameter, for testing H0,2 : a = 0 against H1,2 : a 6= 0, i.e., a specification
test for autoregressive order, with finite sample size and power results reported for a = 0
and a = 5/

√
T , respectively, in (30); (ii) joint tests for H0,3 : d = 1 ∩ a = 0 against

H1,3 : d 6= 1 ∪ a 6= 0, with finite sample size and power results reported for d = 1, a = 0
and d = 1 + 1/

√
T , a = (5/3)/

√
T , in (1) and (30). In hypothesis H0,1 the choice of d = 1

(which is without loss of generality) delivers tests of the I(1) null. The second hypothesis,
H0,2, yields model specification tests for whether or not the autoregressive lag is required.
The final hypothesis, H0,3, gives tests of the random walk null. A brief summary of the
results reported in the Supplement for the last two hypotheses is given in Section 5.5.

Results are reported for samples of size T = 100 and T = 250, and under T = ∞
we also report the asymptotic size or size-corrected asymptotic local power calculated as
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described in Remark 4.10. Note that, for the asymptotic tests, the simulated finite sample
power of the asymptotic tests has been size-corrected, while the reported power values
for their bootstrap implementations has not been size-corrected. All tests were computed
at 5% nominal size. The test statistics WT , LMT and RWT in (10), (12) and (13),
respectively, were implemented using numerical derivatives, and specifically, the variance
estimator, B̂−1, in the calculation of WT was the inverse of the negative (numerical)
Hessian. For the bootstrap implementations, we used 499 bootstrap replications and the
i.i.d. sequence wt for the wild bootstrap was chosen as the simple two-point distribution
P (wt = −1) = P (wt = 1) = 0.5, which we found to perform slightly better than other
standard choices of wt made in the bootstrap literature. All simulations were performed
in Ox version 7.1, see Doornik (2007), and based on 10, 000 Monte Carlo replications.

5.2 Results With Unconditionally Heteroskedastic, Uncorrelated Errors

We consider first the case where the shocks do not display weak dependence (i.e., a =
b = 0, such that ut = εt) and analyse the impact of unconditional heteroskedasticity on
the tests of H0,1 : d = 1, uncontaminated by the influence of weak dependence. For the
present we take {zt} to be conditionally homoskedastic, and specifically we simulate it as
an i.i.d. N(0, 1) sequence. Notice that the wild bootstrap tests from Algorithms 1 and 2
coincide in this case because θ is simply the scalar long memory parameter, d.

The scale process is generated according to the deterministic one-shift volatility pro-
cess, σt = υ0 + (υ1−υ0)I(t ≥ τT ); i.e., there is an abrupt single shift in the variance from
υ2

0 to υ2
1 at time τT , for some τ ∈ (0, 1).6 Recall that when σ(·) is non-random, σ2(·)

can be interpreted as the unconditional variance profile of εt. Without loss of generality
we normalise υ2

0 = 1. We let the break date vary among τ ∈ {1/4, 3/4} and the ratio
υ := υ1/υ0 among υ ∈ {1/3, 1, 3}. Note that υ = 1 corresponds to homoskedastic errors.
These values of τ and υ are motivated by the so-called Great Moderation and the recent
Great Recession, as mentioned in the introduction, suggesting a decline in the volatility
early in the sample and an increase in the volatility late in the sample, respectively.

The results for the case with conditionally homoskedastic {zt} are in Table 1 (the
rows with υ = 1). Even in this case, a comparison between the results for the asymptotic
tests in Panel A and the corresponding wild bootstrap results in Panel B shows that the
bootstrap can deliver significant improvements over the empirical size of the asymptotic
tests. For example, for T = 100 the empirical rejection frequency of the RWT test is
6.33% while that of the corresponding wild bootstrap test is 5.03%.

It is where heteroskedasticity is present in the shocks (the rows where υ 6= 1) that the
wild bootstrap based tests display their superiority over the other available tests. From
the results in Table 1 we see that the asymptotic LM, LR and Wald tests can be severely
over-sized with this phenomenon persisting as the sample size is increased, as predicted
by the asymptotic distribution theory in Theorem 3. Again as predicted by Theorem 3,
the degree of over-sizing seen in these tests worsens as λ increases. For example, in the
two cases where λ = 2.333 the empirical rejection frequency of these tests approaches
20% regardless of the sample size. The robust Wald test, RWT , displays much better size
control, as would be expected, under heteroskedasticity but for the λ = 2.333 case it can
still be significantly over-sized, especially so for T = 100 where it displays an empirical

6We considered other models for the scale process σt such as those in Cavaliere and Taylor (2005,
2008). For comparable values of the parameter λ defined in Theorem 3 and discussed in Remark 4.8,
these results were qualitatively similar to those reported here, as predicted by the asymptotic theory,
and are consequently omitted in the interests of brevity.
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Table 1: Tests of H0,1: simulated size and power with one-time shift in unconditional volatility

size power

τ υ T λ LMT LRT WT RWT LMT LRT WT RWT

Panel A: asymptotic tests

1 100 1.00 5.93 5.08 5.68 6.33 63.04 70.07 62.76 60.05
1 250 1.00 5.54 5.32 5.47 5.64 67.02 71.47 67.13 65.26
1 ∞ 1.00 5.00 5.00 5.00 5.00 72.74 72.74 72.74 72.74

1/4 1/3 100 2.33 18.33 17.19 17.93 9.02 33.41 45.07 32.44 24.25
1/4 1/3 250 2.33 19.14 18.45 18.96 7.03 35.85 44.00 35.70 29.56
1/4 1/3 ∞ 2.33 19.95 19.95 19.95 5.00 38.96 38.96 38.96 38.96
1/4 3 100 1.24 8.46 7.73 8.18 6.38 53.26 61.37 52.75 50.37
1/4 3 250 1.24 8.13 7.80 8.02 5.39 58.49 63.86 58.42 57.00
1/4 3 ∞ 1.24 7.90 7.90 7.90 5.00 63.27 63.27 63.27 63.27
3/4 1/3 100 1.24 8.38 7.46 8.06 6.70 56.71 64.89 56.07 52.39
3/4 1/3 250 1.24 8.15 7.77 8.02 5.77 58.70 63.74 58.60 56.35
3/4 1/3 ∞ 1.24 7.90 7.90 7.90 5.00 63.27 63.27 63.27 63.27
3/4 3 100 2.33 19.54 18.20 19.03 9.50 29.25 40.13 28.14 20.15
3/4 3 250 2.33 19.41 18.91 19.26 7.21 33.06 40.83 32.83 27.10
3/4 3 ∞ 2.33 19.95 19.95 19.95 5.00 38.96 38.96 38.96 38.96

Panel B: wild bootstrap tests

1 100 1.00 5.35 5.26 5.38 5.03 63.44 69.97 63.11 60.01
1 250 1.00 5.18 5.29 5.24 5.06 66.91 71.76 66.78 65.18
1 ∞ 1.00 5.00 5.00 5.00 5.00 72.74 72.74 72.74 72.74

1/4 1/3 100 2.33 7.00 7.00 6.92 5.79 37.27 48.02 36.09 26.33
1/4 1/3 250 2.33 5.61 5.47 5.61 5.16 36.67 44.47 36.21 29.36
1/4 1/3 ∞ 2.33 5.00 5.00 5.00 5.00 38.96 38.96 38.96 38.96
1/4 3 100 1.24 5.35 5.44 5.30 4.93 53.41 61.72 52.93 48.72
1/4 3 250 1.24 4.88 5.02 4.88 4.67 57.38 63.12 57.27 55.37
1/4 3 ∞ 1.24 5.00 5.00 5.00 5.00 63.27 63.27 63.27 63.27
3/4 1/3 100 1.24 5.27 5.50 5.29 4.97 56.91 65.35 56.12 51.42
3/4 1/3 250 1.24 5.35 5.40 5.33 5.12 58.36 63.61 58.21 56.22
3/4 1/3 ∞ 1.24 5.00 5.00 5.00 5.00 63.27 63.27 63.27 63.27
3/4 3 100 2.33 7.29 7.20 7.25 6.11 33.29 42.34 32.50 23.09
3/4 3 250 2.33 5.91 5.92 5.90 5.45 34.32 41.61 34.17 27.66
3/4 3 ∞ 2.33 5.00 5.00 5.00 5.00 38.96 38.96 38.96 38.96

Notes: Entries for finite T are simulated rejection frequencies of the tests. Entries for T =∞ are calcu-

lated as described in Remark 4.10. Power is measured at δ = 2 and is size corrected for the asymptotic

tests, but not for the bootstrap tests. All entries are based on 10, 000 Monte Carlo replications.

rejection frequency of almost 10%. In contrast, the wild bootstrap tests in Panel B of
Table 1 display very good size control throughout; the largest entry relating to size in
Panel A of Table 1 is a rejection frequency of 7.29% for the bootstrap LMT test which
occurs for T = 100 with τ = 0.75 and υ = 3; although observe that the wild bootstrap
implementation of the robust Wald test, RWT , has empirical size of 6.11% in this case.
Indeed, among the bootstrap tests, it is the wild bootstrap RWT test that appears to
deliver the best finite sample size control overall across the results in Table 1.

Turning to the power of the tests, we see again from the results in Panel A of Table
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1 that the predictions from the asymptotic theory are strongly reflected in finite samples
with the size-corrected empirical power of the asymptotic tests being lower the larger the
value of λ, and that, as with the size results, these effects do not vanish as the sample size
is increased. Indeed, the size-adjusted power of the tests can be significantly lower; for
example, when λ = 1 all of the tests display an empirical rejection frequency of around
70% but for λ = 2.333 power can be roughly half this level. A notable feature of the
power results in Panel B of Table 1 is how close these results are to the size-adjusted
power results for the asymptotic tests in Panel A of the table. Although this is predicted
by the large sample distribution theory in Section 4, it is nonetheless interesting to see
how closely the finite sample results adhere to this asymptotic prediction. Amongst the
tests, for both the size-corrected asymptotic tests and the wild bootstrap tests, the LR
test, LRT , displays the highest finite sample power. However, it should be recalled that
the wild bootstrap LRT test generally displays slightly higher empirical size than the wild
bootstrap RWT test, suggesting that at least some of this finite sample power advantage
may simply be be artefact of the relative finite sample sizes of the two tests. Certainly
in those cases where the empirical sizes of the bootstrap LRT and RWT tests are closest,
the power differences between them are relatively small.

5.3 Results With Conditionally Heteroskedastic, Uncorrelated Errors

Next, we consider the following models where {zt} is conditionally heteroskedastic, in
each case with {et} forming an i.i.d. sequence.

Model A : εt = zt = h
1/2
t et, ht = 0.1 + 0.5z2

t−1, et ∼ N(0, 1).

Model B : εt = zt = h
1/2
t et, ht = 0.1 + 0.5z2

t−1, et ∼ (3/5)1/2t5.

Model C : εt = zt = h
1/2
t et, ht = 0.1 + 0.2z2

t−1 + 0.79ht−1, et ∼ N(0, 1).

Model D : εt = zt = h
1/2
t et, ht = 0.1 + 0.2z2

t−1 + 0.79ht−1, et ∼ (3/5)1/2t5.

Model E : εt = zt = h
1/2
t et, log ht = −0.23 + 0.9 log ht−1 + 0.25

(
|e2
t−1| − 0.3et−1

)
, et ∼ N(0, 1).

Model F : εt = zt = h
1/2
t et, ht = 0.0216 + 0.6896ht−1 + 0.3174 (zt−1 − 0.1108)2 , et ∼ N(0, 1).

Model G : εt = zt = h
1/2
t et, ht = 0.005 + 0.7ht−1 + 0.28 (|zt−1| − 0.23zt−1)2 , et ∼ N(0, 1).

Model H : εt = zt = et exp(ht), ht = 0.936ht−1 + 0.5vt, (vt, et) ∼ N(0, diag(σ2
v , 1)), σv = 0.424.

Model I : εt = σtzt, σt = 1 + 2I(t ≥ 0.75T ), zt = h
1/2
t et, ht = 0.1 + 0.5z2

t−1, et ∼ N(0, 1).

The conditionally heteroskedastic configurations for {zt} specified in Models A–H are a
subset of those used in Section 4 of Gonçalves and Kilian (2004), to which the reader is
referred for further discussion. Models A-D are standard stationary GARCH(1, 1) models
driven by either Gaussian or t-distributed shocks with unit variance, while Model E is
the is the exponential GARCH(1, 1) [EGARCH(1, 1)] model of Nelson (1991). Model
F is the asymmetric GARCH(1, 1) [AGARCH(1, 1)] model of Engle (1990), Model G is
the GJR-GARCH(1, 1) model of Glosten, Jaganathan and Runkle (1993), and Model
H is a first-order autoregressive stochastic volatility model. Finally, Model I combines
conditional heteroskedasticity in {zt}, of the form specified by Model A, together with
the one-time change model for the unconditional variance considered in the previous
subsection (for the particular case of υ = 3 and τ = 0.75). The chosen parameter values
in Models A–H are based on applied work see Section 4 of Gonçalves and Kilian (2004),
where the relation between these models and the moment conditions in Assumptions 1
and 1’ is also discussed. As noted by Gonçalves and Kilian (2004, p. 104), Models E, F,
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and G all fail the additional symmetry condition imposed by Assumption 1’ required for
the asymptotic validity of the wild bootstrap implementations of the LM, LR, and Wald
tests. It is of nonetheless of interest to investigate the finite sample behaviour of the tests
under models that may not in fact satisfy the assumptions needed for the asymptotic
theory. The results relating to Models A-I are presented in Table 2.

Consider first the results in Panel A of Table 2 for the empirical sizes of the asymp-
totic tests. Here we see that for these commonly encountered models of conditional
heteroskedasticity these tests can be very badly over-sized; indeed, the degree of over-
sizing is, if anything, more pronounced than was observed in these tests for the models
of unconditional heteroskedasticity in Table 1. While it was seen in Table 1 that the
degree of size distortions under the single break model depends on both the change-point
location and the magnitude of the break (with these distortions being relatively moder-
ate for increases in variance early in the sample and decreases late in the sample), there
are no entries for the asymptotic LMT , LRT and WT tests in Table 2 that lie below
10%. Models H and I clearly effect the greatest degree of over-size, with the empirical
sizes under Model H approaching 40%. Consistent with the results in Theorem 3, these
size distortions do not disappear as the sample size is increased; indeed, the opposite
occurs. Also in line with the asymptotic prediction from Theorem 3, the robust Wald
test, RWT , displays significantly better size control than the asymptotic LMT , LRT and
WT tests, although it remains uncomfortably over-sized even in moderately large sample
sizes, again most notably under Models H and I. Turning to the results in Panel B of
Table 2 we see, as with the case of unconditional heteroskedasticity in Table 1, that the
wild bootstrap again does a good job overall in controlling size under all of Models A-I,
although some finite sample over-size is still seen with the bootstrap LMT , LRT and WT

tests under Models B, H and I. Amongst the wild bootstrap tests, the best size control
is again delivered by the wild bootstrap RWT test.

As with the results in Table 1, the results in Panel B of Table 2 show that the
size-corrected power of the asymptotic tests is very strongly affected by the presence of
conditional heteroskedasticity in each of Models A-I, as expected from Theorem 3. In line
with the empirical size results reported in Panel A this is seen to be most pronounced
for Models H and I, and that these effects do not vanish (in fact, they tend to become
more pronounced) as the sample size increases. As in Table 1, the size-adjusted power of
the tests can be significantly lower than under homoskedasticity, particularly for Models
H and I. The power results in Panel B of Table 2 for the wild bootstrap tests again lie
relatively close to the size-adjusted power results for the asymptotic tests seen in Panel
A of Table 2, although in a number of cases power can be somewhat higher. As with
the results in Table 2, the LR tests display the highest finite sample power among the
four tests, both for the size-corrected asymptotic implementations of these tests and their
wild bootstrap analogues, but again for the bootstrap tests part of this appears to be
attributable to differences in the empirical sizes of the four bootstrap tests.

5.4 Results With Weakly Dependent Errors

We now turn our attention to the results presented in Tables 3 and 4 which investigate
the finite sample size and power properties, respectively, of the asymptotic and bootstrap
tests of H0,1 : d = 1 for cases where the process is driven by shocks which can display both
weak dependence and heteroskedasticity of the type considered in Table 1. Notice that
because θ is now a two-dimensional vector — specifically, θ = (d, a)′ in the case where
ut is generated according to (30), and θ = (d, b)′ where ut is generated according to (31)
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Table 2: Tests of H0,1: simulated size and power with conditionally heteroskedastic Models

A–I

size power

T LMT LRT WT RWT LMT LRT WT RWT

Panel A: asymptotic tests

Model A 100 16.14 14.77 15.84 8.68 36.41 47.54 35.13 30.81
250 16.87 16.42 16.75 6.58 35.51 43.65 34.90 36.39

Model B 100 18.12 17.35 17.77 9.79 30.69 42.99 28.82 26.87
250 23.54 22.96 23.38 7.80 24.00 32.59 23.59 27.68

Model C 100 12.20 10.95 11.89 7.73 43.71 54.29 43.07 40.79
250 15.56 15.17 15.42 6.69 37.93 46.10 37.50 36.88

Model D 100 13.34 11.99 13.09 8.12 40.24 51.45 39.17 39.11
250 18.38 17.72 18.26 7.06 31.57 40.92 31.13 33.55

Model E 100 16.38 15.38 15.99 8.74 34.56 46.09 33.37 28.83
250 21.86 21.19 21.73 7.69 25.71 35.21 24.87 25.90

Model F 100 15.74 14.38 15.41 7.77 36.07 47.55 34.74 32.44
250 23.84 22.71 23.74 7.88 24.21 33.08 23.79 23.86

Model G 100 14.83 13.42 14.53 8.14 36.46 48.15 35.33 30.97
250 20.81 20.00 20.66 7.05 26.17 35.18 25.65 25.59

Model H 100 28.39 27.39 28.04 11.77 17.23 29.58 15.28 14.69
250 38.86 38.28 38.72 10.67 10.57 18.50 9.82 9.32

Model I 100 27.21 25.93 26.77 10.75 19.26 30.15 17.65 13.04
250 30.72 29.80 30.52 8.34 18.45 26.49 18.05 14.61

Panel B: wild bootstrap tests

Model A 100 6.77 6.91 6.73 5.62 43.24 52.53 42.19 33.78
250 5.84 5.89 5.84 4.81 42.06 48.31 41.80 35.51

Model B 100 7.50 7.34 7.45 6.17 42.51 51.65 41.67 32.24
250 7.00 7.11 7.01 5.41 38.50 45.60 38.07 30.17

Model C 100 5.80 5.98 5.88 5.23 48.05 57.03 47.39 41.32
250 5.59 5.59 5.55 5.21 43.04 49.25 42.73 37.68

Model D 100 6.14 6.17 6.19 5.60 47.75 56.30 47.15 40.42
250 6.17 6.16 6.18 5.27 40.97 48.47 40.61 34.58

Model E 100 6.36 6.25 6.38 5.49 40.51 50.19 39.79 31.06
250 6.25 6.10 6.32 5.14 35.34 42.36 35.01 27.87

Model F 100 5.94 5.76 5.98 5.07 41.11 50.19 40.29 32.09
250 5.97 5.95 5.98 5.39 32.42 39.66 32.13 25.47

Model G 100 6.10 5.61 6.05 5.51 40.63 50.33 39.76 32.45
250 5.63 5.53 5.65 4.96 32.67 39.57 32.47 25.63

Model H 100 8.20 8.49 8.33 6.52 30.58 40.61 29.48 20.94
250 7.67 7.73 7.72 6.17 20.98 28.78 20.63 13.83

Model I 100 7.87 7.73 7.83 5.75 27.18 36.78 26.22 15.54
250 6.38 6.44 6.39 5.01 25.15 31.69 24.79 16.14

Notes: Entries are simulated rejection frequencies of the tests. Power is measured at δ = 2 and is size

corrected for the asymptotic tests, but not for the bootstrap tests. All entries are based on 10, 000 Monte

Carlo replications.
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— the wild bootstrap tests which obtain under Algorithm 1 (restricted bootstrap) and
Algorithm 2 (unrestricted bootstrap) now differ and, hence, results are reported for both.
Results are reported for a, b ∈ {−0.8, 0.8}. In the cases where a = 0.8 and b = −0.8
the quantity (C0)1,1 = λ(B−1

0 )1,1 discussed in Remark 4.10 is equal to 5.3221λ, while for
a = −0.8 and b = 0.8, (C0)1,1 = 0.68937λ. For the no weak dependence case (a = b = 0),
(C0)1,1 = (π2/6)−1λ = 0.60793λ, see also Figure 1 in Nielsen (2004).

Consider first the empirical size results for the homoskedastic case (λ = 1) in the first
block of columns in Table 3. These highlight the poor finite sample size control of the
asymptotic tests in the presence of weak dependence; most notably, severe over-sizing for
the Wald and robust Wald tests when either a positive AR or negative MA component
is present, and a degree of under-sizing in the LR test for a positive AR component. For
example, for a = 0.8 and T = 100 the WT , RWT and LRT tests have empirical rejection
frequencies of around 10%, 16% and 3%, respectively, while for b = −0.8 and T = 100
the WT and RWT tests have empirical rejection frequencies of around 17% and 21%,
respectively. In contrast, the wild bootstrap based analogues based on the restricted
bootstrap of Algorithm 1 (Panel B) display very good size control throughout; in the
first example above the corresponding restricted wild bootstrap WT and RWT reject only
slightly under 5% of the time and for the restricted wild bootstrap LRT test almost
exactly 5% of the time. In the second example, the restricted wild bootstrap WT and
RWT tests reject only slightly over 5% of the time. The unrestricted wild bootstrap of
Algorithm 2 (Panel C) also controls size well in general but is not as effective in controlling
size as the restricted wild bootstrap, most notably in the preceding example where the
restricted wild bootstrap WT and RWT tests both reject the null around 9% of the time.

Turning to the two heteroskedastic cases reported in Table 3, the patterns of size
distortions seen in the asymptotic LM, LR and Wald tests are very similar to those
seen for these two cases (notice that the value of λ coincides for these two cases) in
Table 1, with empirical sizes generally around 20%. This suggests that, even in relatively
small samples, the impact of heteroskedasticity in the shocks on the empirical size of
the tests largely dominates the impact of any weak dependence present, at least for the
two heteroskedastic cases reported here; notice that in both of these cases (C0)1,1 =
λ(B−1

0 )1,1 (see Remark 4.10) so that the limiting null distributions of the asymptotic
tests will not depend on any weak dependence present. In addition, the robust Wald test,
RWT , is seen to be quite unreliable in finite samples when both heteroskedasticity and
weak dependence are present in the shocks. In contrast, the restricted wild bootstrap
tests reported in Panel B of Table 3 again control size very well across the reported
combinations of heteroskedasticity and weak dependence generally displaying empirical
rejection frequencies close to the nominal level, albeit noting that a small degree of over-
sizing is seen with the wild bootstrap LMT , LRT and WT tests for a − 0.8 and b = 0.8
when T = 100. Somewhat larger distortions on average are seen with the unrestricted
wild bootstrap tests in Panel C of Table 3, especially so in the case of the unrestricted
wild bootstrap WT and RWT tests which can be significantly over-sized when b = −0.8.
While we observed from the results in Tables 1 and 2 that the wild bootstrap RWT test
afforded the best size control amongst the four bootstrap tests when weak dependence
was absent from the data, there is arguably somewhat less to choose between the four
restricted wild bootstrap tests when weak dependence is present, although overall the
RWT test does still appear to offer the best size control amongst these four tests.

Consider next the power results under weak dependence in Table 4. The results in
Panel A for the size-corrected asymptotic tests clearly demonstrate the dependence of
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Table 3: Tests of H0,1: simulated size with weakly dependent errors

homoskedastic case τ = 1/4 and υ = 1/3 τ = 3/4 and υ = 3

a b T LMT LRT WT RWT LMT LRT WT RWT LMT LRT WT RWT

Panel A: asymptotic tests

−0.8 100 4.74 5.51 17.08 21.10 7.80 12.36 22.05 20.68 8.57 14.16 24.31 18.25
−0.8 250 6.48 7.03 16.56 19.01 12.09 17.31 27.20 20.98 12.47 20.23 30.55 22.25
−0.8 ∞ 5.00 5.00 5.00 5.00 19.95 19.95 19.95 5.00 19.95 19.95 19.95 5.00

0.8 100 5.82 5.27 5.51 5.87 17.20 15.99 16.62 8.24 18.74 17.45 18.23 8.48
0.8 250 5.49 5.05 5.36 5.41 17.90 17.31 17.76 6.40 19.09 18.54 18.90 6.69
0.8 ∞ 5.00 5.00 5.00 5.00 19.95 19.95 19.95 5.00 19.95 19.95 19.95 5.00

−0.8 100 6.10 5.14 5.75 6.49 18.59 16.77 18.06 10.18 20.79 18.32 20.10 10.63
−0.8 250 5.55 5.22 5.47 5.91 18.76 18.06 18.64 7.51 19.47 18.27 19.24 7.26
−0.8 ∞ 5.00 5.00 5.00 5.00 19.95 19.95 19.95 5.00 19.95 19.95 19.95 5.00

0.8 100 4.39 3.11 9.98 15.67 6.38 8.79 16.64 15.66 7.02 11.36 21.68 18.48
0.8 250 6.53 4.39 10.57 13.44 10.17 13.65 20.95 14.01 10.90 16.66 24.38 16.82
0.8 ∞ 5.00 5.00 5.00 5.00 19.95 19.95 19.95 5.00 19.95 19.95 19.95 5.00

Panel B: wild bootstrap tests (Algorithm 1)

−0.8 100 5.09 4.80 5.16 5.12 4.68 5.74 5.40 4.98 5.17 5.47 5.25 4.89
−0.8 250 5.07 5.02 5.15 5.21 5.34 5.12 5.20 5.26 5.42 5.33 5.39 4.94
−0.8 ∞ 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

0.8 100 5.00 5.09 4.97 4.77 6.65 6.61 6.60 5.39 6.63 6.61 6.70 5.43
0.8 250 5.03 4.99 4.98 5.03 5.37 5.28 5.40 4.94 5.77 5.85 5.77 4.94
0.8 ∞ 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

−0.8 100 4.94 5.13 4.92 4.94 6.56 6.75 6.59 5.58 6.71 6.99 6.70 5.54
−0.8 250 5.16 5.28 5.14 5.03 5.66 5.59 5.72 4.97 5.60 5.46 5.64 5.03
−0.8 ∞ 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

0.8 100 4.82 4.81 4.78 4.94 4.81 6.29 5.73 4.98 4.93 5.81 5.64 4.91
0.8 250 5.08 4.94 5.03 4.83 4.47 5.08 5.12 4.56 4.83 5.30 5.22 4.65
0.8 ∞ 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

Panel C: wild bootstrap tests (Algorithm 2)

−0.8 100 4.66 4.37 9.14 8.87 4.97 4.42 6.90 7.67 5.18 3.86 6.01 5.40
−0.8 250 4.95 5.16 8.91 8.89 5.50 4.64 8.50 9.36 5.34 4.52 9.24 8.90
−0.8 ∞ 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

0.8 100 5.02 5.19 5.08 4.77 6.52 6.56 6.48 5.41 6.67 6.43 6.64 5.45
0.8 250 5.05 5.02 5.02 5.01 5.47 5.25 5.42 4.95 5.83 5.84 5.83 4.92
0.8 ∞ 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

−0.8 100 4.98 5.13 4.96 4.88 6.69 6.78 6.64 5.71 6.77 6.95 6.79 5.55
−0.8 250 5.13 5.17 5.13 5.07 5.69 5.62 5.69 4.97 5.58 5.46 5.69 5.01
−0.8 ∞ 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

0.8 100 4.09 3.69 4.55 4.46 4.84 4.00 5.33 3.31 4.89 3.86 5.25 4.34
0.8 250 4.99 3.94 5.18 5.15 4.01 3.85 5.60 4.07 4.22 4.22 5.86 4.51
0.8 ∞ 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

Notes: Entries for finite T are simulated rejection frequencies of the tests. Entries for T = ∞ are

calculated as described in Remark 4.10. All entries are based on 10, 000 Monte Carlo replications.
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Table 4: Tests of H0,1: simulated power with weakly dependent errors

homoskedastic case τ = 1/4 and υ = 1/3 τ = 3/4 and υ = 3

a b T LMT LRT WT RWT LMT LRT WT RWT LMT LRT WT RWT

Panel A: asymptotic tests

−0.8 100 7.47 13.57 11.47 18.46 5.84 8.18 8.82 9.23 4.81 6.89 9.53 10.48
−0.8 250 9.62 15.94 11.91 15.01 5.78 11.33 9.56 7.81 5.18 9.24 8.87 9.29
−0.8 ∞ 25.52 25.52 25.52 25.52 13.62 13.62 13.62 13.62 13.62 13.62 13.62 13.62

0.8 100 88.55 91.28 88.55 85.97 63.45 74.16 62.24 51.88 55.86 67.56 55.53 44.62
0.8 250 91.06 93.11 91.05 89.88 63.91 71.48 63.79 56.53 58.87 67.29 58.85 53.16
0.8 ∞ 95.09 95.09 95.09 95.09 65.74 65.74 65.74 65.74 65.74 65.74 65.74 65.74

−0.8 100 86.01 89.09 85.93 82.62 57.78 68.35 57.00 45.81 48.89 59.62 48.68 38.81
−0.8 250 90.42 92.25 90.40 89.04 59.15 66.65 58.58 52.35 56.89 64.35 56.36 49.96
−0.8 ∞ 95.09 95.09 95.09 95.09 65.74 65.74 65.74 65.74 65.74 65.74 65.74 65.74

0.8 100 32.93 49.90 15.20 24.26 30.67 38.12 10.29 20.26 25.24 31.06 8.84 16.45
0.8 250 15.52 39.39 12.62 21.31 17.78 28.79 7.39 17.35 14.03 23.47 6.26 14.00
0.8 ∞ 25.52 25.52 25.52 25.52 13.62 13.62 13.62 13.62 13.62 13.62 13.62 13.62

Panel B: wild bootstrap tests (Algorithm 1)

−0.8 100 6.46 14.12 10.89 15.49 6.38 11.20 8.01 10.92 5.11 7.41 7.00 7.16
−0.8 250 9.83 17.57 12.72 15.86 7.49 13.53 9.71 9.95 6.17 11.07 9.13 8.93
−0.8 ∞ 25.52 25.52 25.52 25.52 13.62 13.62 13.62 13.62 13.62 13.62 13.62 13.62

0.8 100 88.23 91.07 88.09 85.05 66.26 74.92 64.87 52.57 58.78 68.59 57.91 45.92
0.8 250 90.98 93.07 90.94 89.82 63.56 71.59 63.17 56.01 60.27 67.81 60.12 52.39
0.8 ∞ 95.09 95.09 95.09 95.09 65.74 65.74 65.74 65.74 65.74 65.74 65.74 65.74

−0.8 100 85.33 88.77 85.27 82.13 60.57 70.01 59.97 45.02 51.81 62.63 52.46 39.19
−0.8 250 90.25 92.26 90.20 89.04 60.28 67.74 59.78 51.67 57.85 64.84 57.56 49.38
−0.8 ∞ 95.09 95.09 95.09 95.09 65.74 65.74 65.74 65.74 65.74 65.74 65.74 65.74

0.8 100 23.02 41.72 17.74 26.80 18.96 30.47 12.98 14.35 13.61 24.61 10.14 13.47
0.8 250 16.49 34.84 17.04 25.16 11.22 22.81 9.75 15.74 9.48 19.69 8.30 13.42
0.8 ∞ 25.52 25.52 25.52 25.52 13.62 13.62 13.62 13.62 13.62 13.62 13.62 13.62

Panel C: wild bootstrap tests (Algorithm 2)

−0.8 100 6.83 12.07 17.36 22.30 5.88 8.35 12.82 12.06 4.60 5.67 11.96 11.69
−0.8 250 9.37 15.33 17.94 20.20 5.69 9.70 14.49 13.02 5.10 7.96 14.25 14.04
−0.8 ∞ 25.52 25.52 25.52 25.52 13.62 13.62 13.62 13.62 13.62 13.62 13.62 13.62

0.8 100 88.08 91.10 88.11 85.03 65.83 75.08 64.89 52.25 58.20 68.66 57.62 45.15
0.8 250 90.90 93.09 90.90 89.81 63.47 71.58 62.95 55.70 60.23 67.92 59.97 52.29
0.8 ∞ 95.09 95.09 95.09 95.09 65.74 65.74 65.74 65.74 65.74 65.74 65.74 65.74

−0.8 100 85.40 88.84 85.22 82.17 60.28 69.76 59.39 45.93 52.04 62.49 52.38 40.19
−0.8 250 90.25 92.19 90.24 89.04 60.22 67.69 59.60 52.01 57.88 64.87 57.54 49.74
−0.8 ∞ 95.09 95.09 95.09 95.09 65.74 65.74 65.74 65.74 65.74 65.74 65.74 65.74

0.8 100 30.39 48.76 12.52 21.60 31.53 40.99 11.82 20.09 27.49 33.33 9.07 15.43
0.8 250 15.43 38.36 10.07 18.23 16.93 28.85 6.38 15.21 15.00 24.53 5.93 11.97
0.8 ∞ 25.52 25.52 25.52 25.52 13.62 13.62 13.62 13.62 13.62 13.62 13.62 13.62

Notes: Entries for finite T are simulated rejection frequencies of the tests. Entries for T =∞ are calcu-

lated as described in Remark 4.10. Power is measured at δ = 3 and is size corrected for the asymptotic

tests, but not for the bootstrap tests. All entries are based on 10, 000 Monte Carlo replications.
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the power of the asymptotic tests on both the degree of weak dependence present and on
any heteroskedasticity present (even after controlling for the impact these have on the
null distributions of the tests), again as predicted by Theorem 3; see also Remark 4.10.
For example, when ut is an MA(1) process with b = −0.8 the LMT test has size-corrected
power of under 8% for T = 100 in the homoskedastic case, yet for the AR(1) case with
a = −0.8 this rises to about 86%. For all of the asymptotic tests, power is lowest, other
things equal, for b = −0.8 and a = 0.8 and highest for b = 0.8 and a = −0.8, reflective of
the value of the quantity (C0)1,1 in these cases, noted above, and its role in determining
the value of the non-centrality parameter featuring in the local limiting distributions in
(23) and (24) in Remark 4.10. When coupled with heteroskedastic effects, power can be
diminished even further, most notably where b = −0.8 and a = 0.8. As with the results
in Tables 1 and 2, the empirical power results in Panel B of Table 4 for the restricted
wild bootstrap tests again lie close to the size-adjusted power results for the asymptotic
tests in Panel A in most cases, although for a = 0.8 the power of the restricted bootstrap
tests can in some cases lie somewhat below (but can also lie somewhat above) the size-
adjusted powers of the asymptotic tests in finite samples. Consistent with the results in
Tables 1 and 2, the LR tests again display the highest finite sample power among the four
tests considered, for a given implementation, although again one should bear in mind the
differences in the empirical sizes of the tests.

The results for the unrestricted bootstrap tests given in Panel C of Table 4 are gener-
ally very similar to those for the restricted bootstrap in Panel B, suggesting that overall
the superior finite sample size control of the restricted bootstrap does not come at the
cost of significantly reduced power relative to the unrestricted bootstrap. However, there
are some cases, typically where a = 0.8, for which the unrestricted bootstrap can display
somewhat higher finite sample power than the restricted bootstrap; for example, when
a = 0.8 and T = 100 with τ = 1/4, ν = 1/3 the unrestricted bootstrap implementation
of LMT has power of about 32%, while the corresponding restricted bootstrap test has
power of about 19%. This is not always the case, however; for example, where a = 0.8
and T = 250 the restricted bootstrap WT test displays higher power than the unrestricted
version. To investigate the relative power properties of the restricted and unrestricted
bootstrap tests further, Figure S.1 in the Supplement graphs finite sample power func-
tions of the tests for a subset of the models considered here. These results support the
conclusions from the tables.

5.5 Summary of Results for Tests of H0,2 : a = 0 and H0,3 : d = 1 ∩ a = 0

For the tests of H0,2 : a = 0, reported in Tables S.1 and S.2 in the accompanying
Supplement, the conclusions we can draw from these results are qualitatively very similar
to those drawn from the results in Tables 1 and 2. Again a significant deterioration is
seen in the finite sample properties of the asymptotic tests under both unconditional and
conditional heteroskedasticity in both Tables S.1 and S.2, relative to the corresponding
results for conditionally homoskedastic errors in Table S.1. Of particular note is the
poor performance of the robust Wald test, RWT , which displays noticeably worse size
distortions under heteroskedasticity than were seen in Tables 1 and 2. For the tests of
H0,3 : d = 1 ∩ a = 0, the conclusions drawn from the results in Tables S.3 and S.4
are again qualitatively similar to those drawn from the results in Tables 1 and 2, but
with the observation that the size properties of the asymptotic tests can deteriorate
considerably more here than was seen with the single parameter tests. Overall, the
conclusions drawn from Tables S.1–S.4 regarding the wild bootstrap tests are much the
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same as those drawn for the tests on d discussed in Sections 5.2–5.4. The restricted wild
bootstrap delivers very good size control throughout, again significantly better than is
seen for the corresponding unrestricted wild bootstrap tests, with finite sample power
of the tests based on the restricted wild bootstrap generally close to those of both the
corresponding size-adjusted asymptotic tests and the unrestricted wild bootstrap tests
(some exceptions are seen for the latter comparison, but it is important to observe that
these occur where the unrestricted wild bootstrap tests suffer from significant over-sizing
under the null while the corresponding restricted wild bootstrap tests do not).

Based on the simulation results reported in this section, coupled with the large sample
properties of the tests detailed in Section 4, we recommend the use of the restricted wild
bootstrap implementations of the LMT , LRT , WT and RWT tests in practice. Of these,
the restricted wild bootstrap RWT tests would appear to be preferred as it consistently
delivers the best finite sample size control among the four bootstrap tests considered
under both heteroskedasticity and weak dependence.

6 Concluding Remarks

We have made two contributions to the long memory literature. First, we have shown that
the consistency of QML estimators from parametric fractional time series models driven
by conditionally homoskedastic shocks, obtained in Hualde and Robinson (2011), contin-
ues to hold under a wide class of conditionally and/or unconditionally heteroskedastic
shocks. We have also shown that the QML estimator is asymptotically normal, the covari-
ance matrix of which is dependent on nuisance parameters deriving from both the weak de-
pendence and any heteroskedasticity present in the shocks. Like the results in Hualde and
Robinson (2011), a fundamental aspect of our results is that they apply over an arbitrarily
large set of admissible parameter values for the (unknown) memory parameter covering
both stationary and non-stationary processes and invertible and non-invertible processes.

Second, we have proposed classical asymptotic Wald, likelihood and Lagrange multi-
plier tests, and a robust Wald test formed using heteroskedastic-robust (sandwich-type)
standard errors, for testing linear hypotheses on the long and/or short memory param-
eters of the heteroskedastic fractional time series model, together with wild bootstrap
implementations of these tests. The latter were shown to yield tests which are asymptot-
ically robust under the null to the heteroskedasticity in the shocks. Excepting the robust
Wald test, this property was shown not to be shared by the asymptotic tests. The (global)
consistency of our proposed bootstrap tests was established under fixed alternatives.

A simulation study highlighted both the potential for severe size distortions with the
standard asymptotic tests in the presence of heteroskedastic shocks and the excellent job
done by the bootstrap tests in controlling finite sample sizes here. The bootstrap tests
were also shown to deliver considerably more reliable finite sample inference than the
asymptotic tests in the homoskedastic case, particularly so for tests on the long memory
parameter when weak dependence was present. The simulation study also compared the
finite sample properties of using a bootstrap algorithm where the bootstrap sample data
were generated using model estimates obtained under the null hypothesis (restricted) with
one where they were estimated unrestrictedly. Based on these results we recommend the
use of the wild bootstrap algorithm based on restricted estimates. Of the restricted wild
bootstrap tests, that based on the robust Wald statistic appeared to deliver the best
overall size control. This test also has the advantage that it is asymptotically valid under
the same set of assumptions as are needed for establishing large sample theory for the
asymptotic tests, while asymptotic validity for the wild bootstrap Wald, likelihood ratio
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and Lagrange multiplier tests requires an additional symmetry-type condition to hold on
any conditional heteroskedasticity present.

A Preliminary Lemmas

For the purposes of Appendices A–D, all stated results and derivations shall be taken as
conditional on σ(·). Due to the stochastic independence of {σt} and {zt}, see Assumption
1(b), and given the simple structure of conditional distributions on product spaces, this
implies that {σt} can be treated as fixed. In order to avoid repetition, this will not be
repeated on every occasion. Where convergence obtains to a limit which does not depend
on σ(·), it should be recalled that the stated convergence result also holds unconditionally.

This appendix presents a series of lemmas that will be used repeatedly in the proofs
of our main results. The proofs of all lemmas are given in the Supplement.

Lemma A.1. Let UTt be a martingale difference array with respect to some filtration Ft
such that Ft−1 ⊆ Ft for t = ...,−1, 0, 1, 2, ..., and suppose, as T →∞, that

(i)
∑T

t=1 E(U2
Tt1{|UTt| > δ})→ 0 for all δ > 0,

(ii) Either (a)
∑T

t=1 U
2
Tt

p→ V or (b)
∑T

t=1E(U2
Tt|Ft−1)

p→ V .

Then
∑T

t=1 UTt
w→ N(0, V ) as T →∞.

The following lemma derives an important consequence of the martingale difference
property of zt on the higher-order moments and cumulants of zt. For the special case
with q = 2 we obtain the well-known result that a MDS is uncorrelated.

Lemma A.2. Let zt be a MDS with respect to the natural filtration Ft, the sigma-field
generated by {zs}s≤t, and suppose E|zt|q <∞ for some integer q ≥ 2. Then the q’th order
moments and cumulants satisfy E(ztzt−r1 · · · zt−rq−1) = 0 and κq(t, t−r1, . . . , t−rq−1) = 0,
for all integers rk ≥ 1, k = 1, . . . , q − 1.

The next lemmas contains useful inequalities applied throughout the remaining proofs.

Lemma A.3. Uniformly in −u0 ≤ v ≤ u ≤ u0 and for j ≥ 1,m ≥ 0 it holds that

| ∂
m

∂um
πj(u)| ≤ c(1 + log j)mju−1, (A.1)

| ∂
m

∂um
T−uπj(u)| ≤ c(1 + log |j/T |)mT−uju−1, (A.2)

| ∂
m

∂um
πj(u)− ∂m

∂vm
πj(v)| ≤ c(u− v)(1 + log j)m+1ju−1, (A.3)

| ∂
m

∂um
T−uπj(u)− ∂m

∂vm
T−vπj(v)| ≤ c(u− v)(1 + log |j/T |)m+1T−vjv−1, (A.4)

| ∂
m

∂um
πj+1(u)− ∂m

∂um
πj(u)| ≤ c(1 + log j)mju−2, (A.5)

where the constant c > 0 does not depend on u, v, or j.
Uniformly in −δ0 ≤ v + 1/2 ≤ δ0 for δ0 < 1/2 and j ≥ 1 it holds that

πj(−v) ≥ cj−v−1, (A.6)

where the constant c > 0 does not depend on v or j.

Lemma A.4. Let u and v be such that max(|u|, |v|) ≤ a for some a <∞. Then it holds
that

∑t−1
j=1 j

u−1(t − j)v−1 ≤ c(1 + log t)tmax(u+v−1,u−1,v−1), where the constant c > 0 does
not depend on u, v, or t.

30



Lemma A.5. Let σt satisfy Assumption 1(b). Let ξn, n ≥ 1, be vector-valued coefficients
and gt,m,n, t, n,m ≥ 1, be real coefficients. Suppose

∑∞
n,m=1 ||ξn||||ξm|| supt |gt,n,m| < ∞.

Then T−1
∑T

t=1 σ
2
t

∑t−1
n,m=1 ξnξ

′
mσt−nσt−mgt,n,m = T−1

∑T
t=1 σ

4
t

∑t−1
n,m=1 ξnξ

′
mgt,n,m + o (1).

B Variation Bounds

This appendix contains three lemmas that are used to verify tightness and stochastic
equicontinuity conditions for the processes in the proofs of the main theorems. The first
deals with nonstationary processes and the next lemma with product moments of pro-
cesses that are nearly stationary. Lemma B.2 contains the truncation argument used to
deal with the non-uniform convergence in Θ2. The third lemma covers product moments
of stationary, nearly stationary, and nonstationary processes, and is applied in the consis-
tency proof — both for stationary and nonstationary processes and to deal with certain
cross-products of stationary and nearly stationary processes — and it is applied for the
Hessian in the proof of asymptotic normality.

Lemma B.1. Let εt satisfy Assumption 1. Then, uniformly in v0 ≤ v ≤ u ≤ u0 < −1/2,

||T u+1/2∆u
+εt||2 ≤ c and ||T u+1/2∆u

+εt − T v+1/2∆v
+εt||2 ≤ c|u− v|, (B.1)

where the constant c > 0 does not depend on u, v, or T .

Lemma B.2. Let w1t = w1t(u) :=
∑N−1

n=0 πn(−u)εt−n and w2t = w2t(u) :=
∑t−1

n=N πn(−u)εt−n,

where εt satisfies Assumption 1, and define the product moments M11NT (u) := T−1
∑T

t=N+1w
2
1t−

E(T−1
∑T

t=N+1w
2
1t) and M12NT (u) := T−1

∑T
t=N+1w1tw2t. Then, for any κ ∈ (0, 1/2), if

N := bTαc with 0 < α < min(1/2−κ
1/2+κ

, 1/2
1/2+2κ

), where for any real number x, bxc denotes
the integer part of x, it holds that

sup
|u+1/2|≤κ

|M11NT (u)| p→ 0 and sup
|u+1/2|≤κ

|M12NT (u)| p→ 0. (B.2)

Lemma B.3. Let Zit :=
∑∞

n=0 ζin(ψ)εt−n, i = 1, 2, where εt satisfies Assumption 1 and
the coefficients ζin(ψ) satisfy

∑∞
n=0 |ζin(ψ)| < ∞, i = 1, 2, uniformly in ψ ∈ Ψ̃ ⊆ Ψ.

The coefficients ζin(ψ) may depend on T as long as there exists a T0 ≥ 1 such that
uniform (in ψ) absolute summability holds uniformly in T ≥ T0. Define the product

moment MT (u1, u2, ψ) := T−1
∑T

t=1
∂k

∂u
(k)
1

(∆u1
+ Z1t)

∂l

∂u
(l)
2

(∆u2
+ Z2t) for k, l ≥ 0 and the sets

Θ̃ := {(u1, u2, ψ) ∈ R×R×Ψ̃ : min(u1+1, u2+1, u1+u2+1) ≥ a} and Θ̄ := {(u1, u2, ψ) ∈
R× R× Ψ̃ : u1 ≤ −1/2− κ1, u2 ≤ −1/2− κ1}. Then

sup
(u1,u2,ψ)∈Θ̃

|MT (u1, u2, ψ)| = Op(1) for a > 0, (B.3)

sup
(u1,u2,ψ)∈Θ̃

|MT (u1, u2, ψ)| = Op((log T )T−a) for a ≤ 0, (B.4)

sup
(u1,u2,ψ)∈Θ̄

T 1+u1+u2|MT (u1, u2, ψ)| = Op(1) for k, l = 0. (B.5)

C Proof of Theorem 5

First note that Θ̃ is convex and compact because Θ is convex and compact. The existence
of θ̃ follows because Θ̃ is compact and QT (θ) is continuous.
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C.1 Proof of Part (i)

As noted above, Θ̃ satisfies all the assumptions on the parameter space from Theorem
1. By definition of θ̃ we have M ′(θ̃ − θ0,T ) = M ′θ̃ −m− δ/

√
T = −δ/

√
T → 0, and the

conclusion then follows from Theorems 1 and 2 because M ′
⊥θ̃ is unrestricted with true

value in the interior of the parameter space.

C.2 Proof of Part (ii)

As in related work, e.g. the proof of Theorem 1, it is convenient to partition the parameter
space due to the non-uniform convergence of the objective function. In this case we
partition as Θ̃1(κ) := {θ ∈ Θ̃ : d ≤ d0−1/2+κ} and Θ̃2(κ) := {θ ∈ Θ̃ : d ≥ d0−1/2+κ}.
Similarly define Θ1(κ) and Θ2(κ) in the obvious way. Because Θ̃ is compact and convex,
we can divide the proof into the following two cases: (a) Θ̃2(κ) 6= ∅ for some κ > 0; and
(b) Θ̃2(κ) = ∅ for all κ > 0, and we treat these in turn. Intuitively, (a) is when Θ̃ includes
some d > d0−1/2, and (b) is when Θ̃ does not include any d > d0−1/2, but may include
the point d = d0 − 1/2.

Case (a): In this case we will need two results from the proof of Theorem 1, given in
the Supplement: It is shown in (S.20) and (S.21) that there exists a κ̄ ∈ (0, κ) such that,
for any K > 0,

P (arg min
θ∈Θ̃1(−κ̄)

QT (θ) > K) ≥ P (arg min
θ∈Θ1(−κ̄)

QT (θ) > K)→ 1, (C.1)

and that, for all κ > 0,
sup

θ∈Θ2(κ)

|QT (θ)−Q(θ)| p→ 0, (C.2)

where Q(θ) is defined in (S.19). It follows from (C.1) and (C.2) that P (θ̃ ∈ Θ̃2(κ̄)) →
1 as T →∞, and, hence, θ̃

p→ θ† := arg minθ∈Θ̃2(κ̄) Q(θ). We note that θ† exists because

Θ̃2(κ̄) is compact and Q(θ) is continuous, and, moreover, θ† 6= θ0 because θ0 /∈ Θ̃.
Case (b): In this case, Θ̃ contains only values of d such that d ≤ d0 − 1/2 − κ1

for some κ1 ≥ 0, and we need to normalize QT (θ) by an additional factor (log T )−1

when d = d0 − 1/2 or T 2(d−d0)+1 when d < d0 − 1/2. We thus define the normalization
h(T, g) := (log T )−1I(g = 0) + T−2gI(g > 0).

Let ε > 0 be an arbitrary, fixed constant. First, as in (C.1), see also Section S.5.1.2
in the Supplement for details, it holds that

P (arg min
θ∈Θ̃1(−ε−κ1)

h(T, κ1)QT (θ) > K)→ 1 (C.3)

because T 2(ε+κ1)h(T, κ1) → ∞ when ε > 0, κ1 ≥ 0. Next, we analyze h(T, κ1)QT (θ) at
the point d = d0 − 1/2 − κ1. Define the untruncated innovations et(ψ) := c(L, ψ)εt =∑∞

n=0 cn(ψ)εt−n with c(z, ψ) := b(z, ψ)a(z, ψ0) = a(z,ψ0)
a(z,ψ)

=
∑∞

n=0 cn(ψ)zn, which are such

that supθ∈{θ∈Θ̃:d=d0−1/2−κ1} |h(T, κ1)QT (θ) − h(T, κ1)T−1
∑T

t=1(∆
−1/2−κ1
+ et(ψ))2| p→ 0, by

slight modification of Lemma S.2 in the Supplement. Thus, we may consider UT (ψ) :=

h(T, κ1)T−1
∑T

t=1(∆
−1/2−κ1
+ et(ψ))2 instead of h(T, κ1)QT (θ). We apply the Beveridge-

Nelson decomposition,

et(ψ) = c(L, ψ)εt =

(
∞∑
n=0

cn(ψ)

)
εt +

∞∑
n=0

c̃n(ψ)∆εt−n, (C.4)
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where 0 < |
∑∞

n=0 cn(ψ)| < ∞ and c̃n(ψ) = −
∑∞

k=n+1 ck(ψ) satisfies |c̃n(ψ)| ≤ cn−1−ζ

uniformly in ψ ∈ Ψ by Assumption 3 and Lemma A.4, see also Phillips and Solo (1992,
Lemma 2.1). This implies, in particular, that

∑∞
n=0 |c̃n(ψ)| < ∞ uniformly in ψ ∈ Ψ.

With the additional normalization by h(T, κ1) we thus have

UT (ψ) = A(ψ)2BT + h(T, κ1)RT (ψ), (C.5)

where A(ψ) :=
∑∞

n=0 cn(ψ), BT := h(T, κ1)T−1
∑T

t=1(∆
−1/2−κ1
+ εt)

2, and by Lemmas
B.1 and B.3 we find supθ∈{θ∈Θ̃:d=d0−1/2−κ1} |RT (ψ)| = Op(1). Since h(T, κ1) = o(1)
for all κ1 ≥ 0, it holds that h(T, κ1)RT (ψ) is asymptotically negligible, uniformly in
ψ ∈ Ψ. The term A(ψ) clearly depends only on ψ and is non-random and bounded
uniformly in ψ ∈ Ψ. The term BT is non-negative, and we find from Assumption
1(b) and (A.1) of Lemma A.3 thatE(BT ) = h(T, κ1)T−1

∑T
t=1

∑t−1
j=0 πj(1/2 + κ1)2σ2

t−j ≤
Kh(T, κ1)T−1

∑T
t=1

∑t−1
j=0 j

−1+2κ1 ≤ K,, which implies BT = Op(1).

From (C.3) it thus follows that P (|d̃ − d0 + 1/2 − κ1| > ε) = P (d̃ ≤ d0 − 1/2 −
κ1 − ε) = P (θ̃ ∈ Θ̃1(−ε − κ1)) → 0. Because ε > 0 was arbitrary, it follows that

d̃
p→ d0 − 1/2− κ1 = d† as T →∞. Finally, from Assumption 1(b) and (A.6) of Lemma

A.3 it follows that E(BT ) ≥ c, so that the first term on the right-hand side of (C.5)
asymptotically dominates the second term, and we then find ψ† from the first term on
the right-hand side of (C.5) and conclude for case (b) that ψ† = arg minψ∈Ψ A(ψ)2.

D Proof of Theorem 6

We first give two results which are applied several times. Next, Lemma D.3 is a bootstrap
version of Lemma B.2 designed to deal with the non-uniform convergence in Θ̌2.

Lemma D.1. Under the conditions of Theorem 6, T−1
∑T

t=1(ε̂2
c,t − ε2

t )
2 = Op(T

−1/2).

Lemma D.2. Let ε∗t be defined as in Algorithms 1 or 2 and suppose the conditions of
Theorem 6 are satisfied. Suppose also that the coefficients λj(θ) satisfy supθ |λj(θ)| ≤ cjg

and supθ |λj+1(θ)− λj(θ)| ≤ cjg−1, where g is fixed and |g| <∞. Introduce the notation
h for a positive integer, which in the following can be either h = k + 1 or h ≤ m − 1.

Then, uniformly in 1 ≤ m ≤ k ≤ T , E∗ supθ

∣∣∣∑k
j=m λj(θ)

∑T
t=max(j,h)+1 ε

∗
t−jε

∗
t−h

∣∣∣ = I(g >
−1/2)Op(T

1/2k1/2+g) + I(g < −1/2)Op(T
1/2m1/2+g) + I(g = −1/2)Op(T

1/2(log k)).

Lemma D.3. Let ε∗t be defined as in Algorithms 1 or 2 and let the conditions of Theorem
6 be satisfied. Let w∗1t :=

∑N−1
n=0 πn(−u)ε∗t−n and w∗2t :=

∑t−1
n=N πn(−u)ε∗t−n and define the

product moments M∗
11NT (u) := T−1

∑T
t=N+1(w∗21t −

∑N−1
n=0 πn(−u)2σ2

t−n) and M∗
12NT (u) :=

T−1
∑T

t=N+1 w
∗
1tw
∗
2t. For any κ ∈ (0, 1/2), if N := bTαc with 0 < α < min(1/2−κ

1/2+κ
, 1/2

1/2+2κ
),

then sup|u+1/2|≤κ |M∗
11NT (u)| p

∗
→p 0 and sup|u+1/2|≤κ |M∗

12NT (u)| p
∗
→p 0.

D.1 Proof of Consistency: Eqn. (27)

First we define the untruncated process

e∗t (ψ) := č(L, ψ)ε∗t =
∞∑
n=0

čn(ψ)ε∗t−n, (D.6)

č(z, ψ) := b(z, ψ)a(z, ψ̌) =
a(z, ψ̌)

a(z, ψ)
=
∞∑
n=0

čn(ψ)zn. (D.7)
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Conditional on the original data, θ̌, and hence ψ̌, is fixed, and from Assumption 3 and
Lemma A.4 the coefficients čn(ψ) then satisfy

|čn(ψ)| = O(n−2−ζ) uniformly in ψ ∈ Ψ. (D.8)

In general, θ̌ is random, in which case the bound (D.8) applies almost surely because
ψ̌ ∈ Ψ almost surely. Also note that, although θ̌ depends on T , we have suppressed the
T subscript on the triangular array et(ψ) and on the coefficients cn(ψ).

Next, we partition the parameter space into three disjoint sets depending on the
bootstrap true value, ď: Ď1 := D ∩ {d : d− ď ≤ −1/2− κ1}, Ď2 := D ∩ {d : −1/2− κ1 ≤
d − ď ≤ −1/2 + κ2}, and Ď3 := D ∩ {d : −1/2 + κ2 ≤ d − ď}. Note that these sets
are random and depend on T since ď is random and depends on T . This presents an
additional complication compared with related work, e.g. the proof of consistency of the
QML estimator in Theorem 1, so we will need also D†1 := D∩{d : d−d† ≤ −1/2−κ1/2},
D†2 := D ∩ {d : −1/2− 2κ1 ≤ d− d† ≤ −1/2 + 2κ2}, and D†3 := D ∩ {d : −1/2 + κ2/2 ≤
d − d†}, which are non-random and do not depend on T . Note that the D†i are defined
such that, by definition of d†,

P (D†1 ⊇ Ď1) = P (|ď− d†| ≤ κ1/2)→ 1, (D.9)

P (D†2 ⊇ Ď2) = P (|ď− d†| ≤ κ1 ∩ |ď− d†| ≤ κ2)→ 1, (D.10)

P (D†3 ⊇ Ď3) = P (|ď− d†| ≤ κ2/2)→ 1, (D.11)

which is used below. We further define Θ̌i := Ďi × Ψ and Θ†i := D†i × Ψ for i = 1, 2, 3.
Clearly, θ† ∈ Θ†3 and if d1 > d† − 1/2 then the choice κ2 = d1 − d† + 1/2 > 0 implies that
Θ†1 and Θ†2 are empty in which case the proof is easily simplified accordingly.

The general strategy of the proof relies on analyzing these parts of the parameter
space separately, as is also the case in related work, e.g. in the proof of Theorem 1, with
appropriate modifications to account for the randomness of the sets and for the fact that
the analysis is conducted under the bootstrap probability measure. The latter sometimes
implies a simplification, e.g., because the ε∗t are independent conditional on the original
data, in which case we give some of the arguments in the Supplement. First, we prove
that for any K > 0 there exists a (fixed) κ̄2 > 0 such that

P ∗( inf
θ∈Θ̌1(κ1)∪Θ̌2(κ1,κ̄2)

Q∗T (θ) > K)
p→ 1 as T →∞. (D.12)

This implies that P ∗(θ̂∗ ∈ Θ̌3(κ̄2))
p→ 1 as T →∞, so that the relevant parameter space

is reduced to Θ̌3(κ̄2), which is subsequently analyzed.
Before we analyze each of the sets Θ̌i, we first note the following important simpli-

fication in the bootstrap residual and the bootstrap objective function. The proof is a
nearly trivial consequence of the definition of ε∗t in step (iii) of Algorithms 1 and 2, and
is given in Section S.6.4 in the Supplement.

Lemma D.4. Under the conditions of Theorem 6, the bootstrap residual satisfies ε∗t (θ) =

∆d−ď
+ e∗t (ψ), and hence

sup
θ∈Θ̌1

|T 2(d−ď)

T∑
t=1

ε∗t (θ)
2 − T 2(d−ď)

T∑
t=1

(∆d−ď
+ e∗t (ψ))2| = 0, (D.13)

sup
θ∈Θ̌2∪Θ̌3

|T−1

T∑
t=1

ε∗t (θ)
2 − T−1

T∑
t=1

(∆d−ď
+ e∗t (ψ))2| = 0. (D.14)
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D.1.1 Analysis of Θ̌1 We first note that

inf
θ∈Θ̌1

Q∗T (θ) ≥ T 2κ1 inf
θ∈Θ̌1

T 2(d−ď)+1Q∗T (θ) (D.15)

because 2(ď−d)−1 ≥ 2κ1 > 0 on d ∈ Ď1. By Lemma D.4 we analyze T 2(d−ď)
∑T

t=1(∆d−ď
+ e∗t (ψ))2

instead of T 2(d−ď)+1Q∗T (θ). We apply the Beveridge-Nelson decomposition (C.4) to e∗t (ψ),

e∗t (ψ) = č(L, ψ)ε∗t =

(
∞∑
n=0

čn(ψ)

)
ε∗t +

∞∑
n=0

c̄n(ψ)∆ε∗t−n, (D.16)

where 0 < |
∑∞

n=0 čn(ψ)| <∞ almost surely uniformly in ψ ∈ Ψ and c̄n(ψ) = −
∑∞

k=n+1 čk(ψ)

satisfies |c̄n(ψ)| ≤ cn−1−ζ almost surely uniformly in ψ ∈ Ψ because ψ̌ ∈ Ψ, see (D.8).
This implies, in particular, that

∑∞
n=0 |c̄n(ψ)| < ∞ almost surely uniformly in ψ ∈ Ψ.

The relevant product moment can then be decomposed as

T 2(d−ď)

T∑
t=1

(∆d−ď
+ e∗t (ψ))2 ≥

(
∞∑
n=0

čn(ψ)

)2

M̌∗
T (d) + q∗1,T (θ), (D.17)

where we have defined M̌∗
T (d) := T 2(d−ď)

∑T
t=1(∆d−ď

+ ε∗t )
2. The proof that supθ∈Θ̌1

|q1,T (θ)| =
o∗p(1), in probability, is relatively straightforward, due to the independence of ε∗t , condi-
tional on the original data, and is given in Section S.6.5 in the Supplement.

Next, by the Cauchy-Schwarz inequality,

M̌∗
T (d) ≥ T 2(d−ď)−1(∆d−ď−1

+ ε∗T )2 =

(
T d−ď−1/2

T∑
t=1

πT−t(ď− d+ 1)ε∗t

)2

,

and we now apply Lemma A.1 with U∗Tt = T d−ď−1/2πT−t(ď− d+ 1)ε∗t . We first verify the

Lindeberg condition (i) by proving the sufficient Lyapunov condition that
∑T

t=1 E
∗(U∗4Tt)

p→
0. Letting µ4 := E(w4

t ), we find that

T∑
t=1

E∗(U∗4Tt) = µ4T
−2

T∑
t=1

T 4(d−ď)πT−t(ď− d+ 1)4ε̂4
c,t ≤ µ4T

−2

T∑
t=1

c

(
T − t
T

)4(ď−d)

ε̂4
c,t

≤ cT−2

T∑
t=1

(
T − t
T

)2+4κ1

ε̂4
c,t ≤ cT−2

T∑
t=1

ε̂4
c,t = Op(T

−1),

where the first inequality is by Lemma A.3 and the second applies the definition of Ď1.
Secondly, we verify the conditional variance condition (ii)(b) of Lemma A.1. By

independence, conditional on the original data, of ε∗t we find that

T∑
t=1

E∗(U∗2Tt |F∗t−1) = V †(d) + q2,T (d), (D.18)

where V †(d) := 1
Γ(d†−d+1)2

∫ 1

0
(1 − s)2(d†−d)σ(s)2ds. Again, showing supd∈Ď1

|q2,T (d)| =

o∗p(1), in probability, is straightforward and the proof is in Section S.6.6 in the Supplement.

This verifies Lemma A.1 condition (ii)(b), and hence
∑T

t=1 U
∗
Tt

w∗→p N(0, V †(d)). It follows

that G∗T (d) := (T d−ď−1/2
∑T

t=1 πT−t(ď− d+ 1)ε∗t )
2 w∗→p V

†(d)χ2
1, for any d ∈ Ď1 pointwise.
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To strengthen the pointwise convergence of G∗T (d) to hold uniformly, it is sufficient to
show that G∗T (d) is tight (in probability) as a stochastic process on the space of continuous
functions indexed by d. However, that only works on fixed intervals; in this case D†1. Thus,
we show that on D†1 the process G∗T (d) is tight as a function of d. Using the result (D.9),
this would also be sufficient for tightness of G∗T (d) on the smaller set Ď1. We prove
tightness using the bootstrap equivalent of the moment condition in Billingsley (1968,
Theorem 12.3), see also Swensen (2003, p. 114), which requires showing that G∗T (d) is
tight for fixed d ∈ D†1 and that

E∗(G∗T (u1)−G∗T (u2))2 = (u1 − u2)2Op(1), (D.19)

for some Op(1) term that does not depend on T , u1, or u2. By the mean value theorem,

G∗T (u1) − G∗T (u2) = (u1 − u2)
∂G∗T (u)

∂u
|u=u3 , where u3 is an intermediate value between

u1 and u2. We note that the derivative only adds a logarithmic factor, see (A.2), so
the same proof as for the probability limit of the variance of U∗Tt above shows that
E∗(G∗T (u1)−G∗T (u2))2 = (u1−u2)2Op(1), and hence that G∗T (d) is tight (in probability) on

D†1. We can then apply the continuous mapping theorem along with (D.15) to conclude
that infθ∈Θ̌1

Q∗T (θ) ≥ T 2κ1 infθ∈Θ̌1
(
∑∞

n=0 čn(ψ))2G∗T (d) + o∗p(1), in probability. Because∑∞
n=0 čn(ψ) > 0 almost surely uniformly in ψ ∈ Ψ and G∗T (d) > 0 almost surely, this

shows that, for any K > 0 and any κ1 > 0,

P ∗( inf
θ∈Θ̌1

Q∗T (θ) > K)
p→ 1. (D.20)

D.1.2 Analysis of Θ̌2 This analysis is similar to that of Θ̌1 in the sense that we

want to show that on Θ̌2 the objective function Q∗T (θ) is arbitrarily large, uniformly
in θ ∈ Θ̌2. We define v̌ := d − ď, R∗1T (v̌) := T−1

∑T
t=1(∆v̌

+ε
∗
t )

2, and R∗2T (v̌, ψ) :=

T−1
∑T

t=1(∆v̌
+ε
∗
t )(
∑∞

n=0 c̄n(ψ)∆1+v̌
+ ε∗t−n), and apply (D.16) to obtain the lower bound

Q∗T (θ) ≥

(
∞∑
n=0

čn(ψ)

)2

R∗1T (v̌) + 2

(
∞∑
n=0

čn(ψ)

)
R∗2T (v̌, ψ), (D.21)

where 0 <
∑∞

n=0 čn(ψ) <∞ almost surely uniformly in ψ ∈ Ψ. Showing supθ∈Θ̌2
|R∗2T (v̌, ψ)| =

o∗p(1), in probability, is relatively straightforward, due to the independence of ε∗t condi-
tional on the original data, so this proof is given in Section S.6.7 in the Supplement.

ForR∗1T (v̌), we apply the truncation argument in Lemma D.3. Define w∗1t :=
∑N−1

n=0 πn(−v̌)ε∗t−n
and w∗2t :=

∑t−1
n=N πn(−v̌)ε∗t−n so that

R∗1T (v̌) ≥ T−1

T∑
t=N+1

(∆v̌
+ε
∗
t )

2 ≥ T−1

T∑
t=N+1

w∗21t + 2T−1

T∑
t=N+1

w∗1tw
∗
2t

= T−1

T∑
t=N+1

N−1∑
n=0

πn(ď− d)2σ2
t−n + q3,T (d)

≥
(

inf
0≤s≤1

σ(s)2

)
T−1(T −N)FN(ď− d) + q3,T (d) + q4,T (d), (D.22)

where FN(u) =
∑N−1

n=0 πn(−u)2, and where supd∈Ď2
|q3,T (d)| = o∗p(1), in probability, by

Lemma D.3 and supd∈Ď2
|q4,T (d)| = o∗p(1), in probability, by Assumption 1(b).
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Thus, we find Q∗T (θ) ≥ (
∑∞

n=0 čn(ψ))
2

(inf0≤s≤1 σ(s)2)T−1(T −N)FN(ď− d) + q5,T (θ),
where supθ∈Θ̌2

|q5,T (θ)| = o∗p(1), in probability. From Lemma A.3 of Nielsen (2015) we
have that infu≤−1/2+a FN(u) ≥ 1 + c(2a)−1 (1− (N − 1)−2a) for N ≥ 2 and a > 0, where

the constant c > 0 does not depend on a or N . We apply this result with u = ď −
d ≤ −1/2 + κ2 and N =

⌊
T 1/6

⌋
, thus satisfying the assumptions of Lemma D.3, i.e.,

FT 1/6(d − d0) ≥ 1 + c(2κ2)−1(1 − (T − 1)−2κ2/6). The factor (2κ2)−1(1 − (T − 1)−2κ2/6)

is increasing in T from 0 (for T = 2) to (2κ2)−1 and decreasing in κ2 from log(T−1)
6

(for
κ2 = 0) to 0, such that (2κ2)−1(1 − (T − 1)−2κ2/6) → ∞ as (κ2, T ) → (0,∞). In view
of (D.20), and because infψ∈Ψ

∑∞
n=0 čn(ψ) > 0 almost surely and inf0≤s≤1 σ(s)2 > 0, the

result (D.12) follows.

D.1.3 Analysis of Θ̌3 Analogously toX∗t , ε∗t (θ), andQ∗T (θ), we defineX†t := ∆−d
†

+ a(L, ψ†)εt,

ε†t(θ) :=
∑t−1

n=0 bn(ψ)∆d
+X

†
t−n and Q†T (θ) := T−1

∑T
t=1 ε

†
t(θ)

2. The objective function

Q†T (θ) has the two distinct advantages that it depends on the original errors (not the
bootstrap errors as in Q∗T (θ)) and that the “true” value in Q†T (θ) is θ†, which is fixed
(unlike Q∗T (θ) where the “true” value is θ̌, which is random in general).

Thus, defining also θ̂† := arg minθ∈Θ†3
Q†T (θ) and θ̃† := arg minθ∈Θ̌3

Q†T (θ), we can

apply Theorem 1 directly to conclude that

θ̂†
p→ θ†. (D.23)

Furthermore, it holds that

θ̂† − θ̃† p→ 0 and θ̌ − θ† p→ 0; (D.24)

in the latter case by definition of θ† and in the former because P (|θ̂† − θ̃†| > ε) = P (θ̃† ∈
Θ̌3\Θ†3) = P (d̃† ∈ Ď3\D†3) ≤ P (Ď3 ⊇ D†3)→ 0, by (D.11).

Finally, suppose we can prove that

arg min
θ∈Θ̌3

Q∗T (θ)− θ̃† p∗→p 0. (D.25)

With P ∗-probability converging to one in probability, the first term in (D.25) is θ̂∗, see
(D.12), so the required result follows by combining (D.23)–(D.25). We therefore prove

sup
θ∈Θ̌3

|Q∗T (θ)−Q†T (θ)| p
∗
→p 0, (D.26)

which implies (D.25).
To show (D.26), first note that by (S.24) in the Supplement we can replace Q†T (θ) with

T−1
∑T

t=1(∆d−d†
+

∑∞
n=0 c

†
n(ψ)εt−n)2, where c†n(ψ) is defined as in (D.7) with ψ̌ replaced by

ψ†. Then decompose

Q∗T (θ)− 1

T

T∑
t=1

(∆d−d†
+

∞∑
n=0

c†n(ψ)εt−n)2 = Q∗T (θ)− E∗Q∗T (θ) (D.27)

+ E∗Q∗T (θ)− T−1

T∑
t=1

(∆d−d†
+

∞∑
n=0

c†n(ψ)εt−n)2 (D.28)

and write ε∗t (θ) =
∑t−1

n=0 ϕ̌n(θ)ε∗t−n, where ϕ̌n(θ) :=
∑n

m=0 πm(ď− d)čn−m(ψ) satisfies

|ϕ̌n(θ)| = O(nmax(ď−d−1,−2−ζ)) uniformly in ψ ∈ Ψ (D.29)
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by Lemmas A.3 and A.4 and (D.8). By uncorrelatedness of ε∗t conditional on the original
data, (D.27) is

Q∗T (θ)− E∗Q∗T (θ) = T−1

T∑
t=1

t−1∑
n=0

ϕ̌n(θ)2(ε∗2t−n − ε̂2
c,t−n) (D.30)

+ 2T−1

T∑
t=1

t−1∑
n=0

t−1∑
m=n+1

ϕ̌n(θ)ϕ̌m(θ)ε∗t−nε
∗
t−m. (D.31)

Noting that, conditionally on the original sample, ε∗2t − ε̂2
c,t = ε̂2

c,t(w
2
t − 1) is a MDS

with respect to F∗t , it follows that, defining η4 := E((w2
t − 1)2),(

E∗

∣∣∣∣∣
T∑

t=n+1

(ε∗2t−n − ε̂2
c,t−n)

∣∣∣∣∣
)2

≤
T∑

t,s=n+1

E∗(ε∗2t−n − ε̂2
c,t−n)(ε∗2s−n − ε̂2

c,s−n) =
T∑

t=n+1

E∗(ε∗2t−n − ε̂2
c,t−n)2

≤ η4

T∑
t=n+1

ε̂4
c,t−n ≤ η4

T∑
t=1

ε̂4
c,t = Op(T ) (D.32)

uniformly in 0 ≤ n ≤ T − 1. Thus, reversing the order of the summations in (D.30) and
using (D.29) and (D.32), we find

E∗ sup
θ∈Θ̌3

|(D.30)| ≤ sup
θ∈Θ̌3

T−1

T−1∑
n=0

ϕ̌n(θ)2E∗

∣∣∣∣∣
T∑

t=n+1

(ε∗2t−n − ε̂2
c,t−n)

∣∣∣∣∣
≤ c sup

θ∈Θ̌3

T−1/2

T−1∑
n=0

ϕ̌n(θ)2 ≤ cT−1/2

T−1∑
n=0

n−1−2κ2 ≤ cT−1/2,

which shows that supθ∈Θ̌3
|(D.30)| = O∗p(T

−1/2), in probability.
To deal with (D.31), we apply Lemma D.2 with g = −1/2 − κ2 to conclude that

E∗ supθ∈Θ̌3

∣∣∣∑T−1
m=n+1 ϕ̌m(θ)

∑T
t=m+1 ε

∗
t−nε

∗
t−m

∣∣∣ = Op(T
1/2n−κ2). It follows that

E∗ sup
θ∈Θ̌3

|(D.31)| = sup
θ∈Θ̌3

T−1∑
n=0

|ϕ̌n(θ)|n−κ2Op(T
−1/2) = Op(T

−1/2)
T−1∑
n=0

n−1/2−2κ2

= Op((log T )Tmax(−1/2,−2κ2)),

such that supθ∈Θ̌3
|(D.31)| = o∗p(1), in probability.

It remains to analyze (D.28), for which we find

(D.28) = T−1

T∑
t=1

t−1∑
n=0

(ϕ̌n(θ)2ε̂2
c,t−n − ϕ†n(θ)2ε2

t−n) (D.33)

− T−1

T∑
t=1

∞∑
n=t

ϕ†n(θ)2ε2
t−n (D.34)

− 2T−1

T∑
t=1

∞∑
n=0

∞∑
m=n+1

ϕ†n(θ)ϕ†m(θ)εt−nεt−m (D.35)
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with ϕ†n(θ) :=
∑min(n,t−1)

m=0 πm(d†− d)c†n−m(ψ) satisfying supθ∈Θ†3
|ϕ†n(θ)| ≤ cn−1/2−κ2/2, see

(D.29). By identical arguments to those in the proof for Θ3 of Theorem 1 given in Section
S.5.1.5 in the Supplement, the terms (D.34) and (D.35) are op(1), uniformly in θ ∈ Θ†3
and P (Θ†3 ⊇ Θ̌3)→ 1 by (D.11). We therefore proceed with (D.33), which is

(D.33) = T−1

T∑
t=1

t−1∑
n=0

ϕ†n(θ)2(ε̂2
c,t−n − ε2

t−n) (D.36)

+ T−1

T∑
t=1

t−1∑
n=0

(ϕ̌n(θ)2 − ϕ†n(θ)2)ε̂2
c,t−n. (D.37)

For (D.36) we apply the Cauchy-Schwarz inequality and find

|(D.36)| ≤

T−1

T∑
t=1

(
t−1∑
n=0

ϕ†n(θ)2

)2
1/2(

T−1

T∑
t=1

(ε̂2
c,t−n − ε2

t−n)2

)1/2

,

where the term in the second parenthesis is op(1) by Lemma D.1. From the bound on

ϕ†n(θ), the term in the first parenthesis is bounded by cT−1
∑T

t=1(
∑t−1

n=0 n
−1−κ2)2 ≤ c

uniformly in θ ∈ Θ†3. Because P (Θ†3 ⊇ Θ̌3) → 1, see (D.11), this bound applies also
uniformly in θ ∈ Θ̌3.

Finally, for the term (D.37) we reverse the order of the summations such that (D.37) =∑T−1
n=0 (ϕ̌n(θ)2 − ϕ†n(θ)2)T−1

∑T
t=n+1 ε̂

2
c,t−n, and apply the mean value theorem,

(D.37) = 2(θ̌ − θ†)
T−1∑
n=0

ϕ̌n(θ)
∂ϕ̌n(θ)

∂θ̌
T−1

T∑
t=n+1

ε̂2
c,t−n.

The product of ϕ̌n(θ) and its derivative (with respect to θ̌) is absolutely summable,
uniformly in θ ∈ Θ†3, and T−1

∑T
t=n+1 ε̂

2
c,t−n = Op(1) uniformly in n = 0, . . . , T − 1, and

therefore supθ∈Θ̌3
|(D.37)| = op(1) because |θ̌ − θ†| p→ 0 by definition of θ†.

D.2 Proof of Asymptotic Normality: Eqn. (29)

We expand the score function around the bootstrap true value, θ̌, as

0 = T 1/2∂Q
∗
T (θ̂∗)

∂θ
= T 1/2∂Q

∗
T (θ̌)

∂θ
+ T 1/2∂

2Q∗T (θ̄)

∂θ∂θ′
(θ̂∗ − θ̌),

where θ̄ is an intermediate value satisfying |θ̄i − θ̌i| ≤ |θ̂∗i − θ̌i| for i = 1, . . . , p + 1. For
use in both this proof and subsequent proofs, we define the coefficients

ξn(θ1, θ2) :=
∂

∂θ2

n∑
m=0

πm(d1 − d2)
n−m∑
k=0

ak(ψ1)bn−m−k(ψ2). (D.38)

D.2.1 Convergence of the Score Function First note that ε∗t (θ̌) =
∑t−1

n=0 bn(ψ̌)u∗t−n =
ε∗t , by step (iii) of either algorithms in Section 3.3 because u∗t−n = 0 for n ≥ t. Using this

and the coefficients ξ̌n := ξn(θ̌, θ̌) = [−n−1, γn(ψ̌)]′, see (D.38), which satisfy

s∑
n=0

||ξ̌n|| = Op(log s) and
s∑

n=0

(ξ̌n)qi = Op(1) for any q > 1, s ≥ 2, i = 1, . . . , p+1, (D.39)
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by Assumption 3(iii) and (5), the normalized score function evaluated at the bootstrap

true value is T 1/2 ∂Q
∗
T (θ̌)

∂θ
= 2T−1/2

∑T
t=1 ε

∗
t (θ̌)

∂ε∗t (θ̌)

∂θ
= 2T−1/2

∑T
t=1 ε

∗
t

∑t−1
n=1 ξ̌nε

∗
t−n. Condi-

tional on the original data, U∗Tt := 2T−1/2ε∗t
∑t−1

n=1 ξ̌nε
∗
t−n is a MDS with respect to F∗t , so

we apply Lemma A.1.
We first verify the Lyapunov sufficient condition for Lemma A.1(i) elementwise. By

independence of ε∗t , conditional on the original data,

T∑
t=1

E∗(U∗4Tt,i) = 24T−2

T∑
t=1

E∗(ε∗4t )E∗((
t−1∑
n=1

(ξ̌n)iε
∗
t−n)4)

= 16T−2

T∑
t=1

ε̂4
c,t

t−1∑
n=1

(ξ̌n)4
i ε̂

4
c,t−n (D.40)

+ 48T−2

T∑
t=1

ε̂4
c,t

t−1∑
n=1

t−1∑
m=n+1

(ξ̌n)2
i (ξ̌m)2

i ε̂
2
c,t−nε̂

2
c,t−m. (D.41)

Reverse the order of the summations in (D.40) to obtain

(D.40) = 16T−1

T−1∑
n=1

(ξ̌n)4
iT
−1

T∑
t=n+1

ε̂4
c,tε̂

4
c,t−n,

where
∑T−1

n=1 (ξ̌n)4
i = Op(1) in view of (D.39) and, by the Cauchy-Schwarz inequal-

ity, T−1
∑T

t=n+1 ε̂
4
c,tε̂

4
c,t−n ≤ (T−1

∑T
t=n+1 ε̂

8
c,t)

1/2(T−1
∑T

t=n+1 ε̂
8
c,t−n)1/2 ≤ T−1

∑T
t=1 ε̂

8
c,t =

Op(1) uniformly in n = 1, . . . , T − 1. Thus, (D.40) = Op(T
−1). In the same way,

(D.41) = 48T−1

T−1∑
n=1

T−1∑
m=n+1

(ξ̌n)2
i (ξ̌m)2

iT
−1

T∑
t=m+1

ε̂4
c,tε̂

2
c,t−nε̂

2
c,t−m,

where
∑T−1

n=1

∑T−1
m=n+1(ξ̌n)2

i (ξ̌m)2
i = Op(1) in view of (D.39) and T−1

∑T
t=m+1 ε̂

4
c,tε̂

2
c,t−nε̂

2
c,t−m =

Op(1) uniformly in 1 ≤ n,m ≤ T − 1. Thus, (D.41) = Op(T
−1).

Next we verify condition (ii)(b) of Lemma A.1 elementwise. We find

T∑
t=1

E∗(U∗Tt,iU
∗
Tt,j|F∗t−1) =

T∑
t=1

(E∗(U∗Tt,iU
∗
Tt,j|F∗t−1)− E∗(U∗Tt,iU∗Tt,j) + E∗(U∗Tt,iU

∗
Tt,j))

=
T∑
t=1

(E∗(U∗Tt,iU
∗
Tt,j|F∗t−1)− E∗(U∗Tt,iU∗Tt,j)) (D.42)

+ 4T−1

T∑
t=1

ε̂2
c,t

t−1∑
n=1

(ξ̌n)2
i (ξ̌n)2

j ε̂
2
c,t−n, (D.43)

and want to show that (D.42) is negligible by L2-convergence and that (D.43) con-
verges in probability to the relevant limit. For the former, write E∗(U∗Tt,iU

∗
Tt,j|F∗t−1) −

E∗(U∗Tt,iU
∗
Tt,j) = 4T−1ε̂2

c,ty
∗
t−1 with y∗t−1 :=

∑t−1
n,m=1(ξ̌n)i(ξ̌m)jε

∗
t−nε

∗
t−m−

∑t−1
n=1(ξ̌n)i(ξ̌n)j ε̂

2
c,t−n

so that

E∗

( T∑
t=1

(E∗(U∗Tt,iU
∗
Tt,j|F∗t−1)− E∗(U∗Tt,iU∗Tt,j))

)2
 = 16T−2

T∑
t,s=1

ε̂2
c,tε̂

2
c,sE

∗(y∗t−1y
∗
s−1).

(D.44)
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Here, decompose y∗t−1 =
∑t−1

n=1(ξ̌n)i(ξ̌n)j(ε
∗2
t−n − ε̂2

c,t−n) +
∑

n6=m(ξ̌n)i(ξ̌m)jε
∗
t−nε

∗
t−m and

y∗t−1y
∗
s−1 =

t−1∑
n=1

(ξ̌n)i(ξ̌n)j(ε
∗2
t−n − ε̂2

c,t−n)
t−1∑
m=1

(ξ̌m)i(ξ̌m)j(ε
∗2
t−m − ε̂2

c,t−m) (D.45)

+
∑
n6=m

(ξ̌n)i(ξ̌m)jε
∗
t−nε

∗
t−m

∑
k 6=l

(ξ̌k)i(ξ̌l)jε
∗
t−kε

∗
t−l (D.46)

+ 2
t−1∑
n=1

(ξ̌n)i(ξ̌n)j(ε
∗2
t−n − ε̂2

c,t−n)
∑
k 6=l

(ξ̌k)i(ξ̌l)jε
∗
t−kε

∗
t−l, (D.47)

where we note immediately that E∗(D.47) = 0 by independence of ε∗t , conditional on the
original data, so that (D.47) does not contribute to (D.44). Next, E∗(D.45) 6= 0 only if
s = t−n+m and E∗(D.46) 6= 0 only if either s = t−n+k or s = t−n+ l. In either case,
we can eliminate the summation over s in (D.44), which leaves the summation over t
with T terms. The remaining summations in E∗(D.45) and E∗(D.46) at most contribute
a term of order Op(log T ), in view of (D.39). This implies that (D.44) = Op((log T )4T−1)
and hence (D.42) = Op((log T )2T−1/2).

It remains to find the limit in probability of (D.43), which we decompose as

(D.43) = 4
T−1∑
n=1

(ξ̌n)2
i (ξ̌n)2

jT
−1

T∑
t=n+1

(ε̂2
c,t − ε2

t )ε̂
2
c,t−n (D.48)

+ 4
T−1∑
n=1

(ξ̌n)2
i (ξ̌n)2

jT
−1

T∑
t=n+1

ε2
t (ε̂

2
c,t−n − ε2

t−n) (D.49)

+ 4
T−1∑
n=1

((ξ̌n)2
i (ξ̌n)2

j − (ξ†n)2
i (ξ
†
n)2
j)T

−1

T∑
t=n+1

ε2
t ε

2
t−n (D.50)

+ 4
T−1∑
n=1

(ξ†n)2
i (ξ
†
n)2
jT
−1

T∑
t=n+1

ε2
t ε

2
t−n, (D.51)

where ξ†n := ξn(θ†, θ†) = [−n−1, γn(ψ†)]′ similarly to ξ̌n, see also (D.38). First we show
that each of (D.48)–(D.50) are asymptotically negligible. The proofs for the terms (D.48)
and (D.49) are identical, so we give only the former. By the Cauchy-Schwarz inequality,

|(D.48)| ≤ 4
T−1∑
n=1

(ξ̌n)2
i (ξ̌n)2

j

(
T−1

T∑
t=n+1

(ε̂2
c,t − ε2

t )
2

)1/2(
T−1

T∑
t=n+1

ε̂4
c,t−n

)1/2

,

where the term in the middle parenthesis is op(1) by Lemma D.1 and the last parenthesis
is Op(1), both uniformly in n = 0, . . . , T − 1, while the summation over n is bounded
using (D.39). Thus, (D.48) = op(1). This leaves only (D.50), for which we first note that

if i = j = 1 then (D.50) = 0 because ξ̌n,1 = ξ†n,1 = −n−1. If i 6= 1 or j 6= 1, we reverse
the order of the summations and apply the mean value theorem to find

(D.50) = 4(ψ̌ − ψ†)′
T−1∑
n=1

∂((ξn(θ, θ))2
i (ξn(θ, θ))2

j)

∂ψ
|ψ=ψ̄T

−1

T∑
t=n+1

ε̂2
c,tε̂

2
c,t−n,

where ψ̄ is an intermediate value between ψ̌ and ψ†. Now, T−1
∑T

t=n+1 ε̂
2
c,tε̂

2
c,t−n = Op(1)

uniformly in n = 1, . . . , T − 1, |ψ̌ − ψ†| p→ 0 by definition of ψ†, and the summation over
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n is bounded by the same argument that led to (D.39) (noting that when d1 = d2, the
first element of ξn(θ1, θ2) is −n−1). It follows that (D.50) = op(1).

Finally, reversing the order of the summations, (D.51) is decomposed as

(D.51) = 4T−1

T∑
t=1

σ2
t

t−1∑
n=1

σ2
t−n(ξ†n)2

i (ξ
†
n)2
j(z

2
t z

2
t−n − τn,n) (D.52)

+ 4T−1

T∑
t=1

σ2
t

t−1∑
n=1

σ2
t−n(ξ†n)2

i (ξ
†
n)2
jτn,n. (D.53)

The term (D.52) is mean zero with second moment bounded by

KT−2

T∑
t,s=1

t−1∑
n=1

t−1∑
m=1

(ξ†n)2
i (ξ
†
n)2
j(ξ
†
m)2

i (ξ
†
m)2

jE(z2
t z

2
t−n − τn,n)(z2

sz
2
s−m − τm,m) ≤ KT−1 → 0

using Assumption 5 and (D.39), so that (D.52) = op(1). By Lemma A.5 with gt,n,m =
I(n = m)τn,m, (D.53) is, apart from a o(1) term,

4T−1

T∑
t=1

σ4
t

t−1∑
n=1

(ξ†n)2
i (ξ
†
n)2
jτn,n = 4T−1

T∑
t=1

σ4
t
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n=1

(ξ†n)2
i (ξ
†
n)2
jτn,n−4T−1

T∑
t=1

σ4
t

∞∑
n=t

(ξ†n)2
i (ξ
†
n)2
jτn,n,

where the first term is 4A†T−1
∑T

t=1 σ
4
t → 4A†

∫ 1

0
σ4(s)ds and the second term is bounded

by KT−1
∑T

t=1

∑∞
n=t ||ξ†n||4, which converges to zero because it is the Cesàro mean of the

sequence
∑∞

n=t ||ξ†n||4, which itself converges to zero as t → ∞ since it is the tail of a
convergent sum, see (D.39). This concludes the proof.

D.2.2 Convergence of the Hessian In anticipation of the proof of (28), our proof
of convergence of the Hessian for the bootstrap estimator is somewhat different from
our proof of convergence of the Hessian for the QML estimator in Section S.5.2.2 in the
Supplement. Recalling that ε∗t (θ) =

∑t−1
n=0 ϕ̌n(θ)ε∗t−n, see (D.29), the Hessian matrix is

∂2Q∗T (θ)

∂θ∂θ′
= 2T−1

T∑
t=1

ε∗t (θ)
∂2ε∗t (θ)

∂θ∂θ′
+ 2T−1

T∑
t=1

∂ε∗t (θ)

∂θ

∂ε∗t (θ)

∂θ′

= 2T−1

T∑
t=1

t−1∑
m=0

t−1∑
n=1

∂ξ̌n(θ)

∂θ′
ϕ̌m(θ)ε∗t−nε

∗
t−m (D.54)

+ 2T−1

T∑
t=1

t−1∑
n,m=1

ξ̌n(θ)ξ̌m(θ)′ε∗t−nε
∗
t−m, (D.55)

where we defined the coefficients ξ̌n(θ) := ξn(θ̌, θ) = ∂ϕ̌n(θ)
∂θ

, which satisfy, for ν = 0, 1,

s∑
n=0

sup
||θ−θ̌||≤ε

||∂
(ν)ξ̌n(θ)i

∂θ
(ν)
j

|| = Op(s
ε) and

s∑
n=0

sup
||θ−θ̌||≤ε

||∂ξ̌n(θ)iξ̌n(θ)j
∂θ

|| = Op(1), (D.56)

as easily proven by reversing summations in (D.38) and using Assumption 3(iii) and (5).
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We show sup||θ−θ̌||≤ε |(D.54)i,j|
p∗→p 0 and sup||θ−θ̌||≤ε |(D.55)i,j−2(B†)i,j

∫ 1

0
σ2(s)ds| p

∗
→p

0. First, since ϕ̌m(θ̌) = I(m = 0), by the mean value theorem,

(D.54)i,j = 2
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for intermediate values, θ̄n, and hence
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Here, E∗|
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t=n+1 ε

∗2
t−n| = Op(T ) uniformly in n = 1, . . . , T − 1 and, for n 6= m,E∗
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uniformly in 0 ≤ n,m ≤ T − 1, where the first inequality is Jensen’s and the second is
Cauchy-Schwarz together with

∑T
t=n+1 ε̂

4
c,t−n ≤

∑T
t=1 ε̂

4
c,t. Thus,
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|(D.54)i,j| ≤ Op(T
−1/2)

T−1∑
n=1

sup
||θ−θ̌||≤ε

∣∣∣∣∂ξ̌n(θ)i
∂θj

∣∣∣∣+ εOp(1)
T−1∑
n=1

sup
||θ−θ̌||≤ε

∥∥∥∥∂ξ̌n(θ)i
∂θj

ξ̌n(θ̄n)

∥∥∥∥
+ εOp(T

−1/2)
T−1∑
n=1

T−1∑
m=0,m 6=n

sup
||θ−θ̌||≤ε

∥∥∥∥∂ξ̌n(θ)i
∂θj

ξ̌m(θ̄n)

∥∥∥∥
= Op(T

−1/2)Op(T
ε) + εOp(1)Op(1) = Op(T

ε−1/2) + op(1)

using (D.56). Hence, sup||θ−θ̌||≤ε |(D.54)i,j| = o∗p(1), in probability, because ε can be
arbitrarily small.

For (D.55) we reverse the order of the summations and expand as, noting that
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E∗(ε∗t−nε
∗
t−m) = 0 for n 6= m,

(D.55) = 2
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t−n − 2B†

∫ 1

0

σ2(s)ds. (D.63)

The terms (D.61) and (D.62) are negligible by the same proofs as for (D.48) and (D.50).
The term (D.60) is negligible as in the proof of (D.30) noting that the ξ̌n coefficients are
square summable by (D.39). Next, we apply the mean value theorem to (D.59) and find

(D.59)i,j = 2(θ − θ̌)′
T−1∑
n=1

∂ξ̌n(θ)iξ̌n(θ)j
∂θ

∣∣∣∣
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ε∗2t−n,

where θ̄ denotes an intermediate value. Then, by (D.56) and because E∗|T−1
∑T

t=n+1 ε
∗2
t−n|

= Op(1) uniformly in n = 0, . . . , T−1, sup||θ−θ̌||≤ε |(D.59)| ≤ εO∗p(1), in probability, which
is o∗p(1), in probability since ε can be arbitrarily small. Thus, by (D.56) and (D.57),
sup||θ−θ̌||≤ε |(D.58)| is also o∗p(1), in probability, because its conditional expectation is

bounded by Op(T
−1/2)(

∑T−1
n=1 ||ξ̌n(θ)||)2 = Op(T

ε−1/2).
Finally, the first term on the right-hand side of (D.63) has mean
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†
nξ
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by Lemma A.5 with gt,n,m = I(n = m)σ2
t . Here, the first term is 2B†T−1

∑T
t=1 σ

2
t →

2B†
∫ 1

0
σ2(s)ds. For the second term we find the bound KT−1

∑T
t=1

∑∞
n=t ||ξ†n||2 → 0,

which converges to zero because it is the Cesàro mean of the sequence
∑∞

n=t ||ξ†n||2, which
itself converges to zero as t→∞ since it is the tail of a convergent sum, see (D.39). The
variance of (D.63) is shown in Section S.6.8 to converge to zero so that (D.63) converges
to zero in L2-norm, and hence in probability, which concludes the proof.

D.3 Proof of Rate: Eqn. (28)

We apply Theorem 1 of Andrews (1999). His Assumption 1 holds by (27) of our Theorem
6, his Assumptions 22∗(a) and 22∗(b) by our Assumption 2, and finally his Assumptions
22∗(c) and 3 hold by the convergence in distribution of the score and the uniform conver-
gence of the Hessian in the proof of (29).
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S.1 Introduction

This supplement contains additional Monte Carlo results and proofs for our paper “Quasi-
Maximum Likelihood Estimation and Bootstrap Inference in Fractional Time Series Mod-
els with Heteroskedasticity of Unknown Form”. Equation references (S.n) for n ≥ 1 refer
to equations in this supplement and other equation references are to the main paper.

The supplement is organised as follows. Section S.2 presents additional Monte Carlo
results and in Sections S.3 and S.4, respectively, we give proofs of the preliminary lemmas
in Appendix A and of the variation bounds lemmas in Appendix B. Additional proofs for
the QML estimator and the asymptotic tests are provided in Section S.5 and additional
proofs for bootstrap inference are in Section S.6. All additional references are included
at the end of the supplement.

For this entire supplement, all stated results and derivations shall be taken as condi-
tional on σ(·). Due to the stochastic independence of {σt} and {zt}, see Assumption 1(b),
and given the simple structure of conditional distributions on product spaces, this implies
that {σt} can be treated as fixed. In order to avoid repetition, this will not be repeated
on every occasion. Where convergence obtains to a limit which does not depend on σ(·),
it should be recalled that the stated convergence result also holds unconditionally.

S.2 Additional Monte Carlo Results

Tables S.1 and S.2 report results relating to tests on the autoregressive parameter a in
(30). In particular, results are reported for the asymptotic LMT , LRT , WT and RWT tests
of H0,2 : a = 0 against H1,2 : a 6= 0, along with their restricted wild bootstrap (Algorithm
1) and unrestricted wild bootstrap (Algorithm 2) counterparts. Finite sample size and
power results are reported for a = 0 and a = 1 + 5/

√
T , respectively, in (30). Table

S.1 relates to the case of a one-time shift in volatility, while Table S.2 reports results
for the conditionally heteroskedastic Models A-I outlined in Section 5.3. Tables S.3 and
S.4 report corresponding results for the joint tests of H0,3 : d = 1 ∩ a = 0 against
H1,3 : d 6= 1 ∪ a 6= 0, with finite sample size and power results reported for d = 1, a = 0
and δ = (1, 5/3)′, in (1) and (30). Finally, Figure S.1 reports finite sample power functions
for the bootstrap tests of H0,1 : d = 1 against H1,1 : d 6= 1 for a range of values of δ in
d = 1 + δ/

√
T . The Monte Carlo DGP and set-up of these experiments are exactly as

detailed in Section 5.1.

S.3 Proofs of Preliminary Lemmas

S.3.1 Proof of Lemma A.1

The result for condition (ii)(a) follows from Theorem 2.3 of McLeish (1974) and the
comments in the two paragraphs following it. For condition (ii)(b) the result is Theorem
2.2 of Dvoretzky (1972).

S.3.2 Proof of Lemma A.2

The result for moments follows because E(ztzt−r1 · · · zt−rq−1) = E(E(zt|Ft−1)zt−r1 · · · zt−rq−1) =
0 by the law of iterated expectations and the martingale difference property of zt. To
show the result for cumulants, we first have κ2(t, t − r) = E(ztzt−r) = 0 because r ≥ 1.
When q ≥ 3 we use the relation E(ztzt−r1 · · · zt−rq−1) =

∑
π

∏
B∈π κ(B), where π runs

through the list of all partitions of {0, r1, . . . , rq−1} and B runs through the list of all
blocks of the partition π. The required result then holds by induction on q because it has
already been shown to hold for moments and for q = 2.
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Table S.1: Tests of H0,2: simulated size and power with one-time shift in unconditional volatility

size power

τ υ T λ LMT LRT WT RWT LMT LRT WT RWT

Panel A: asymptotic tests

1 100 1.00 6.32 7.93 8.93 10.34 44.73 59.89 45.36 53.25
1 250 1.00 5.47 5.49 5.17 5.68 69.57 74.64 67.29 61.51
1 ∞ 1.00 5.00 5.00 5.00 5.00 87.91 87.91 87.91 87.91

1/4 1/3 100 2.33 17.21 18.63 19.48 14.97 17.88 36.43 29.53 42.11
1/4 1/3 250 2.33 19.29 19.10 18.67 7.85 34.95 47.00 39.56 42.32
1/4 1/3 ∞ 2.33 19.95 19.95 19.95 5.00 53.57 53.57 53.57 53.57
1/4 3 100 1.24 9.18 11.25 12.45 12.00 36.67 52.71 29.50 41.33
1/4 3 250 1.24 8.27 8.27 7.82 5.72 59.46 65.89 58.03 54.23
1/4 3 ∞ 1.24 7.90 7.90 7.90 5.00 80.12 80.12 80.12 80.12
3/4 1/3 100 1.24 9.20 10.41 10.88 11.38 36.78 54.29 43.87 51.60
3/4 1/3 250 1.24 8.17 8.26 7.68 5.67 60.36 67.61 60.03 56.65
3/4 1/3 ∞ 1.24 7.90 7.90 7.90 5.00 80.12 80.12 80.12 80.12
3/4 3 100 2.33 19.31 21.29 22.73 16.61 14.07 32.55 20.12 33.64
3/4 3 250 2.33 19.56 19.66 19.15 8.31 31.65 44.31 35.54 38.14
3/4 3 ∞ 2.33 19.95 19.95 19.95 5.00 53.57 53.57 53.57 53.57

Panel B: wild bootstrap tests (Algorithm 1)

1 100 1.00 5.38 5.28 5.24 5.24 45.11 60.40 44.88 51.63
1 250 1.00 5.06 5.03 5.14 5.26 69.58 74.63 67.68 62.30
1 ∞ 1.00 5.00 5.00 5.00 5.00 87.91 87.91 87.91 87.91

1/4 1/3 100 2.33 6.31 6.43 6.08 5.39 20.86 39.55 31.03 42.21
1/4 1/3 250 2.33 5.88 5.97 5.87 5.12 36.70 48.28 40.22 42.24
1/4 1/3 ∞ 2.33 5.00 5.00 5.00 5.00 53.57 53.57 53.57 53.57
1/4 3 100 1.24 5.01 5.13 5.32 5.24 34.98 51.83 31.33 41.30
1/4 3 250 1.24 5.13 5.12 5.06 5.06 58.54 65.74 57.76 54.19
1/4 3 ∞ 1.24 5.00 5.00 5.00 5.00 80.12 80.12 80.12 80.12
3/4 1/3 100 1.24 5.85 5.59 5.06 5.03 38.86 55.98 42.84 50.54
3/4 1/3 250 1.24 5.00 5.09 5.17 4.93 59.96 67.61 59.65 55.69
3/4 1/3 ∞ 1.24 5.00 5.00 5.00 5.00 80.12 80.12 80.12 80.12
3/4 3 100 2.33 6.05 6.36 5.44 5.24 15.20 33.89 20.86 33.87
3/4 3 250 2.33 5.60 5.73 5.57 5.21 32.69 45.70 36.66 38.96
3/4 3 ∞ 2.33 5.00 5.00 5.00 5.00 53.57 53.57 53.57 53.57

Panel C: wild bootstrap tests (Algorithm 2)

1 100 1.00 6.07 8.72 7.05 6.70 47.83 72.84 31.10 39.56
1 250 1.00 4.57 4.43 3.33 3.49 63.58 70.35 18.33 18.95
1 ∞ 1.00 5.00 5.00 5.00 5.00 87.91 87.91 87.91 87.91

1/4 1/3 100 2.33 9.34 11.73 7.69 7.00 43.02 60.12 19.10 37.37
1/4 1/3 250 2.33 5.51 7.23 4.72 3.72 33.37 54.72 14.12 18.53
1/4 1/3 ∞ 2.33 5.00 5.00 5.00 5.00 53.57 53.57 53.57 53.57
1/4 3 100 1.24 6.50 9.64 8.21 7.96 45.47 68.69 29.03 40.55
1/4 3 250 1.24 4.42 4.86 3.47 3.52 50.12 62.99 14.78 15.56
1/4 3 ∞ 1.24 5.00 5.00 5.00 5.00 80.12 80.12 80.12 80.12
3/4 1/3 100 1.24 6.60 9.44 6.94 6.48 46.98 70.86 28.87 40.22
3/4 1/3 250 1.24 4.65 4.78 3.31 3.03 53.03 65.09 17.29 17.72
3/4 1/3 ∞ 1.24 5.00 5.00 5.00 5.00 80.12 80.12 80.12 80.12
3/4 3 100 2.33 10.42 10.84 8.70 8.78 41.91 52.38 17.80 37.52
3/4 3 250 2.33 5.19 7.18 4.88 4.19 29.05 52.17 13.66 18.27
3/4 3 ∞ 2.33 5.00 5.00 5.00 5.00 53.57 53.57 53.57 53.57

Notes: Entries for finite T are simulated rejection frequencies of the tests. Entries for T =∞ are calcu-

lated as described in Remark 4.10. Power is measured at δ = 5 and is size corrected for the asymptotic

tests, but not for the bootstrap tests. All entries are based on 10, 000 Monte Carlo replications.
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Table S.2: Tests of H0,2: simulated size and power with conditionally heteroskedastic Models A–I

size power

T LMT LRT WT RWT LMT LRT WT RWT

Panel A: asymptotic tests

Model A 100 12.88 13.78 14.42 12.18 24.12 43.50 31.57 47.63
250 13.81 13.85 13.09 6.23 42.18 51.95 42.65 50.61

Model B 100 14.44 15.23 15.83 13.05 22.76 42.59 30.39 46.32
250 18.04 18.08 17.16 7.52 28.33 39.96 30.25 46.19

Model C 100 11.66 12.95 13.65 12.21 27.20 46.13 35.38 46.52
250 15.37 15.27 14.65 6.90 39.26 49.22 40.53 45.16

Model D 100 12.29 13.78 14.39 12.61 27.32 44.11 32.20 44.39
250 19.30 19.31 18.42 8.72 27.75 40.50 31.22 41.66

Model E 100 16.39 17.28 17.76 13.78 16.42 35.97 29.51 45.83
250 20.08 20.02 19.22 7.87 27.08 40.91 32.27 42.34

Model F 100 15.68 17.03 18.05 13.71 18.16 38.68 26.60 41.67
250 23.28 23.18 22.82 9.19 22.06 34.90 27.77 38.90

Model G 100 14.68 16.48 17.15 13.91 19.60 37.53 26.52 39.62
250 21.08 21.35 20.49 8.23 25.56 39.47 30.03 42.24

Model H 100 24.55 26.77 27.43 18.58 8.10 20.02 17.44 35.72
250 35.58 36.05 35.79 12.85 8.68 17.51 15.66 29.81

Model I 100 23.48 25.82 26.82 18.33 8.43 22.57 15.96 32.56
250 27.38 27.73 26.74 9.20 15.91 30.41 23.29 33.97

Panel B: wild bootstrap tests (Algorithm 1)

Model A 100 6.04 6.35 5.88 5.20 30.99 48.76 36.41 47.84
250 5.88 5.78 5.83 4.93 47.24 56.80 47.52 50.01

Model B 100 6.57 6.10 6.05 5.62 30.51 47.90 36.29 47.70
250 6.52 6.57 6.67 5.77 43.74 53.95 44.87 47.84

Model C 100 5.72 5.72 5.29 4.98 30.78 48.83 34.86 44.83
250 5.27 5.76 5.50 5.01 42.46 52.97 44.50 45.20

Model D 100 5.69 5.58 5.23 5.02 29.66 47.78 34.84 44.79
250 6.68 6.59 6.66 5.83 39.31 49.98 41.99 44.10

Model E 100 6.45 6.32 5.57 4.91 23.94 42.24 32.12 43.95
250 5.95 5.96 5.95 5.22 35.34 46.48 38.67 42.38

Model F 100 6.01 6.08 5.70 5.18 24.10 42.24 31.58 41.83
250 6.25 6.43 6.39 5.54 31.81 43.06 35.80 39.76

Model G 100 5.91 6.34 5.97 5.64 24.95 43.32 32.75 43.66
250 5.70 5.48 5.74 5.15 36.02 47.22 39.34 42.78

Model H 100 6.76 7.27 6.32 5.75 15.53 31.11 25.21 39.10
250 6.98 7.11 7.21 6.02 18.40 29.85 24.85 32.86

Model I 100 6.63 7.26 6.10 5.49 13.75 29.71 19.98 33.43
250 6.27 6.52 6.52 5.64 23.50 36.85 28.83 35.00

Panel C: wild bootstrap tests (Algorithm 2)

Model A 100 8.70 10.53 7.70 7.10 47.96 65.68 23.12 38.38
250 5.99 6.46 4.60 3.49 47.14 61.42 16.13 17.53

Model B 100 9.49 11.08 8.19 7.54 49.29 63.18 21.79 38.10
250 6.94 7.62 5.38 4.25 45.13 58.62 16.63 18.64

Model C 100 7.58 10.21 7.38 7.09 44.98 65.80 24.77 38.66
250 4.93 6.43 4.09 3.61 39.65 56.41 14.98 17.82

Model D 100 7.90 10.10 7.41 7.13 45.32 64.33 23.88 38.18
250 6.56 7.76 5.06 4.48 38.69 55.01 14.40 18.47

Model E 100 9.52 11.18 7.80 6.82 45.44 61.11 21.03 36.92
250 6.47 7.50 4.78 3.66 37.42 54.36 13.93 18.25

Model F 100 8.82 10.49 7.83 7.43 44.70 61.64 22.01 37.45
250 6.75 8.00 5.23 4.37 33.54 51.87 13.12 18.57

Model G 100 8.81 11.11 8.04 7.73 44.96 62.65 22.88 37.77
250 6.03 7.31 4.55 3.92 37.10 54.98 13.82 19.30

Model H 100 13.54 12.14 8.53 8.64 45.57 51.34 15.17 35.51
250 9.53 10.31 6.33 5.41 31.01 42.05 9.83 19.29

Model I 100 13.42 12.40 8.95 9.51 43.72 47.81 14.78 36.28
250 7.51 9.33 6.09 4.95 29.67 47.84 11.56 17.97

Notes: Entries are simulated rejection frequencies of the tests. Power is measured at δ = 5 and is size

corrected for the asymptotic tests, but not for the bootstrap tests. All entries are based on 10, 000 Monte

Carlo replications.

4



Table S.3: Tests of H0,3: simulated size and power with one-time shift in unconditional volatility

size power

τ υ T λ LMT LRT WT RWT LMT LRT WT RWT

Panel A: asymptotic tests

1 100 1 7.73 6.50 9.89 12.53 61.46 68.19 43.14 32.92
1 250 1 5.91 5.39 5.77 6.28 65.53 69.32 64.89 63.80
1 ∞ 1 5.00 5.00 5.00 5.00 70.33 70.33 70.33 70.33

1/4 1/3 100 2.33 25.46 23.32 27.03 20.06 29.92 42.28 21.10 12.96
1/4 1/3 250 2.33 27.27 26.06 26.56 11.08 32.89 39.43 31.17 21.50
1/4 1/3 ∞ 2.33 27.70 27.70 27.70 5.00 35.24 35.24 35.24 35.24
1/4 3 100 1.24 12.39 11.13 15.22 14.43 51.35 60.51 17.82 13.66
1/4 3 250 1.24 10.61 9.54 10.23 7.29 56.25 60.44 54.47 51.81
1/4 3 ∞ 1.24 9.01 9.01 9.01 5.00 60.13 60.13 60.13 60.13
3/4 1/3 100 1.24 12.30 10.40 13.94 14.25 49.18 59.45 33.59 23.29
3/4 1/3 250 1.24 9.87 9.16 9.39 7.23 56.98 61.84 55.31 51.39
3/4 1/3 ∞ 1.24 9.01 9.01 9.01 5.00 60.13 60.13 60.13 60.13
3/4 3 100 2.33 28.40 26.30 31.05 21.87 26.24 40.12 14.53 11.84
3/4 3 250 2.33 27.56 26.84 26.93 11.82 31.00 37.83 28.66 19.49
3/4 3 ∞ 2.33 27.70 27.70 27.70 5.00 35.24 35.24 35.24 35.24

Panel B: wild bootstrap tests (Algorithm 1)

1 100 1 5.45 5.06 5.20 5.12 62.06 68.10 40.31 33.03
1 250 1 5.22 5.15 5.11 4.92 66.00 69.13 64.79 62.66
1 ∞ 1 5.00 5.00 5.00 5.00 70.33 70.33 70.33 70.33

1/4 1/3 100 2.33 7.28 7.49 6.22 5.34 34.71 45.72 25.12 14.56
1/4 1/3 250 2.33 6.54 6.27 6.29 5.29 35.75 41.49 33.42 22.35
1/4 1/3 ∞ 2.33 5.00 5.00 5.00 5.00 35.24 35.24 35.24 35.24
1/4 3 100 1.24 5.51 5.47 5.54 5.32 52.29 60.57 22.38 17.57
1/4 3 250 1.24 5.26 5.28 5.17 5.06 56.80 60.56 54.72 51.22
1/4 3 ∞ 1.24 5.00 5.00 5.00 5.00 60.13 60.13 60.13 60.13
3/4 1/3 100 1.24 6.27 6.08 5.33 5.23 53.47 61.75 34.36 23.72
3/4 1/3 250 1.24 5.61 5.30 5.44 5.30 57.65 62.09 56.27 51.82
3/4 1/3 ∞ 1.24 5.00 5.00 5.00 5.00 60.13 60.13 60.13 60.13
3/4 3 100 2.33 7.16 7.79 5.68 5.19 30.04 43.15 17.38 13.04
3/4 3 250 2.33 6.24 6.52 6.48 5.70 34.38 40.31 32.02 21.84
3/4 3 ∞ 2.33 5.00 5.00 5.00 5.00 35.24 35.24 35.24 35.24

Panel C: wild bootstrap tests (Algorithm 2)

1 100 1 5.40 6.63 5.97 5.73 59.50 70.81 23.94 17.82
1 250 1 4.82 4.94 3.86 3.76 64.73 67.84 53.59 48.69
1 ∞ 1 5.00 5.00 5.00 5.00 70.33 70.33 70.33 70.33

1/4 1/3 100 2.33 8.38 8.66 7.63 6.63 37.11 48.74 21.61 14.43
1/4 1/3 250 2.33 6.20 6.81 5.05 3.76 34.06 42.98 21.54 9.97
1/4 1/3 ∞ 2.33 5.00 5.00 5.00 5.00 35.24 35.24 35.24 35.24
1/4 3 100 1.24 6.00 7.47 7.29 7.12 51.16 64.42 22.26 17.62
1/4 3 250 1.24 4.91 5.32 3.92 3.61 54.82 59.62 36.76 30.14
1/4 3 ∞ 1.24 5.00 5.00 5.00 5.00 60.13 60.13 60.13 60.13
3/4 1/3 100 1.24 6.47 7.67 6.02 5.56 51.91 64.94 23.15 15.84
3/4 1/3 250 1.24 5.25 5.28 4.05 3.70 56.55 61.22 43.37 34.56
3/4 1/3 ∞ 1.24 5.00 5.00 5.00 5.00 60.13 60.13 60.13 60.13
3/4 3 100 2.33 9.31 8.70 8.49 8.28 34.99 45.86 21.08 17.25
3/4 3 250 2.33 6.07 7.23 5.15 4.07 32.49 41.83 17.86 10.80
3/4 3 ∞ 2.33 5.00 5.00 5.00 5.00 35.24 35.24 35.24 35.24

Notes: Entries for finite T are simulated rejection frequencies of the tests. Entries for T = ∞ are

calculated as described in Remark 4.10. Power is measured at δ = [1, 5/3]′ and is size corrected for

the asymptotic tests, but not for the bootstrap tests. All entries are based on 10, 000 Monte Carlo

replications.
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Table S.4: Tests of H0,3: simulated size and power with conditionally heteroskedastic Models A–I

size power

T LMT LRT WT RWT LMT LRT WT RWT

Panel A: asymptotic tests

Model A 100 19.87 18.05 20.98 15.47 33.65 42.68 21.37 17.13
250 21.71 20.42 20.84 9.12 33.38 37.22 31.97 27.24

Model B 100 23.15 20.87 24.11 17.24 29.41 38.24 19.39 15.65
250 28.15 26.92 27.41 11.17 21.07 25.05 19.82 22.55

Model C 100 16.90 14.75 18.51 15.92 40.67 51.81 25.13 17.37
250 21.49 20.42 21.12 9.74 34.78 40.13 32.04 28.54

Model D 100 17.84 15.57 19.64 16.24 37.35 47.97 22.00 16.58
250 26.11 24.98 25.59 11.24 25.06 31.29 23.08 23.05

Model E 100 23.92 21.63 24.80 17.83 28.73 39.72 20.13 15.40
250 29.48 28.24 28.91 11.07 25.09 30.88 23.13 20.32

Model F 100 22.60 20.24 24.08 17.74 31.49 41.58 17.85 12.76
250 32.62 31.61 32.07 12.35 21.36 26.53 19.58 16.63

Model G 100 21.58 19.52 23.06 18.21 29.23 40.78 17.60 12.57
250 29.97 28.57 29.38 11.36 22.40 27.79 19.63 16.84

Model H 100 38.16 37.24 40.48 26.25 15.18 25.09 12.01 10.60
250 53.11 52.29 53.24 20.04 10.11 13.86 9.17 8.62

Model I 100 36.30 35.21 39.21 24.39 16.12 24.88 13.07 11.24
250 41.17 39.82 40.48 14.15 16.34 20.71 14.68 11.49

Panel B: wild bootstrap tests (Algorithm 1)

Model A 100 7.13 7.31 6.24 5.15 41.76 50.46 29.35 18.82
250 6.89 6.79 6.91 5.65 41.30 45.70 40.48 30.64

Model B 100 8.21 8.92 7.19 5.68 41.80 50.30 31.42 20.63
250 8.75 9.09 8.94 6.20 38.46 42.33 38.10 28.06

Model C 100 6.39 6.50 5.32 4.90 45.76 55.31 29.20 19.90
250 6.12 6.20 6.15 5.38 42.07 47.41 40.52 31.65

Model D 100 6.42 6.49 5.38 5.19 44.25 54.09 29.11 20.55
250 7.22 7.24 6.93 6.09 38.96 44.23 37.21 28.55

Model E 100 7.07 7.79 5.91 4.92 37.63 48.20 27.25 17.24
250 6.62 6.46 6.48 5.33 34.73 39.94 33.71 22.83

Model F 100 6.55 7.06 6.08 5.50 38.78 49.18 26.03 16.67
250 6.98 6.84 6.84 5.41 31.90 37.15 30.39 20.35

Model G 100 6.68 6.68 5.85 5.60 37.58 47.85 25.36 17.51
250 6.34 6.35 6.49 5.72 32.44 37.84 31.18 22.10

Model H 100 8.66 10.12 7.85 6.15 26.63 39.18 22.18 14.54
250 9.13 10.00 9.12 6.28 23.11 29.36 22.35 13.67

Model I 100 8.43 9.68 6.98 5.49 24.54 36.25 18.66 13.16
250 8.07 8.44 8.18 5.80 26.27 31.19 24.76 15.06

Panel C: wild bootstrap tests (Algorithm 2)

Model A 100 7.58 8.80 7.71 6.22 41.75 53.33 23.74 14.47
250 6.78 7.21 5.73 4.06 40.36 46.25 32.16 17.36

Model B 100 9.09 9.99 8.58 6.92 41.89 52.52 25.69 15.25
250 8.72 9.39 7.53 4.66 37.71 43.16 31.31 15.86

Model C 100 7.10 7.81 7.01 6.34 45.74 58.42 23.29 16.21
250 5.99 6.58 4.81 3.85 40.88 48.11 29.44 18.10

Model D 100 6.99 7.74 6.88 6.43 45.10 56.94 23.19 16.47
250 7.09 7.56 5.81 4.64 37.78 45.11 26.83 16.47

Model E 100 8.12 8.97 7.59 6.02 39.02 50.87 23.25 15.21
250 6.60 6.95 5.50 3.77 34.29 41.21 24.88 12.41

Model F 100 7.61 8.14 7.51 7.06 40.09 51.94 22.51 15.68
250 7.13 7.29 5.85 4.30 31.23 38.47 21.43 11.02

Model G 100 7.79 7.89 7.60 7.13 38.87 50.89 21.80 15.79
250 6.34 6.94 5.47 4.29 31.66 39.23 22.09 11.96

Model H 100 10.49 10.93 9.40 8.99 30.29 41.67 20.53 15.20
250 9.89 10.41 8.23 5.69 24.18 30.99 17.25 9.01

Model I 100 10.34 10.48 10.03 9.34 28.66 38.31 21.86 17.18
250 8.42 8.97 7.40 4.91 25.75 32.83 16.86 8.22

Notes: Entries are simulated rejection frequencies of the tests. Power is measured at δ = [1, 5/3]′ and is

size corrected for the asymptotic tests, but not for the bootstrap tests. All entries are based on 10, 000

Monte Carlo replications.
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Figure S.1: Finite sample power functions of bootstrap tests of H0,1 with weakly dependent errors

(a) Homoskedastic, a = −0.8
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(b) Homoskedastic, a = 0.8
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(c) Model D, a = −0.8
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(d) Model D, a = 0.8
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Notes: Entries are simulated rejection frequencies of the tests measured at δ ∈ {0.0, 0.5, 1.0, . . .}. The

notation (R) and (U) denotes the restricted and unrestricted bootstrap algorithms, respectively. All

entries are based on 10, 000 Monte Carlo replications.

S.3.3 Proofs of Lemmas A.3 and A.4

For the proof of Lemma A.3, see Lemma A.1 of Nielsen (2015) and Lemma B.3 of Johansen
and Nielsen (2010), and for the proof of Lemma A.4, see Lemma B.4 of Johansen and
Nielsen (2010).

S.3.4 Proof of Lemma A.5

First notice that∥∥∥∥∥T−1

T∑
t=1

σ2
t

t−1∑
n,m=1

ξnξ
′
mσt−nσt−mgt,n,m − T−1

T∑
t=1

σ4
t

t−1∑
n,m=1

ξnξ
′
mgt,n,m

∥∥∥∥∥
=

∥∥∥∥∥T−1

T∑
t=1

σ2
t

t−1∑
n,m=1

ξnξ
′
m(σt−nσt−m − σ2

t )gt,n,m

∥∥∥∥∥
≤ KT−1

T∑
t=1

t−1∑
n=1

t−1∑
m=n

||ξn||||ξm|||σt−nσt−m − σ2
t ||gt,n,m| = K(r1T + r2T ),
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where the inequality follows by Assumption 1(b)(i) and by symmetry in n and m, and
where we defined

r1T :=

qT∑
n=1

qT∑
m=n

||ξn||||ξm|| sup
t
|gt,n,m|T−1

T∑
t=m+1

|σt−nσt−m − σ2
t |,

r2T :=
T−1∑
n=1

T−1∑
m=max(n,qT+1)

||ξn||||ξm|| sup
t
|gt,n,m|T−1

T∑
t=m+1

|σt−nσt−m − σ2
t |.

Let qT := bT κc for κ ∈ (0, 1) and G := supt∈Z σt, which is finite by Assumption 1(b)(i).
Then∣∣σt−nσt−m − σ2

t

∣∣ ≤ σt |σt−n − σt|+ σt−n |σt−m − σt| ≤ G (|σt−n − σt|+ |σt−m − σt|)

such that, for m ≥ n ≥ 1,

T∑
t=m+1

∣∣σt−nσt−m − σ2
t

∣∣ ≤ G
T∑

t=m+1

(|σt−n − σt|+ |σt−m − σt|) ≤ 2G
T−m∑
t=1

|σt+m − σt| .

Hence, using the fact that σt = σ (t/T ) ∈ D([0, 1]) for t = 1, . . . , T , see Assumption
1(b)(ii),

sup
n,m=1,...,qT

T−1

T∑
t=m+1

|σt−nσt−m − σ2
t | ≤ 2G sup

m=1,...,qT

T−1

T−m∑
t=1

|σt+m − σt| → 0 as T →∞

(S.1)
by Lemma A.1 in Cavaliere and Taylor (2009). Now write

r1T ≤

(
sup

n,m=1,...,qT

T−1

T∑
t=m+1

|σt−nσt−m − σ2
t |

)
r11T

with r11T := supt
∑qT

n=1

∑qT
m=n ||ξn||||ξm|||gt,n,m| < ∞ by assumption. Because the first

factor in r1T converges to zero as T →∞ by (S.1), it follows that r1T → 0 as T →∞.
The term r2T is bounded as, by another application of Assumption 1(b),

r2T ≤ 4G2

T−1∑
n=1

T−1∑
m=max(n,qT+1)

||ξn||||ξm|| sup
t
|gt,n,m|

≤ 4G2

∞∑
m=qT+1

∞∑
n=1

||ξn||||ξm|| sup
t
|gt,n,m| → 0

as T →∞ because it is a tail sum (qT →∞) of the convergent sum
∑∞

n,m=1 ||ξn||||ξm|| supt |gt,n,m|.
This completes the proof.

S.4 Proofs of Variation Bounds Lemmas

We first present a lemma which contains uniform bounds on coefficient summations,
which are used to prove the variation bounds in Lemmas B.1–B.3.

Lemma S.1. Let ξT (u, v, k) := max1≤n,m≤T
∑T

t=max(n,m) |ζt−n(−u, k)ζt−m(−v, k)| for co-

efficients ζj(u, k) satisfying ζ0(u, k) = 1 and ζj(u, k) ≤ c(log j)kju−1 for j ≥ 1, where
c > 0 does not depend on u, k, or j. Then:
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(i) Uniformly for min(u+ 1, v + 1, u+ v + 1) ≥ a, it holds that

ξT (u, v, k) ≤
{
c(1 + log T )1+2kT−a if a ≤ 0,
c if a > 0,

where the constant c > 0 does not depend on u, v, or T .
(ii) For any u > 0, v > 0 it holds that

∞∑
t=0

|ζ|t−n|(−u, k)ζt(−v, k)| ≤ c(log |n|)k|n|max(−u−1,−v−1),

where the constant c > 0 does not depend on u, v, or n.

S.4.1 Proof of Lemma S.1

Part (i) is Lemma A.7 of Johansen and Nielsen (2012). To show part (ii) when n ≥ 0 we
split the summation and find the bound

bn/2c∑
t=0

|ζ|t−n|(−u, k)ζt(−v, k)|+
n∑

t=bn/2c+1

|ζ|t−n|(−u, k)ζt(−v, k)|+
∞∑

t=n+1

|ζt−n(−u, k)ζt(−v, k)|

≤ c

bn/2c∑
t=0

(n− t)−u−1(log(n− t))kt−v−1(log t)k + c

n∑
t=bn/2c+1

(n− t)−u−1(log(n− t))kt−v−1(log t)k

+
∞∑

t=n+1

(t− n)−u−1(log(t− n))kt−v−1(log t)k

≤ c(n/2)−u−1(log(n/2))k
bn/2c∑
t=0

t−v−1(log t)k + c(n/2)−v−1(log(n/2))k
n∑

t=bn/2c+1

(n− t)−u−1(log(n− t))k

+ c(n+ 1)−v−1(log(n+ 1))k
∞∑

t=n+1

(t− n)−u−1(log(t− n))k

≤ c(log n)knmax(−u−1,−v−1).

When n < 0 we find the bound

c
∞∑
t=0

(t− n)−u−1(log(t− n))kt−v−1(log t)k

≤ c(−n)−u−1(log(−n))k
∞∑
t=0

t−v−1(log t)k ≤ c|n|−u−1(log |n|)k.

S.4.2 Proof of Lemma B.1

The proof is given in Lemma C.3 in Johansen and Nielsen (2010), which also applies
under Assumption 1 on εt in place of their i.i.d. assumption.

S.4.3 Proof of Lemma B.2

We prove that, uniformly in −1/2− κ ≤ v ≤ u ≤ −1/2 + κ,

||M12NT (u)||2 ≤ c(log T )T−1/2+κN1/2+κ, (S.2)

||M12NT (u)−M12NT (v)||2 ≤ c|u− v|(log T )2T−1/2+κN1/2+κ, (S.3)

||M11NT (u)||2 ≤ c(log T )T−1/2N1/2+2κ, (S.4)

||M11NT (u)−M11NT (v)||2 ≤ c|u− v|(log T )2T−1/2N1/2+2κ, (S.5)
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where the constant c > 0 does not depend on u, v, or T . Using the condition on α, the
right-hand sides of (S.2)–(S.5) all converge to zero. Pointwise convergence in probability
then follows from (S.2) and (S.4) and tightness on the interval |u+ 1/2| ≤ κ follows from
(S.3) and (S.5) using the criterion (S.38). Together this implies uniform convergence in
probability.

Proof of (S.2): First evaluate

EM12NT (u)2 = T−2E
2∏

k=1

T∑
tk=N+1

N−1∑
nk=0

tk−1∑
mk=N

πnk(−u)πmk(−u)εtk−nkεtk−mk .

The term E(
∏2

k=1 εtk−nkεtk−mk) is non-zero only if the two highest subscripts are equal,
see Lemma A.2. However, nk < N ≤ mk such that tk − nk > tk −mk for k = 1, 2. This
leaves only one possibility, i.e., t1−n1 = t2−n2, in which case we eliminate n2 = t2−t1+n1

and note that |t1 − t2| = |n1 − n2| ≤ N . In this case EM12NT (u)2 is

T−2

T∑
t1,t2=N+1
|t1−t2|≤N

N−1∑
n1=0

t1−1∑
m1=N

t2−1∑
m2=max(N,t2−t1+n1)

πn1(−u)πt2−t1+n1(−u)πm1(−u)πm2(−u)

× σ2
t1−n1

σt1−m1σt2−m2E(z2
t1−n1

zt1−m1zt2−m2). (S.6)

If, in this expression, t1−m1 = t2−m2 we eliminatem2 = t2−t1+m1 and the expectation is
τm1−n1,m1−n1 . Then, with ξT (u, v, k) defined in Lemma S.1,

∑N−1
n1=0 πn1(−u)πt2−t1+n1(−u) ≤

ξN(u, u, 0) and
∑t1−1

m1=N πm1(−u)πt2−t1+m1(−u) ≤ ξT (u, u, 0) by (A.1) of Lemma A.3, so
the contribution to EM12NT (u)2 is bounded by

cT−2

T∑
t1,t2=N+1
|t1−t2|≤N

ξN(u, u, 0)ξT (u, u, 0).

The result when t1−m1 = t2−m2 now follows from Lemma S.1(i). If, on the other hand,
t1−m1 6= t2−m2 in (S.6), the expectation in (S.6) is κ4(t1−n1, t1−n1, t1−m1, t2−m2)
and the contribution to EM12NT (u)2 is bounded by

cT−2

T∑
t1,t2=N+1
|t1−t2|≤N

N−1∑
n1=0

πn1(−u)πt2−t1+n1(−u)πN(−u)2

×
t1−1∑
m1=N

t2−1∑
m2=max(N,t2−t1+n1)

|κ4(t1 − n1, t1 − n1, t1 −m1, t2 −m2)|

≤ cT−2

T∑
t1,t2=N+1
|t1−t2|≤N

ξN(u, u, 0)N−2u−2

using Assumption 1(a)(iii),(b), and this proves the result.
Proof of (S.3): Next consider ||M12NT (u)−M12NT (v)||2 which is bounded by

||T−1

T∑
t=N+1

(w1t(u)− w1t(v))w2t(u)||2 + ||T−1

T∑
t=N+1

w1t(v)(w2t(u)− w2t(v))||2.
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For the first term write w1t(u)−w1t(v) =
∑N−1

n=0 (πn(−u)−πn(−v))εt−n = (u−v)
∑N−1

n=0 ζn(−u, 1)εt−n,
see (A.3) of Lemma A.3 and Lemma S.1. Now apply the same proof as for (S.2), noting
that only a log-factor is added. The same proof can be used for the second term.

Proof of (S.4): Note that

E(T−1

T∑
t=N+1

w2
1t) = T−1

T∑
t=N+1

N−1∑
n1,n2=0

πn1(−u)πn2(−u)E(εt−n1εt−n2)

= T−1

T∑
t=N+1

N−1∑
n=0

πn(−u)2σ2
t−n

such that the second moment of M11NT (u) is

EM11NT (u)2 = E(T−1

T∑
t=N+1

w2
1t)

2 − T−2

T∑
t1,t2=N+1

N−1∑
n,m=0

πn(−u)2πm(−u)2σ2
t1−nσ

2
t2−m.

(S.7)
Now,

E(T−1

T∑
t=N+1

w2
1t)

2 = T−2E
2∏

k=1

T∑
tk=N+1

N−1∑
nk=0

N−1∑
mk=0

πnk(−u)πmk(−u)εtk−nkεtk−mk ,

where again the two highest subscripts in
∏2

k=1 εtk−nkεtk−mk have to be equal by Lemma
A.2. By symmetry, there are three cases, which we now enumerate.

Case 1) Suppose first that t1−n1 = t1−m1, i.e. n1 = m1. If also t2−n2 = t2−m2 the
contribution is T−2

∏2
k=1

∑T
tk=N+1

∑N−1
nk=0 πnk(−u)2σ2

tk−nk , which cancels with the second
term of (S.7). If t2 − n2 6= t2 − m2, then both these terms have to be no greater than
t1 − n1 by Lemma A.2, so that t2 ≤ t1 − n1 + n2 and m2 ≥ t2 − t1 + n1. In this case the
contribution is

T−2

T∑
t1=N+1

N−1∑
n1,n2=0

max(T,t1−n1+n2)∑
t2=N+1

N−1∑
m2=max(0,t2−t1+n1)

πn1(−u)2πn2(−u)πm2(−u)

× σ2
t1−n1

σt2−n2σt2−m2κ4(t1 − n1, t1 − n1, t2 − n2, t2 −m2)

≤ cT−2

T∑
t1=N+1

N−1∑
n1,n2=0

πn1(−u)2πn2(−u)

≤ cT−1

N−1∑
n1,n2=0

n−2u−2
1 n−u−1

2 ≤ cT−1N1/2+3κ,

where the first inequality is by Assumption 1(a)(iii),(b).
Case 2) If t1 − n1 = t2 − n2 ≥ tk − mk the restriction |t1 − t2| = |n1 − n2| ≤ N is

implied such that the contribution is

T−2

T∑
t1,t2=N+1
|t1−t2|≤N

N−1∑
n1=max(0,t1−t2)

N−1∑
m1=n1

N−1∑
m2=max(0,t2−t1+n1)

πn1(−u)πt2−t1+n1(−u)πm1(−u)πm2(−u)

× σ2
t1−n1

σt1−m1σt2−m2E(z2
t1−n1

zt1−m1zt2−m2).
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If also t1−m1 = t2−m2, the expectation is τm1−n1,m1−n1 and contribution is bounded by

cT−2

T∑
t1,t2=N+1
|t1−t2|≤N

(
N−1∑
n=0

πn(−u)πt2−t1+n(−u)

)2

≤ cT−2

T∑
t1,t2=N+1
|t1−t2|≤N

ξN(u, u, 0)2 ≤ cT−1NξN(u, u, 0)2 ≤ c(log T )2T−1N1+4κ

by Assumption 1(b) and Lemma S.1(i). If instead t1 −m1 6= t2 −m2, the expectation is
κ4(t1 − n1, t1 − n1, t1 −m1, t2 −m2) and the bound is

cT−2

T∑
t1,t2=N+1
|t1−t2|≤N

N−1∑
n1=max(0,t1−t2)

πn1(−u)2πt2−t1+n1(−u)2

×
N−1∑
m1=n1

N−1∑
m2=max(0,t2−t1+n1)

|κ4(t1 − n1, t1 − n1, t1 −m1, t2 −m2)|

≤ cT−2

T∑
t1,t2=N+1
|t1−t2|≤N

N−1∑
n1=max(0,t1−t2)

πn1(−u)2πt2−t1+n1(−u)2 ≤ cT−1N.

Case 3) If t1 − n1 = t2 −m2 and t1 −m1 = t2 − n2 the contribution is

T−2

T∑
t1,t2=N+1
|t1−t2|≤N

N−1∑
n1=0

N−1∑
m1=0

πn1(−u)πt2−t1+m1(−u)πm1(−u)πt2−t1+n1(−u)σ2
t1−n1

σ2
t1−m1

τm1−n1,m1−n1

≤ c(log T )2T−1N1+4κ

and if t1 − n1 = t2 −m2 and t1 −m1 6= t2 − n2 (both no greater than t1 − n1 by Lemma
A.2) the contribution is

T−2

T∑
t1,t2=N+1
|t1−t2|≤N

N−1∑
n1=0

N−1∑
m1=n1

N−1∑
n2=max(0,t2−t1+n1)

πn1(−u)πm1(−u)πn2(−u)πt2−t1+n1(−u)

× σ2
t1−n1

σt1−m1σt2−n2κ4(t1 − n1, t1 − n1, t1 −m1, t2 − n2)

≤ cT−2

T∑
t1,t2=N+1
|t1−t2|≤N

N−1∑
n1=0

πn1(−u)2πt2−t1+n1(−u)2 ≤ cT−1N

in the same way as in case 2).
Proof of (S.5): Apply the same decomposition as in the proof of (S.3) and then use

the same proof as for (S.4) with an extra log-factor.

S.4.4 Proof of Lemma B.3

The proof is given only for k, l = 0 since the derivatives just add a log-factor, see (A.1),
which does not change the proof. Rearranging the summations the product moment
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MT (u1, u2, ψ) is

T−1

T−1∑
j,k=0

πj(−u1)πk(−u2)
∞∑

n,m=0

ζ1n(ψ)ζ2m(ψ)
T∑

t=max(j,k)+1

εt−j−nεt−k−m

= T−1

T−1∑
j=0

πj(−u1)
∞∑
n=0

j+n∑
m=max(0,j+n−T+1)

ζ1n(ψ)ζ2m(ψ)πj+n−m(−u2)
T∑

t=max(j,j+n−m)+1

ε2
t−j−n

(S.8)

+ 2T−1

T−1∑
j=0

πj(−u1)
∞∑

n,m=0

ζ1n(ψ)ζ2m(ψ)

min(T,j+n−m)−1∑
k=0

πk(−u2)
T∑

t=max(j,k)+1

εt−j−nεt−k−m.

(S.9)

Since T−1
∑T

t=max(j,j+n−m)+1 ε
2
t−j−n = Op(1) uniformly in j, n,m it holds that sup(u1,u2,ψ)∈Θ̃ |(S.8)|

is

Op

 sup
(u1,u2,ψ)∈Θ̃

∞∑
n=0

T−1+n∑
m=max(0,n−T+1)

|ζ1n(ψ)||ζ2m(ψ)|
min(T−1,T−1+m−n)∑

j=max(0,m−n)

|πj(−u1)||πj+n−m(−u2)|


= Op

 sup
(u1,u2,ψ)∈Θ̃

∞∑
n=0

T−1+n∑
m=max(0,n−T+1)

|ζ1n(ψ)||ζ2m(ψ)|
min(T−1,T−1+m−n)∑
j=1+max(0,m−n)

j−u1−1(j + n−m)−u2−1

 .

If a > 0 the summation over j is bounded and then sup(u1,u2,ψ)∈Θ̃ |(S.8)| = Op(1) because∑∞
n=0 |ζin(ψ)| < ∞ uniformly in ψ ∈ Ψ̃, i = 1, 2, showing (B.3) for (S.8). If a ≤ 0 the

summation over j is Op((log T )T−a) which is then also the bound for the supremum of
(S.8), showing (B.4) for (S.8). In the case of (B.5), the summation over j is now

T−1

min(T−1,T−1+m−n)∑
j=1+max(0,m−n)

(
j

T
)−u1−1(

j + n−m
T

)−u2−1

≤ cT−1

min(T−1,T−1+m−n)∑
j=1+max(0,m−n)

(
j

T
)−1/2+κ1(

j + n−m
T

)−1/2+κ1 <∞

because κ1 > 0, as seen easily by integral approximation, which shows (B.5) for (S.8).
Next, we analyze (S.9). Summation by parts yields

min(T,j+n−m)−1∑
k=0

πk(−u2)
T∑

t=max(j,k)+1

εt−j−nεt−k−m

= πmin(T,j+n−m)−1(−u2)

min(T,j+n−m)−1∑
k=0

T∑
t=max(j,k)+1

εt−j−nεt−k−m

−
min(T,j+n−m)−2∑

l=0

(πl+1(−u2)− πl(−u2))
l∑

k=0

T∑
t=max(j,k)+1

εt−j−nεt−k−m, (S.10)
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where

E sup
(u1,u2,ψ)∈Θ̃

|(S.10)| ≤ sup
(u1,u2,ψ)∈Θ̃

|πmin(T,j+n−m)−1(−u2)|E

∣∣∣∣∣∣
min(T,j+n−m)−1∑

k=0

T∑
t=max(j,k)+1

εt−j−nεt−k−m

∣∣∣∣∣∣
+

min(T,j+n−m)−2∑
l=0

sup
(u1,u2,ψ)∈Θ̃

|πl+1(−u2)− πl(−u2)|E

∣∣∣∣∣∣
l∑

k=0

T∑
t=max(j,k)+1

εt−j−nεt−k−m

∣∣∣∣∣∣ .
Note that

∑l
k=0

∑T
t=max(j,k)+1 εt−j−nεt−k−m =

∑T−m
s=max(1−m,1+j−l−m) vs with vs := εs

∑j+n−m
k=j+n−m−l εs−k

being an uncorrelated sequence that satisfies E(v2
s) ≤ Kl, such thatE

∣∣∣∣∣∣
l∑

k=0

T∑
t=max(j,k)+1

εt−j−nεt−k−m

∣∣∣∣∣∣
2

≤ E

 T−m∑
s=max(1−m,1+j−l−m)

vs

2

≤ K(T + l − j)l.

It follows that E sup(u1,u2,ψ)∈Θ̃ |(S.9)| is bounded by a constant times

sup
(u1,u2,ψ)∈Θ̃

T−1∑
j=0

|πj(−u1)|
∞∑

n,m=0

|ζ1n(ψ)ζ2m(ψ)||πmin(T,j+n−m)−1(−u2)| (S.11)

+ sup
(u1,u2,ψ)∈Θ̃

T−1

T−1∑
j=0

|πj(−u1)|
∞∑

n,m=0

|ζ1n(ψ)ζ2m(ψ)|
T−2∑
l=0

|πl+1(−u2)− πl(−u2)|(T + l − j)1/2l1/2.

(S.12)

The result for (S.11) follows as in the analysis of (S.8). To prove (B.3) and (B.4) for the
term (S.12) we use (A.5) and that

∑∞
n=0 |ζin(ψ)| < ∞ uniformly in ψ ∈ Ψ̃, i = 1, 2, to

obtain the bound

sup
(u1,u2,ψ)∈Θ̃

T−1

T−1∑
j=1

j−u1−1

T−2∑
l=1

l−u2−3/2(T + l − j)1/2

≤ c sup
(u1,u2,ψ)∈Θ̃

T−1

T−2∑
l=1

l−u2−3/2

T+l−1∑
j=1

j−u1−1(T + l − j)1/2

≤ c sup
(u1,u2,ψ)∈Θ̃

c(log T )T−1

T−2∑
l=1

l−u2−3/2(T + l)max(1/2,1/2−u1)

≤ c sup
(u1,u2,ψ)∈Θ̃

c(log T )T−1/2

T−2∑
l=1

l−u2−3/2+max(0,−u1),

where the second inequality follows from Lemma A.4 and the third because (T+l)max(1/2,1/2−u1) =
(T+l)1/2(T+l)max(0,−u1) ≤ (2T )1/2lmax(0,−u1). Since−u2−3/2+max(0,−u1) = −min(u2+
1, u1+u2+1)−1/2 ≤ −a−1/2, the right-hand side is bounded by c(log T )2T−1/2Tmax(0,1/2−a) =
c(log T )2Tmax(−1/2,−a) if a > 0 and c(log T )T−1/2T 1/2−a = c(log T )T−a if a ≤ 0. To prove
(B.5) for the term (S.12) we note that (T + l− j)1/2 ≤ (2T )1/2 and find the simple bound

sup
(u1,u2,ψ)∈Θ̄

T−1

T−1∑
j=1

(
j

T
)−u1−1T−1

T−2∑
l=1

(
l

T
)−u2−3/2 ≤ cT−1

T−1∑
j=1

(
j

T
)−1/2+κ1T−1

T−2∑
l=1

(
l

T
)−1+κ1 <∞

because κ1 > 0, as seen easily by integral approximation.
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S.5 Proofs for QMLE and Asymptotic Tests

S.5.1 Proof of Theorem 1

The residual in (6) is given by εt(θ) =
∑t−1

n=0 bn(ψ)∆
d−d0,T
+ ut−n, and clearly the convergence

properties of QT (θ) in (8) depend on limT→∞ d− d0,T = d− d0. Define the untruncated
processes

et(ψ) := c(L, ψ)εt =
∞∑
n=0

cn(ψ)εt−n, (S.13)

ηt(θ) := ∆d−d0et(ψ) =
∞∑
n=0

ϕn(θ)εt−n, (S.14)

where ηt(θ) is well-defined for d− d0 > −1/2 and where we used

c(z, ψ) := b(z, ψ)a(z, ψ0,T ) =
a(z, ψ0,T )

a(z, ψ)
=
∞∑
n=0

cn(ψ)zn, (S.15)

ϕn(θ) :=
n∑

m=0

πm(d0 − d)cn−m(ψ). (S.16)

Again, we have suppressed the T subscript on the triangular arrays et(ψ) and ηt(θ) and
on the coefficients cn(ψ) and ϕn(θ).

From Assumption 3 and Lemma A.4, there exists a T0 ≥ 1 such that the coefficients
cn(ψ) satisfy

|cn(ψ)| = O(n−2−ζ) uniformly in ψ ∈ Ψ and T ≥ T0. (S.17)

From Lemmas A.3 and A.4 the coefficients ϕn(θ) then satisfy

|ϕn(θ)| = O(nmax(d0−d−1,−2−ζ)) uniformly in ψ ∈ Ψ and T ≥ T0, (S.18)

such that, in particular, when d − d0 > −1/2, ηt(θ) is a linear process with square
summable coefficients. Note that the uniformity in T in (S.17) and (S.18) obtains from
the uniform bound on an(ψ) in (5), when T is sufficiently large that ψ0,T ∈ Ψ.

Let the deterministic function Q(θ) denote the pointwise probability limit of QT (θ),
shown subsequently to be given by

Q(θ) :=

{ ∫ 1

0
σ(s)2ds

∑∞
n=0 ϕ0,n(θ)2 if d− d0 > −1/2,

∞ if d− d0 ≤ −1/2,
(S.19)

where ϕ0,n(θ) :=
∑n

m=0 πm(d0 − d)
∑n−m

k=0 bk(ψ)an−m−k(ψ0) is the same coefficient as in
(S.16), but evaluated at ψ0 instead of ψ0,T . According to (S.19) the parameter space
Θ is partitioned into three disjoint compact subsets, Θ1 := Θ1(κ1) = D1 × Ψ, Θ2 :=
Θ2(κ1, κ2) = D2 × Ψ, and Θ3 := Θ3(κ2) = D3 × Ψ, where D1 := D1(κ1) = D ∩ {d :
d− d0 ≤ −1/2−κ1}, D2 := D2(κ1, κ2) = D∩{d : −1/2−κ1 ≤ d− d0 ≤ −1/2 +κ2}, and
D3 := D3(κ2) = D∩{d : d−d0 ≥ −1/2+κ2}, for some constants 0 < κ2 < κ1 < 1/2 to be
determined later. Here, special care is taken with respect to Θ2, where the convergence
of the objective function is non-uniform, as evident in (S.19). Clearly, θ0 ∈ Θ3 and if
d1 > d0 − 1/2 then the choice κ2 = d1 − d0 + 1/2 > 0 implies that Θ1 and Θ2 are empty
in which case the proof is easily simplified accordingly.
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The proof proceeds as follows. First, it is shown that for any K > 0 there exists a
(fixed) κ̄2 > 0 such that

P ( inf
θ∈Θ1(κ1)∪Θ2(κ1,κ̄2)

QT (θ) > K)→ 1 as T →∞. (S.20)

This implies that P (θ̂ ∈ Θ3(κ̄2)) → 1 as T → ∞, so that the relevant parameter space
is reduced to Θ3(κ̄2). From Theorem 5.7 of van der Vaart (1998) the desired result then
follows if, for any fixed κ2 ∈ (0, 1/2),

sup
θ∈Θ3(κ2)

|QT (θ)−Q(θ)| p→ 0 as T →∞, (S.21)

inf
θ∈Θ3(κ2)∩{θ:|θ−θ0|≥ε}

Q(θ) > Q(θ0) for all ε > 0. (S.22)

Condition (S.21) entails uniform convergence of the objective function on Θ3, and condi-
tion (S.22) ensures that the optimum of the limit function is uniquely attained at the true
value. For the proofs of (S.20) and (S.21) we make repeated use of the following lemma,
which is the non-bootstrap version of Lemma D.4 and shows that the problem can be
simplified by considering the sum of squares of ∆d−d0

+ et(ψ) rather than that of εt(θ) in
the analysis of QT (θ). This serves two purposes: First, the truncation in the residual in
the definition of QT (θ) can be dispensed with in the asymptotic analysis. Secondly, the
fractional order of et(ψ) is d0− d, which is fixed and corresponds to the definitions of the
parameter sets Di, while the fractional order of εt(θ) is d0,T − d, which depends on T .

Lemma S.2. Under the assumptions of Theorem 1 and 0 < κ1 < min(1/2, ζ/2 + 1/4) it
holds that

sup
θ∈Θ1

|T 2(d−d0)

T∑
t=1

εt(θ)
2 − T 2(d−d0)

T∑
t=1

(∆d−d0
+ et(ψ))2| p→ 0, (S.23)

sup
θ∈Θ2∪Θ3

|T−1

T∑
t=1

εt(θ)
2 − T−1

T∑
t=1

(∆d−d0
+ et(ψ))2| p→ 0. (S.24)

S.5.1.1 Proof of Lemma S.2 First decompose

T∑
t=1

εt(θ)
2 −

T∑
t=1

(∆d−d0
+ et(ψ))2 =

T∑
t=1

εt(θ)
2 −

T∑
t=1

(∆d−d0
+

t∑
n=0

bn(ψ)ut−n)2 (S.25)

+
T∑
t=1

(∆d−d0
+

t∑
n=0

bn(ψ)ut−n)2 −
T∑
t=1

(∆d−d0
+ et(ψ))2.

(S.26)

By the mean value theorem we find that

(S.25) =
2δθ√
T

T∑
t=1

(
∆v̄

+

t−1∑
n=0

bn(ψ)ut−n

)(
∂

∂v
∆v̄

+

t−1∑
n=0

bn(ψ)ut−n

)

for some intermediate value v̄ between d − d0,T and d − d0. We can apply Lemma B.3
directly to the right-hand side in both the non-stationary case (S.23) with normalization
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T 2(d−d0) and in the nearly-stationary and stationary cases (S.24) with normalization T−1.
In either case, (S.25) is immediately shown to be uniformly negligible as required.

Next we write (S.26) as

(S.26) =
T∑
t=1

∆d−d0
+

t∑
n=0

bn(ψ)ut−n(∆d−d0
+

t∑
m=0

bm(ψ)ut−m −∆d−d0
+ et(ψ)) (S.27)

+
T∑
t=1

∆d−d0
+ et(ψ)(∆d−d0

+

t∑
n=0

bn(ψ)ut−n −∆d−d0
+ et(ψ)) (S.28)

and note that

∆d−d0
+

t∑
n=0

bn(ψ)ut−n −∆d−d0
+ et(ψ) = −

t−1∑
j=0

∞∑
n=t−j

πj(d0 − d)bn(ψ)ut−n−j =
∞∑
m=t

φtmut−m,

where φtm := −
∑t−1

j=0 πj(d0 − d)bm−j(ψ) satisfies, see (5) and Lemmas A.3 and A.4,

sup
ψ∈Ψ

∞∑
m=t

|φtm| ≤ c
∞∑
m=t

t−1∑
j=0

jd0−d−1(m− j)−2−ζ

≤ c
t−1∑
j=0

jd0−d−1(t− j)−1−ζ ≤ c(1 + log t)tmax(d0−d,−ζ)−1. (S.29)

Rewrite the term (S.28) as

(S.28) =
T∑
t=1

t−1∑
j=0

πj(d0 − d)
∞∑
n=0

bn(ψ)
∞∑
m=t

φtm(ut−j−nut−m − E(ut−j−nut−m)) (S.30)

+
T∑
t=1

t−1∑
j=0

πj(d0 − d)
∞∑
n=0

bn(ψ)
∞∑
m=t

φtmE(ut−j−nut−m). (S.31)

The proof for (S.27) is identical to that for (S.28), except the summation over n in (S.27) is
from t to∞. For (S.31) we note that supt |E(utut−n)| = supt |

∑∞
m=n am(ψ0,T )am−n(ψ0,T )σ2

t−m| ≤
c
∑∞

m=nm
−2−ζ(m− n)−2−ζ ≤ cn−2−ζ where ζ > 0 is given in Assumption 3(ii), such that

∞∑
m=t

|E(ut−j−nut−m)| ≤ c|t− j − n|−1−ζ .

Using also (S.29) it holds that

sup
ψ∈Ψ

∞∑
m=t

φtmE(ut−j−nut−m) ≤ (sup
ψ∈Ψ

∞∑
m=t

|φtm|)(
∞∑
m=t

|E(ut−j−nut−m)|)

≤ c(1 + log t)tmax(d0−d,−ζ)−1|t− j − n|−1−ζ .

It also holds that

sup
ψ∈Ψ

∞∑
n=0

|bn(ψ)||t− j − n|−1−ζ ≤ c
∞∑
n=0

n−2−ζ |t− j − n|−1−ζ ≤ c(t− j)−1−ζ
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by (5) and Lemma S.1(ii). Consequently,

sup
ψ∈Ψ
|(S.31)| ≤ c

T∑
t=1

(1 + log t)tmax(d0−d,−ζ)−1

t−1∑
j=0

jd0−d−1(t− j)−1−ζ

≤ c
T∑
t=1

(1 + log t)2t2 max(d0−d,−ζ)−2

by Lemmas A.3 and A.4. Thus, supθ∈Θ1
T 2(d−d0)|(S.31)| ≤ c(log T )3T−1 → 0 as T → ∞

and supθ∈Θ2∪Θ3
T−1|(S.31)| ≤ c(log T )3T−1+2κ1 → 0 as T →∞.

Changing the order of the summations, (S.30) is

−
T−1∑
j=0

πj(d0 − d)
∞∑
n=0

bn(ψ)
∞∑

m=j+1

min(m,T )−1∑
k=0

πk(d0 − d)bm−k(ψ)

min(m,T )∑
t=max(j,k)+1

vt, (S.32)

where the summand vt := ut−j−nut−m−E(ut−j−nut−m) is mean zero with autocovariances

Evtvs =
∞∑

k1,k2=0

∞∑
l1,l2=0

ak1(ψ0,T )ak2(ψ0,T )al1(ψ0,T )al2(ψ0,T )σt−j−n−k1σt−m−k2σs−j−n−l1σs−m−l2

× [E(zt−j−n−k1zt−m−k2zs−j−n−l1zs−m−l2)− E(zt−j−n−k1zt−m−k2)E(zs−j−n−l1zs−m−l2)].

The expectations are non-zero only if the two highest subscripts are equal (Lemma A.2).
Routine calculations using (5), Assumption 1, and Lemma S.1(ii) show that |Evtvs| ≤
c|s− t|−2−ζ . Since the summation

∑min(m,T )
t=max(j,k)+1 has at most m terms it follows that

E(

min(m,T )∑
t=max(j,k)+1

vt)
2 =

min(m,T )∑
t,s=max(j,k)+1

E(vtvs) ≤ c

min(m,T )∑
t,s=max(j,k)+1

|t− s|−2−ζ ≤ cm

such that E|
∑min(m,T )

t=max(j,k)+1 vt| ≤ cm1/2. Using Lemma A.3 and supψ∈Ψ

∑∞
n=0 |bn(ψ)| <∞,

it now follows from (S.32) that (S.30) satisfies

E sup
ψ∈Ψ
|(S.30)| ≤ c

T−1∑
j=1

jd0−d−1 sup
ψ∈Ψ

T∑
m=j+1

m−1∑
k=1

kd0−d−1|bm(ψ)|m1/2 (S.33)

+ c
T−1∑
j=1

jd0−d−1 sup
ψ∈Ψ

∞∑
m=T+1

T−1∑
k=1

kd0−d−1|bm(ψ)|m1/2. (S.34)

For (S.33) change the order of the summations,

sup
ψ∈Ψ

T∑
m=j+1

m−1∑
k=1

kd0−d−1|bm(ψ)|m1/2 ≤
T−1∑
k=1

kd0−d−1

T∑
m=max(j,k)+1

m−3/2−ζ

≤ c(log T )Tmax(d0−d,0)(j + 1)−1/2−ζ .

Then the bounds for (S.33) are

sup
d∈D1

T 2(d−d0)(log T )Tmax(d0−d,0)

T−1∑
j=1

jd0−d−3/2−ζ ≤ c(log T )2T−1/2+max(−κ1,−ζ),

sup
d∈D2∪D3

T−1(log T )Tmax(d0−d,0)

T−1∑
j=1

jd0−d−3/2−ζ ≤ c(log T )2T−1/2+κ1+max(0,κ1−ζ),
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which shows the result for (S.33). Similarly, for (S.34),

sup
ψ∈Ψ

∞∑
m=T+1

T−1∑
k=1

kd0−d−1|bm(ψ)|m1/2 ≤
T−1∑
k=1

kd0−d−1

∞∑
m=T+1

m−3/2−ζ

≤ c(log T )Tmax(0,d0−d)−1/2−ζ ,

which gives the bounds

sup
d∈D1

T 2(d−d0)(log T )Tmax(0,d0−d)−1/2−ζ
T−1∑
j=1

jd0−d−1 ≤ c(log T )2T−1/2−ζ ,

sup
d∈D2∪D3

T−1(log T )Tmax(0,d0−d)−1/2−ζ
T−1∑
j=1

jd0−d−1 ≤ c(log T )2T−1/2−ζ+2κ1 ,

showing the result for (S.34) and hence concluding the proof.

S.5.1.2 Convergence on Θ1(κ1) First, if θ ∈ Θ1(κ1) then εt(θ) should be nor-

malized by T d−d0+1/2, and by Lemma S.2 the difference between T 2(d−d0)+1QT (θ) and
T 2(d−d0)

∑T
t=1(∆d−d0

+ et(ψ))2 is negligible in probability uniformly in θ ∈ Θ1, so it suffices
to consider the latter product moment. We apply the Beveridge-Nelson decomposition
(C.4) and decompose the relevant product moment as

T 2(d−d0)

T∑
t=1

(∆d−d0
+ et(ψ))2 ≥

(
∞∑
n=0

cn(ψ)

)2

T 2(d−d0)

T∑
t=1

(∆d−d0
+ εt)

2 (S.35)

+ 2

(
∞∑
n=0

cn(ψ)

)
T 2(d−d0)

T∑
t=1

∆d−d0
+ εt

∞∑
n=0

c̃n(ψ)∆d−d0+1
+ εt−n.

(S.36)

By the Cauchy-Schwarz inequality, (S.36) is bounded by

2

(
∞∑
n=0

cn(ψ)

)(
T 2(d−d0)

T∑
t=1

(∆d−d0
+ εt)

2

)1/2(
T 2(d−d0)

T∑
t=1

(
∞∑
n=0

c̃n(ψ)∆d−d0+1
+ εt−n)2

)1/2

.

(S.37)

The term in the first parenthesis satisfies 0 < |
∑∞

n=0 cn(ψ)| <∞ uniformly in ψ ∈ Ψ for
T sufficiently large by Assumption 3. For the term in the second parenthesis we define
MT (d) := T 2(d−d0)

∑T
t=1(∆d−d0

+ εt)
2, which is Op(1) by Lemma B.1. To strengthen this

to hold uniformly in d ∈ D1 it is sufficient to show that MT (d) is tight as a function
of the parameter. We prove tightness using the moment condition in Billingsley (1968,
Theorem 12.3), which requires showing that MT (d) is tight for fixed d ∈ D1 and that

||MT (u1)−MT (u2)||2 ≤ c|u1 − u2| (S.38)

for some constant c > 0 that does not depend on T , u1, or u2. The tightness condition in
(S.38) is satisfied by Lemma B.1, and hence the second term in (S.37) is Op(1) uniformly
in d ∈ D1.
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The term inside the third parenthesis in (S.37) can be rewritten as

T 2(d−d0)

T∑
t=1

∞∑
n,m=0

c̃n(ψ)c̃m(ψ)
t−1∑
j,k=0

πj(d0 − d− 1)πk(d0 − d− 1)εt−j−nεt−k−m

= T 2(d−d0)+1

∞∑
n,m=0

c̃n(ψ)c̃m(ψ)
T−1∑
j,k=0

πj(d0 − d− 1)πk(d0 − d− 1)T−1

T∑
t=max(j,k)+1

εt−j−nεt−k−m,

where E(T−1
∑T

t=max(j,k)+1 εt−j−nεt−k−m) ≤ c uniformly in 0 ≤ j, k ≤ T−1 and
∑∞

n=0 |c̃n(ψ)| <
∞ uniformly in ψ ∈ Ψ. Thus, the term inside the third parenthesis in (S.37) is a non-
negative random variable with expectation

E

(
sup
θ∈Θ1

T 2(d−d0)

T∑
t=1

(
∞∑
n=0

c̃n(ψ)∆d−d0+1
+ εt−n)2

)
≤ c sup

d∈D1

T 2(d−d0)+1

(
T−1∑
j=0

|πj(d0 − d− 1)|

)2

≤ c sup
d∈D1

T 2(d−d0)+1(
T−1∑
j=0

jd0−d−2)2 ≤ c(log T )2T−2κ1

by application of Lemma A.3, thus showing that (S.36) converges to zero in probability
uniformly in θ ∈ Θ1.

Next, the term (S.35) is analyzed. By the Cauchy-Schwarz inequality,

T 2(d−d0)

T∑
t=1

(∆d−d0
+ εt)

2 ≥ T 2(d−d0)−1(
T∑
t=1

∆d−d0
+ εt)

2 = (T d−d0−1/2∆d−d0−1
+ εT )2,

and we can write T d−d0−1/2∆d−d0−1
+ εT = T d−d0−1/2

∑T−1
j=0 πj(d0−d+1)εT−j = T d−d0−1/2

∑T
t=1 πT−t(d0−

d+1)εt and apply Lemma A.1 with UTt = T d−d0−1/2πT−t(d0−d+1)εt, which is a martingale
difference array by Assumption 1. Firstly, the Lindeberg condition (i) of Lemma A.1 is
satisfied by Lyapunov’s sufficient condition because

∑T
t=1 EU

4
Tt = T 4(d−d0)−2

∑T
t=1 πT−t(d0−

d+ 1)4σ4
tEz

4
t ≤ cT−2

∑T
t=1

(
T−t
T

)4(d0−d) ≤ cT−1 → 0 as T →∞. Secondly, we verify con-
dition (ii)(a) of Lemma A.1 by showing L2-convergence. Thus,

E

(
T∑
t=1

U2
Tt − E

T∑
t=1

U2
Tt

)2

=
T∑

t,s=1

E(U2
TtU

2
Ts)−

T∑
t,s=1

E(U2
Tt)E(U2

Ts)

= T 4(d−d0)−2

T∑
t,s=1

πT−t(d0 − d+ 1)2πT−s(d0 − d+ 1)2σ2
t σ

2
s [E(z2

t z
2
s)− E(z2

t )E(z2
s)]

= T 4(d−d0)−2

T∑
t=1

πT−t(d0 − d+ 1)4σ4
t [E(z4

t )− E(z2
t )

2] (S.39)

+ 2T 4(d−d0)−2

T∑
t=2

t−1∑
s=1

πT−t(d0 − d+ 1)2πT−s(d0 − d+ 1)2σ2
t σ

2
s [E(z2

t z
2
s)− E(z2

t )E(z2
s)].

(S.40)

By Assumption 1(a)(ii),(b) and Lemma A.3, the term (S.39) is bounded by

cT 4(d−d0)−2

T∑
t=1

(T − t)4(d0−d) ≤ cT−1 → 0.
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The term (S.40) is

2T 4(d−d0)−2

T∑
t=2

t−1∑
r=1

πT−t(d0 − d+ 1)2πT−t+r(d0 − d+ 1)2σ2
t σ

2
t−rκ4(t, t, t− r, t− r)

≤ cT−2

T∑
t=2

(
T − t
T

)2(d0−d)(
T − 1

T

)2(d0−d) t−1∑
r=1

|κ4(t, t, t− r, t− r)| ≤ cT−1 → 0

using Assumption 1(a)(iii),(b) and Lemma A.3. Finally,

E

T∑
t=1

U2
Tt = T 2(d−d0)−1

T∑
t=1

πT−t(d0 − d+ 1)2σ2
t

=
1

Γ(d0 − d+ 1)2
T−1

T∑
t=1

(
T − t
T

)2(d0−d)σ2
t (1 + o(1))

→ 1

Γ(d0 − d+ 1)2

∫ 1

0

(1− s)2(d0−d)σ(s)2ds =: V (d),

and we conclude from Lemma A.1 and the above analysis that

GT (d) := T 2(d−d0)−1(
T∑
t=1

∆d−d0
+ εt)

2 = (T d−d0−1/2∆d−d0−1
+ εT )2 w→ V (d)χ2

1, (S.41)

for any fixed d ∈ D1, which shows the pointwise limit.
To strengthen the pointwise convergence in (S.41) to weak convergence in C(D1),

denoted ⇒, it is sufficient to show that GT (d) is tight (stochastically equicontinuous) as
a function of the parameter, which follows by the tightness condition (S.38) and Lemma
B.1. Hence the convergence in (S.41) is strengthened to GT (d) ⇒ V (d)χ2

1 in C(D1). By
the continuous mapping theorem applied to the infd∈D1 mapping, which is continuous
because D1 is compact, it then holds that infd∈D1 GT (d)

w→ infd∈D1 V (d)χ2
1, which is

positive almost surely. It follows that

inf
θ∈Θ1

QT (θ) ≥ inf
θ∈Θ1

(
∑∞

n=0
cn(ψ))2T 2(d0−d)−1GT (d) + op(1)

and, for any K > 0,

P ( inf
θ∈Θ1

(
∑∞

n=0
cn(ψ))2T 2(d0−d)−1GT (d) > K)→ 1 as T →∞

because infψ∈Ψ(
∑∞

n=0 cn(ψ))2 > 0 by Assumption 3 and 2(d0 − d) − 1 ≥ 2κ1 > 0 for
d ∈ D1.

S.5.1.3 Convergence on Θ2(κ1, κ2) First note that by (S.24) of Lemma S.2 it suffices

to prove the result for T−1
∑T

t=1(∆d−d0
+ et(ψ))2. Letting v := d− d0 ∈ [−1/2− κ1,−1/2 +

κ2], R1T (v) := T−1
∑T

t=1(∆v
+εt)

2, andR2T (v, ψ) := T−1
∑T

t=1(∆v
+εt)(

∑∞
n=0 c̃n(ψ)∆1+v

+ εt−n),
and applying the decomposition (C.4), the relevant product moment is

T−1

T∑
t=1

(∆v
+et(ψ))2 ≥

(
∞∑
n=0

cn(ψ)

)2

R1T (v) + 2

(
∞∑
n=0

cn(ψ)

)
R2T (v, ψ).
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The second term, R2T (v, ψ), is Op(1) uniformly in |v+1/2| ≤ κ1 and ψ ∈ Ψ by Lemma B.3
with Ψ̃ = Ψ, ζ1n(ψ) = 1{n=0}, ζ2n(ψ) = c̃n(ψ), u1 = v ≥ −1/2− κ1, u2 = 1 + v ≥ 1/2− κ1

such that a = min(1/2− κ1, 1− 2κ2) > 0.
To analyze R1T (v) decompose ∆v

+εt as

∆v
+εt =

N−1∑
n=0

πn(−v)εt−n +
t−1∑
n=N

πn(−v)εt−n = w1t + w2t, t ≥ N + 1,

for some N ≥ 1 to be determined. It then holds that

R1T (v) ≥ T−1

T∑
t=N+1

(∆v
+εt)

2 ≥ T−1

T∑
t=N+1

w2
1t + 2T−1

T∑
t=N+1

w1tw2t. (S.42)

Setting N = NT := bTαc with 0 < α < min(1/2−κ1
1/2+κ1

, 1/2
1/2+2κ1

), noting that such an α exists

because 0 < κ1 < 1/2, it follows from (B.2) of Lemma B.2 that the second term on the
right-hand side of (S.42) converges in probability to zero uniformly in |v+ 1/2| ≤ κ1 and
that

sup
|v+1/2|≤κ1

∣∣∣∣∣T−1

T∑
t=N+1

w2
1t − E

(
T−1

T∑
t=N+1

w2
1t

)∣∣∣∣∣ p→ 0 as T →∞.

Thus, the right-hand side of (S.42) minus E(T−1
∑T

t=N+1 w
2
1t) converges uniformly in

probability to zero as T →∞. It follows, see Assumption 1(b), that(
∞∑
n=0

cn(ψ)

)2

R1T (v) ≥

(
∞∑
n=0

cn(ψ)

)2

E

(
T−1

T∑
t=N+1

w2
1t

)
+ µ1T (θ)

=

(
∞∑
n=0

cn(ψ)

)2

T−1

T∑
t=N+1

N−1∑
n=0

πn(−v)2σ2
t−n + µ1T (θ)

≥
(

inf
0≤s≤1

σ(s)2

)( ∞∑
n=0

cn(ψ)

)2

T−1(T −N)FN(v) + µ1T (θ),

where FN(v) =
∑N−1

n=0 πn(−v)2 and µ1T (θ)
p→ 0 as T → ∞ uniformly in |v + 1/2| ≤ κ1

and ψ ∈ Ψ.

S.5.1.4 Proof of Eqn. (S.20) Because of restrictions imposed on the κi in the analysis
of the sets Θi, we need to be careful in the proof of (S.20). We need to show that, for
any K > 0, η > 0, there exists a κ̄2 > 0 and a T0 such that

P ( inf
θ∈Θ1(κ1)∪Θ2(κ1,κ̄2)

QT (θ) < K) ≤ η

for all T ≥ T0. Since infθ∈Θ1∪Θ2 QT (θ) ≤
∑2

j=1 infθ∈Θj QT (θ), the two sets Θ1 and Θ2 can
be considered separately.

First consider the set Θ1(κ1) with κ1 = κ̄1 satisfying 0 < κ̄1 < min(1/2, ζ/2 + 1/4),
and define Θ̄1 := Θ1(κ̄1). It holds from Section S.5.1.2 that P (infθ∈Θ̄1

QT (θ) > K) → 1
as T → ∞, i.e., for any K > 0, η > 0, there exists a T1 such that P (infθ∈Θ̄1

QT (θ) <
K) ≤ η/2 for all T ≥ T1.
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Second, having already fixed κ1 = κ̄1, consider Θ2(κ̄1, κ2). From Section S.5.1.3 with
κ1 = κ̄1 and α = 1/6,

QT (θ) ≥
(

inf
0≤s≤1

σ(s)2

)( ∞∑
n=0

cn(ψ)

)2

T−1(T − T 1/6)FT 1/6(d− d0) + µT (θ),

where µT (θ) = Op(1) as T → ∞ uniformly in d ∈ [d0 − 1/2 − κ̄1, d0 − 1/2 + κ̄1] ⊃ D2

and ψ ∈ Ψ. As in Section D.1.2, FT 1/6(d − d0) ≥ 1 + c(2κ2)−1(1 − (T − 1)−2κ2/6) and
(2κ2)−1(1 − (T − 1)−2κ2/6) → ∞ as (κ2, T ) → (0,∞). Because (

∑∞
n=0 cn(ψ))2 > 0

uniformly in ψ ∈ Ψ and inf0≤s≤1 σ(s)2 > 0, it follows that for any K > 0, η > 0, there
exists κ̄2 > 0 (small) and T2 such that, with Θ̄2 := Θ2(κ̄1, κ̄2), P (infθ∈Θ̄2

QT (θ) < K) ≤
η/2 for all T ≥ T2.

Combining these results, for any K > 0, η > 0, there exists a κ̄2 > 0 such that

P ( inf
θ∈Θ̄1∪Θ̄2

QT (θ) < K) ≤
2∑
j=1

P ( inf
θ∈Θ̄j

QT (θ) < K) ≤
2∑
j=1

η/2 = η

for all T ≥ max(T1, T2) = T0, which proves (S.20).

S.5.1.5 Convergence on Θ3(κ2) and Proof of Eqn. (S.21) First, by Lemma S.2,

it suffices to demonstrate the result for T−1
∑T

t=1(∆d−d0
+ et(ψ))2. In this case, recall

the untruncated process ηt(θ) defined in (S.14), and note that ηt(θ) − ∆d−d0
+ et(ψ) =∑∞

n=t πn(d0 − d)et−n(ψ) =
∑∞

n=t ϕn(θ)εt−n, see (S.16), with

E(ηt(θ)−∆d−d0
+ et(ψ))2 =

∞∑
n=t

ϕn(θ)2σ2
t−n ≤ c

∞∑
n=t

n2 max(d0−d−1,−2−ζ) ≤ ct−2κ2 → 0

for all θ ∈ Θ3 (pointwise), using (S.18) and Assumption 1(b). It follows that

QT (θ) = T−1

T∑
t=1

ηt(θ)
2 + op(1). (S.43)

Next,

ET−1

T∑
t=1

ηt(θ)
2 = T−1

T∑
t=1

∞∑
n=0

ϕn(θ)2σ2
t−n = T−1

T∑
t=1

σ2
t

∞∑
n=0

ϕn(θ)2+T−1

T∑
t=1

∞∑
n=0

ϕn(θ)2(σ2
t−n−σ2

t ).

Let qT := bT χc for some χ ∈ (0, 1). Then the last term is bounded as

T−1

T∑
t=1

∞∑
n=0

ϕn(θ)2(σ2
t−n − σ2

t ) ≤
qT∑
n=0

ϕn(θ)2T−1

T∑
t=1

|σ2
t−n − σ2

t | (S.44)

+
∞∑

n=qT+1

ϕn(θ)2T−1

T∑
t=1

|σ2
t−n − σ2

t |. (S.45)

Notice that T−1
∑T

t=1 |σ2
t−n − σ2

t | = T−1
∑n

t=1 |σ2
t−n − σ2

t | + T−1
∑T

t=n+1 |σ2
t−n − σ2

t | ≤
T−12n supt∈Z σ

2
t +T−1

∑T
t=n+1 |σ2

t−n−σ2
t |. Therefore, because qT = o (T ) and supt∈Z σ

2
t ≤
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M <∞ by Assumption 1(b)(i), we have

sup
n=1,...,qT

T−1

T∑
t=1

|σ2
t−n − σ2

t | ≤ T−12qT sup
t∈Z

σ2
t + sup

n=1,...,qT

T−1

T−n∑
t=1

|σ2
t+n − σ2

t |

= sup
n=1,...,qT

T−1

T−n∑
t=1

|σ2
t+n − σ2

t |+ o (1)→ 0,

where the last convergence follows from Cavaliere and Taylor (2009, Lemma A.1). Be-
cause

∑qT
n=0 ϕn(θ)2 ≤

∑∞
n=0 ϕn(θ)2 < ∞ uniformly in θ ∈ Θ3, see (S.18), it thus

holds that |(S.44)| → 0. Next, by Assumption 1(b)(i) and by (S.18) we have, re-
spectively, supt∈Z σ

2
t ≤ M < ∞ such that supt∈Z T

−1
∑T

t=1 |σ2
t−n − σ2

t | ≤ 2M and∑∞
n=qT+1 ϕn(θ)2 ≤ c

∑∞
n=qT+1 n

2 max(d0−d−1,−2−ζ) ≤ cq−2κ2
T → 0 uniformly in θ ∈ Θ3,

and therefore |(S.45)| → 0. Because T−1
∑T

t=1 σ
2
t →

∫ 1

0
σ(s)2ds by Assumption 1(b)(ii)

we thus have that ET−1
∑T

t=1 ηt(θ)
2 =

∫ 1

0
σ(s)2ds

∑∞
n=0 ϕn(θ)2 + o(1). To prove

T−1

T∑
t=1

ηt(θ)
2 −

∫ 1

0

σ(s)2ds
∞∑
n=0

ϕn(θ)2 p→ 0, (S.46)

pointwise in θ ∈ Θ3, it suffices to show L2-convergence. In a similar way as in (S.39) and
(S.40), we find that

E

(
T−1

T∑
t=1

ηt(θ)
2 − ET−1

T∑
t=1

ηt(θ)
2

)2

= T−2

T∑
t,s=1

E(ηt(θ)
2ηs(θ)

2)− T−2

T∑
t,s=1

E(ηt(θ)
2)E(ηs(θ)

2)

= T−2

T∑
t,s=1

∞∑
n1,n2=0

∞∑
m1,m2=0

(
2∏
i=1

ϕni(θ)ϕmi(θ)σt−niσs−mi

)
× [E(zt−n1zt−n2zs−m1zs−m2)− E(zt−n1zt−n2)E(zs−m1zs−m2)],

where the expectations are zero unless the two highest subscripts are equal (Lemma A.2).
By symmetry, we only need to consider three cases, which we now enumerate.

Case 1) t − n1 = t − n2 = s −m1 = s −m2, in which case the expectations and the
σt’s are uniformly bounded by Assumption 1 and we find the contribution

cT−2

T∑
t=1

(
∞∑
n=0

ϕn(θ)2

)2

≤ cT−1

(
∞∑
n=0

n−1−2κ2

)2

≤ cT−1 → 0

using (S.18).

24



Case 2) t− n1 = t− n2 > s−m1 ≥ s−m2, where the contribution is

T−2

T∑
t,s=1

∞∑
n=0

∞∑
m1=max(0,s−t+n+1)

∞∑
m2=m1

ϕn(θ)2ϕm1(θ)ϕm2(θ)

× σ2
t−nσs−m1σs−m2κ4(t− n, t− n, s−m1, s−m2)

≤ cT−2

T∑
t,s=1

∞∑
n=0

n−1−2κ2 max(0, s− t+ n+ 1)−1−2κ2

×
∞∑

m1=max(0,s−t+n+1)

∞∑
m2=m1

|κ4(t− n, t− n, s−m1, s−m2)|

≤ cT−2

T∑
t,s=1

∞∑
n=0

n−1−2κ2 max(0, s− t+ n+ 1)−1−2κ2 ≤ cT−2

T∑
t,s=1

|t− s|−1−2κ2 ≤ cT−1 → 0

using Assumption 1(a)(iii),(b) together with (S.18).
Case 3) t − n1 = s −m1 > t − n2 ≥ s −m2, where we distinguish between the two

subcases:
Case 3a) t− n2 = s−m2 with the contribution

T−2

T∑
t,s=1

∞∑
n1=max(0,t−s)

∞∑
n2=n1+1

ϕn1(θ)ϕn2(θ)ϕs−t+n1(θ)ϕs−t+n2(θ)σ
2
t−n1

σ2
t−n2

τn2−n1,n2−n1

≤ cT−2

T∑
t,s=1

∞∑
n1=max(0,t−s)

n
−1/2−κ2
1 (s− t+ n1)−1/2−κ2

∞∑
n2=n1+1

n
−1/2−κ2
2 (s− t+ n2)−1/2−κ2

≤ cT−2

T∑
t≥s=1

∞∑
n1=t−s

n
−1/2−κ2
1 (s− t+ n1)−1/2−κ2

∞∑
n2=n1+1

n
−1/2−κ2
2 (s− t+ n2)−1/2−κ2

≤ cT−2

T∑
t≥s=1

∞∑
n1=t−s

n
−1/2−2κ2
1 (s− t+ n1)−1/2−κ2 ≤ cT−2

T∑
t≥s=1

(t− s)−2κ2 ≤ cT−2κ2 → 0,

where we once again used (S.18) and Assumption 1(a)(ii),(b).
Case 3b) t− n2 > s−m2 with the contribution

T−2

T∑
t,s=1

∞∑
n1=max(0,t−s)

∞∑
n2=n1+1

∞∑
m=s−t+n2+1

ϕn1(θ)ϕn2(θ)ϕs−t+n1(θ)ϕm(θ)

× σ2
t−n1

σt−n2σs−mκ4(t− n1, t− n1, t− n2, s−m)

≤ cT−2

T∑
t≥s=1

∞∑
n1=t−s

n
−1/2−2κ2
1 (s− t+ n1)−1/2−κ2 ≤ cT−2κ2 → 0

as in Case 3a). This shows that (S.46) holds pointwise for all θ ∈ Θ3.
Comparing the pointwise limit found in (S.46) with the definition of Q(θ) in (S.19),

it remains only to show that

sup
θ∈Θ3

∣∣∣∣∣
∞∑
n=0

ϕn(θ)2 −
∞∑
n=0

ϕ0,n(θ)2

∣∣∣∣∣→ 0. (S.47)
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By the mean value theorem, the term inside the absolute value on the left-hand side is

∞∑
n=0

( n∑
m=0

πm(d0 − d)cn−m(ψ)

)2

−

(
n∑
l=0

πl(d0 − d)
n−l∑
k=0

bk(ψ)an−l(ψ0)

)2


=
2δψ√
T

∞∑
n=0

n∑
m=0

πm(d0 − d)
n−m∑
k=0

bk(ψ)an−m−k(ψ̄)
n∑
l=0

πl(d0 − d)
n−l∑
j=0

bj(ψ)ȧn−l−j(ψ̄),

where ψ̄ is an intermediate value between ψ0 and ψ0,T . Taking the supremum of the
absolute value we first find, using Assumption 3(iii) and Lemmas A.3 and A.4, that
supψ∈Ψ

∑n−l
j=0 |bj(ψ)||ȧn−l−j(ψ̄)| ≤ c

∑n−l
j=0 j

−2−ζ(n− l − j)−1−ζ ≤ c(n− l)−1−ζ and

supψ∈Ψ

∑n−m
k=0 |bk(ψ)||an−m−k(ψ̄)| ≤ c

∑n−m
k=0 k−2−ζ(n−m−k)−2−ζ ≤ c(n−m)−2−ζ . Thus,

the left-hand side of (S.47) is bounded by

c√
T

∞∑
n=0

n∑
m=0

m−1/2−κ2(n−m)−2−ζ
n∑
l=0

l−1/2−κ2(n−l)−1−ζ ≤ c√
T

∞∑
n=0

n−1/2−κ2n−1/2−κ2 ≤ c√
T
→ 0.

Combining (S.43), (S.46), and (S.47), we obtain the pointwise limit, i.e.

QT (θ)
p→ Q(θ). (S.48)

The result (S.48) can be strengthened to uniform convergence in probability by showing
that T−1

∑T
t=1(∆d−d0

+ et(ψ))2 is stochastically equicontinuous (or tight). From Newey
(1991, Corollary 2.2) this holds if the derivative of QT (θ) is dominated uniformly in
θ ∈ Θ3 by a random variable BT = Op(1). From Lemma B.3 with u1 = u2 = d − d0 ≥
−1/2 + κ2, a = 2κ2, and Ψ̃ = Ψ it holds that BT = supθ∈Θ3

| ∂
∂θ
T−1

∑T
t=1(∆d−d0

+ et(ψ))2| =
Op(1) (noting that only summability of the linear coefficients is assumed in Lemma B.3
and this is satisfied uniformly on Θ by the derivatives of cn(ψ) by Assumption 3(iii)).
This shows that T−1

∑T
t=1(∆d−d0

+ et(ψ))2 is stochastically equicontinuous on Θ3 and hence
that (S.48) holds uniformly in θ ∈ Θ3 in view of Lemma S.2. Since the result holds for
any κ2 it proves (S.21).

S.5.1.6 Proof of Eqn. (S.22) Since Q(θ0) =
∫ 1

0
σ(s)2ds it is sufficient to prove that

inf
θ∈Θ3∩{θ:|θ−θ0|≥ε}

∞∑
n=0

ϕn(θ)2 > 1 for all ε > 0 and all κ2 ∈ (0, 1/2).

Because ϕ0(θ) = 1 for all θ ∈ Θ3 by Assumption 3, it is clear that
∑∞

n=0 ϕn(θ)2 =
1 +

∑∞
n=1 ϕn(θ)2 ≥ 1, and by Assumption 4 the inequality is strict for all θ 6= θ0, which

proves (S.22) by continuity of ϕn(·) and compactness of Θ3.

S.5.2 Proof of Theorem 2

By consistency of θ̂, the asymptotic distribution theory for the QML estimator is obtained
from the usual Taylor series expansion of the score function. That is,

0 = T 1/2∂QT (θ̂)

∂θ
= T 1/2∂QT (θ0,T )

∂θ
+ T 1/2∂

2QT (θ̄)

∂θ∂θ′
(θ̂ − θ0,T ), (S.49)
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where θ̄ is an intermediate value satisfying |θ̄i − θ0,T,i| ≤ |θ̂i − θ0,T,i| for i = 1, . . . , p + 1.
Recalling the definition of ξn(θ1, θ2) in (D.38), we note for this proof that, for exam-

ple, ξn(θ0, θ) = ∂ϕ0,n(θ)

∂θ
, see (S.14) and (S.16). We also define ξ0,n := ξn(θ0, θ0) =

[−n−1, γn(ψ0)′]′, which satisfies

s∑
n=0

||ξ0,n|| = O(log s) and
s∑

n=0

(ξ0,n)qi = O(1) for any q > 1, s ≥ 2, i = 1, . . . , p+1, (S.50)

by Assumption 3(iii) and (5).

S.5.2.1 Convergence of the Score Function The normalized score function evalu-
ated at the true value is

T 1/2∂QT (θ0,T )

∂θ
= 2T−1/2

T∑
t=1

εt(θ0,T )ŷ1,t−1 with ŷk,t−1 :=
∂k

∂θ(k)
εt(θ0,T ).

Define also ST := 2T−1/2
∑T

t=1 εty1,t−1, where y1,t−1 :=
∑t−1

n=1 ξ0,nεt−n. That is, the
first element of y1,t−1 is −

∑t−1
n=1 n

−1εt−n and the remaining p elements are given by∑t−1
n=1 γn(ψ0)εt−n. Similarly, the first element of ŷ1,t−1 is −

∑t−1
n=1 n

−1εt−n(θ0,T ) and the

remaining elements are
∑t−1

n=1 ḃn(ψ0,T )ut−n.
We next show that

T 1/2∂QT (θ0,T )

∂θ
− ST = op(1). (S.51)

The left-hand side of (S.51) is

T 1/2∂QT (θ0,T )

∂θ
− ST = 2T−1/2

T∑
t=1

(εt(θ0,T )− εt)ŷ1,t−1 + 2T−1/2

T∑
t=1

εt(ŷ1,t−1 − y1,t−1),

where

εt(θ0,T )− εt = −
∞∑
n=t

bn(ψ0,T )ut−n

and

ŷ1,t−1 − y1,t−1 =

[
−
∑t−1

n=1 n
−1
∑∞

k=t−n bk(ψ0,T )ut−n−k∑t−1
n=1 ḃn(ψ0,T )

∑∞
k=t ak(ψ0,T )εt−k

]
.

The first term on the right-hand side of (S.51) is then

−2T−1/2

T∑
t=1

∞∑
n=t

bn(ψ0,T )ut−nŷ1,t−1,

which has second moment

4T−1

T∑
t,s=1

∞∑
n=t

∞∑
m=s

bn(ψ0,T )bm(ψ0,T )E(ut−nŷ1,t−1us−mŷ1,s−1)

≤ KT−1

T∑
t,s=1

∞∑
n=t

∞∑
m=s

|bn(ψ0,T )||bm(ψ0,T )| ≤ KT−1

T∑
t,s=1

t−1−ζs−1−ζ ≤ KT−1−2ζ → 0,
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see (5). The second term on the right-hand side of (S.51) is[
−2T−1/2

∑T
t=1 εt

∑t−1
n=1 n

−1
∑∞

k=t−n bk(ψ0,T )ut−n−k
2T−1/2

∑T
t=1 εt

∑t−1
n=1 ḃn(ψ0,T )

∑∞
k=t ak(ψ0,T )εt−k

]
. (S.52)

The first term in (S.52) has second moment

4T−1

T∑
t,s=1

t−1∑
n=1

s−1∑
m=1

n−1m−1

∞∑
k=t−n

∞∑
l=s−m

bk(ψ0,T )bl(ψ0,T )E(εtεsut−n−kus−m−l)

= 4T−1

T∑
t=1

t−1∑
n,m=1

n−1m−1

∞∑
k=t−n

∞∑
l=t−m

bk(ψ0,T )bl(ψ0,T )
∞∑
r=0

∞∑
q=0

ar(ψ0,T )aq(ψ0,T )σ2
t σt−k−n−rσt−l−m−q

× (κ4(t, t, t− k − n− r, t− l −m− q) + κ2(t, t)κ2(t− k − n− r, t− l −m− q))

≤ KT−1

T∑
t=1

t−1∑
n,m=1

n−1m−1

∞∑
k=t−n

∞∑
l=t−m

|bk(ψ0,T )||bl(ψ0,T )|
∞∑
r=0

∞∑
q=0

|ar(ψ0,T )||aq(ψ0,T )|

≤ KT−1

T∑
t=1

t−1∑
n,m=1

n−1m−1

∞∑
k=t−n

∞∑
l=t−m

k−2−ζl−2−ζ

≤ KT−1

T∑
t=1

t−1∑
n,m=1

n−1m−1(t− n)−1−ζ(t−m)−1−ζ ≤ KT−1

T∑
t=1

t−2 ≤ KT−1 → 0,

where the first two inequalities use Assumption 1(a)(iii),(b) and (5), and the fourth
inequality uses Lemma A.4. The second term in (S.52) has second moment

4T−1

T∑
t,s=1

t−1∑
n=1

s−1∑
m=1

ḃn(ψ0,T )ḃm(ψ0,T )
∞∑
k=t

∞∑
l=s

ak(ψ0,T )al(ψ0,T )E(εtεsεt−kεs−l)

≤ KT−1

T∑
t=1

(
∞∑
k=t

|ak(ψ0,T )|)2 ≤ KT−1

T∑
t=1

(t−1−ζ)2 → 0

using Lemma A.2, Assumption 3(iii), and (5). Thus, each of the terms in (S.52), and
hence those in (S.51), converge to zero in L2-norm and therefore in probability.

Because y1,t−1 is measurable with respect to the sigma-algebra Ft−1 := σ({εs, s ≤
t − 1}), it holds that vTt := 2T−1/2εt

∑t−1
n=1 ξ0,nεt−n = 2T−1/2σtzt

∑t−1
n=1 ξ0,nσt−nzt−n is a

MDS with respect to the filtration Ft. To apply the central limit theorem for martingales,
see Lemma A.1, we first verify the Lindeberg condition (i) via Lyapunov’s sufficient
condition that

∑T
t=1E||vTt||2+ε → 0 for some ε > 0. Thus,

T 1+ε/2E||vTt||2+ε ≤ KE

(
|zt|2+ε(

t−1∑
n=1

||ξ0,n|||zt−n|)2+ε

)
≤ K

(
t−1∑
n=1

||ξ0,n||
(
E(|zt||zt−n|)2+ε

)1/(2+ε)

)2+ε

≤ K

(
t−1∑
n=1

||ξ0,n||

)2+ε

≤ K(log T )2+ε

using Assumption 1(b), Minkowski’s inequality, (S.50), and Assumption 5 with ε chosen
such that 2ε+ 4 ≤ 8. It follows that

∑T
t=1E||vTt||2+ε ≤ KT−ε/2(log T )2+ε → 0.
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Next, we verify condition (ii)(a) of Lemma A.1. The sum of squares of vTt is

4T−1

T∑
t=1

σ2
t z

2
t

t−1∑
n,m=1

ξ0,nξ
′
0,mσt−nσt−mzt−nzt−m

= 4T−1

T∑
t=1

σ2
t

t−1∑
n,m=1

ξ0,nξ
′
0,mσt−nσt−mτn,m (S.53)

+ 4T−1

T∑
t=1

σ2
t

t−1∑
n,m=1

ξ0,nξ
′
0,mσt−nσt−m(z2

t zt−nzt−m − τn,m). (S.54)

The second moment of the (i, j)’th element of (S.54) is

16T−2

T∑
t,s=1

σ2
t σ

2
s

s−1∑
n,m=1

t−1∑
k,l=1

(ξ0,m)i(ξ0,n)j(ξ0,k)i(ξ0,l)jσs−nσs−mσt−kσt−lCov(z2
t zt−kzt−l, z

2
szs−nzs−m)

≤ KT−2

T∑
t,s=1

s−1∑
n,m=1

t−1∑
k,l=1

||ξ0,m||||ξ0,n||||ξ0,k||||ξ0,l|||Cov(z2
t zt−kzt−l, z

2
szs−nzs−m)|

= KT−2

T∑
t=1

t−1∑
n,m=1

t−1∑
k,l=1

||ξ0,m||||ξ0,n||||ξ0,k||||ξ0,l|||Cov(z2
t zt−nzt−m, z

2
t zt−kzt−l)| (S.55)

+KT−2

T∑
t=2

t−1∑
s=1

s−1∑
n,m=1

t−1∑
k,l=1

||ξ0,m||||ξ0,n||||ξ0,k||||ξ0,l|||Cov(z2
t zt−kzt−l, z

2
szs−nzs−m)|.

(S.56)

For (S.55) we find the simple bound

KT−2

T∑
t=1

(
t−1∑
k=1

||ξ0,k||

)4

≤ KT−1(log T )4 → 0

using (S.50) and that zt has finite eighth order moments by Assumption 5. The covariance
in (S.56) is a combination of the cumulants of zt up to order eight, where, apart from the
eighth order term, each term is a product of two cumulants whose orders sum to eight.
For the term with the eighth order cumulant we find the bound

T−2

T∑
t=2

t−1∑
s=1

s−1∑
n,m=1

t−1∑
k,l=1

|κ8(t, t, t− k, t− l, s, s, s− n, s−m)| ≤ KT−1 → 0

by Assumption 5. There are no seventh order cumulants in (S.56) because they would be
multiplied by a first order cumulant, which is zero. For the terms with products of sixth
and second order cumulants we find, for example,

T−2

T∑
t=2

t−1∑
s=1

s−1∑
n,m=1

t−1∑
k,l=1

||ξ0,m||||ξ0,n||||ξ0,k||||ξ0,l||κ2(t− k, t− l)|κ6(t, t, s, s, s− n, s−m)|

≤ KT−2

T∑
t=2

(
t−1∑
s=1

s−1∑
n,m=1

|κ6(t, t, s, s, s− n, s−m)|

)(
t−1∑
k=1

||ξ0,k||2
)
≤ KT−1(log T )→ 0
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by (S.50) and Assumption 5. Another example is

T−2

T∑
t=2

t−1∑
s=1

s−1∑
n,m=1

t−1∑
k,l=1

||ξ0,m||||ξ0,n||||ξ0,k||||ξ0,l||κ2(t, t)|κ6(t− k, t− l, s, s, s− n, s−m)|

≤ KT−2

T∑
t=2

t−1∑
k=1

t−1∑
n,m=1

t−1−k∑
s=max(n,m)+1

||ξ0,m||||ξ0,n||||ξ0,k||2|κ6(t− k, t− k, s, s, s− n, s−m)|

+KT−2

T∑
t=2

t−1∑
k,l=1

t−1∑
s=t−min(k,l)

s−1∑
n,m=1

||ξ0,m||||ξ0,n||||ξ0,k||||ξ0,l|||κ6(t− k, t− l, s, s, s− n, s−m)|

≤ KT−2

T∑
t=2

t−1∑
k=1

||ξ0,k||2
t−1∑

n,m=1

t−1−k∑
s=max(n,m)+1

|κ6(t− k, t− k, s, s, s− n, s−m)|

+KT−2

T−1∑
s=1

t−1∑
k=1

||ξ0,k||
s+k−1∑

t=max(k,s)+1

s−1∑
n,m=1

t−1∑
l=k

|κ6(t− k, t− l, s, s, s− n, s−m)|

using Lemma A.2 and symmetry. Here, both terms are clearly O(T−1(log T )) by (S.50)
and Assumption 5. The remaining products of sixth and second order cumulants, as well
as products of lower order cumulants, are treated similarly, thus proving that (S.56) and
hence (S.54) is op(1).

By Lemma A.5 with gt,n,m = τn,m, (S.53) is, apart from a o(1) term,

4T−1

T∑
t=1

σ4
t

t−1∑
n,m=1

ξ0,nξ
′
0,mτn,m = 4T−1

T∑
t=1

σ4
t

∞∑
n,m=1

ξ0,nξ
′
0,mτn,m−4T−1

T∑
t=1

σ4
t

∞∑
n,m=t

ξ0,nξ
′
0,mτn,m,

where the first term on the right-hand side is 4A0T
−1
∑T

t=1 σ
4
t → 4A0

∫ 1

0
σ4(s)ds and the

second term on the right-hand side is bounded by KT−1
∑T

t=1

∑∞
n,m=t ||ξ0,n||||ξ0,m|||τn,m|,

which converges to zero because it is the Cesàro mean of the sequence
∑∞

n,m=t ||ξ0,n||||ξ0,m|||τn,m|,
which itself converges to zero as t → ∞ since it is the tail of a convergent sum, see As-
sumption 1(a)(iii) and Remark 4.6.

It follows that the sum of squares of vTt satisfies

4T−1

T∑
t=1

σ2
t z

2
t

t−1∑
m,n=1

ξ0,mξ
′
0,nσt−mσt−nzt−mzt−n

p→ 4A0

∫ 1

0

σ4(s)ds. (S.57)

Hence, by the central limit theorem for martingales, see Lemma A.1, we have ST
w→

N(0, 4A0

∫ 1

0
σ4(s)ds) and therefore also T 1/2 ∂QT (θ0,T )

∂θ

w→ N(0, 4A0

∫ 1

0
σ4(s)ds) by (S.51).

S.5.2.2 Convergence of the Hessian The second derivative in (S.49) is tight (stochas-
tically equicontinuous) by Newey (1991, Corollary 2.2) if its derivative is dominated uni-
formly in d ∈ D3, ψ ∈ Nδ(ψ0) by a random variable BT = Op(1). From Lemma B.3 with
u1 = u2 = d − d0,T ≥ −1/2 + κ2/2 (for T sufficiently large) and Ψ̃ = Nδ(ψ0) (noting
that only summability of the linear coefficients is assumed in Lemma B.3 and this is
satisfied uniformly on Nδ(ψ0) by the derivatives of cn(ψ) by Assumption 6) it holds that

BT = supd∈D3,ψ∈Nδ(ψ0) |
∂3QT (θ)

∂θ(3)
| = Op(1), showing that the second derivative in (S.49) is

tight. This result, together with |θ̂ − θ0,T |
p→ 0 (Theorem 1), implies by Lemma A.3 of
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Johansen and Nielsen (2010) that the second derivative in (S.49) can be evaluated at the
true value, θ0,T . Hence, we examine

∂2QT (θ0,T )

∂θ∂θ′
= 2T−1

T∑
t=1

εt(θ0,T )ŷ2,t−1 + 2T−1

T∑
t=1

ŷ1,t−1ŷ
′
1,t−1,

and by the same argument as for the score, it is enough to considerHT := 2T−1
∑T

t=1 εtŷ2,t−1+

2T−1
∑T

t=1 y1,t−1y
′
1,t−1. Because ŷ2,t−1 is measurable with respect to Ft, εtŷ2,t−1 is a MDS,

and it has finite variance such that the first term of HT is op(1).

The second term of HT is 2T−1
∑T

t=1

∑t−1
n,m=1 ξ0,nεt−nξ

′
0,mεt−m, which converges in

L2-norm, and hence in probability, to 2B0

∫ 1

0
σ2(s)ds exactly as in Section D.2.2 (just

replacing ξ†n with ξ0,n).

S.5.2.3 Proof of (17) To prove the result for Â we write

Â = T−1

T∑
t=1

∂`t(θ̂, σ̂
2)

∂θ

∂`t(θ̂, σ̂
2)

∂θ′
=

1

σ̂4
T−1

T∑
t=1

εt(θ̂)
2∂εt(θ̂)

∂θ

∂εt(θ̂)

∂θ′

=
1

σ̂4

(
T−1

T∑
t=1

εt(θ̂)
2∂εt(θ̂)

∂θ

∂εt(θ̂)

∂θ′
− T−1

T∑
t=1

εt(θ0,T )2ŷ1,t−1ŷ
′
1,t−1

)
(S.58)

+
1

σ̂4

(
T−1

T∑
t=1

εt(θ0,T )2ŷ1,t−1ŷ
′
1,t−1 − T−1

T∑
t=1

ε2
ty1,t−1y

′
1,t−1

)
(S.59)

+
1

σ̂4
T−1

T∑
t=1

ε2
ty1,t−1y

′
1,t−1. (S.60)

First of all, σ̂2 = QT (θ̂)
p→ Q(θ0) =

∫ 1

0
σ2(s)ds by the uniform convergence in (S.48),

Theorem 1, and Johansen and Nielsen (2010, Lemma A.3).
Next, we decompose the (i, j)’th element of (S.58) and apply the Cauchy-Schwarz

inequality,

1

σ̂4
T−1

T∑
t=1

(εt(θ̂)
2 − εt(θ0,T )2)

∂εt(θ̂)

∂θi

∂εt(θ̂)

∂θ′j
+

1

σ̂4
T−1

T∑
t=1

εt(θ0,T )2

(
∂εt(θ̂)

∂θi

∂εt(θ̂)

∂θ′j
− ŷ1,t−1,iŷ

′
1,t−1,j

)

≤ 1

σ̂4

(
T−1

T∑
t=1

(εt(θ̂)
2 − εt(θ0,T )2)2

)1/2
T−1

T∑
t=1

(
∂εt(θ̂)

∂θi

∂εt(θ̂)

∂θ′j

)2
1/2

(S.61)

+
1

σ̂4

(
T−1

T∑
t=1

εt(θ0,T )4

)1/2
T−1

T∑
t=1

(
∂εt(θ̂)

∂θ

∂εt(θ̂)

∂θ′
− ŷ1,t−1ŷ

′
1,t−1

)2
1/2

. (S.62)

The proofs for (S.61) and (S.62) are nearly identical, so we give only the former. The
second large parenthesis in (S.61) is Op(1) by Lemma B.3. By the mean value theorem,

T−1

T∑
t=1

(εt(θ̂)
2 − εt(θ0,T )2)2 = 4

p+1∑
i=1

(θ̂i − θ0,T,i)T
−1

T∑
t=1

(εt(θ̂)
2 − εt(θ0,T )2)

∂εt(θ̄)

∂θi
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for an intermediate value, θ̄, between θ̂ and θ0,T . By another application of the Cauchy-
Schwarz inequality,

T−1

T∑
t=1

(εt(θ̂)
2− εt(θ0,T )2)

∂εt(θ̄)

∂θi
≤ (T−1

T∑
t=1

(εt(θ̂)
2− εt(θ0,T )2)2)1/2(T−1

T∑
t=1

(
∂εt(θ̄)

∂θi
)2)1/2,

which is also Op(1) by Lemma B.3. Because (θ̂i − θ0,T,i) = Op(T
−1/2) by Theorem 2

and σ̂4 p→ (
∫ 1

0
σ2(s)ds)2, it follows that (S.61) is op(1). Next, (S.59) is negligible by the

exact same argument as in the proof of (S.51), and finally (S.60) is σ̂−4
∑T

t=1 vTtv
′
Tt/4

p→
(
∫ 1

0
σ2(s)ds)−2A0

∫ 1

0
σ4(s)ds = λA0 by (S.57) and using σ̂2 p→

∫ 1

0
σ2(s)ds. It follows that

Â
p→ λA0.
For the second result we find that

B̂ = −∂
2LT (θ̂, σ̂2)

∂θ∂θ′
=

1

2σ̂2

∂2QT (θ̂, σ̂2)

∂θ∂θ′
p→ 1

2
∫ 1

0
σ2(s)ds

2B0

∫ 1

0

σ2(s)ds = B0

by the proof in Section S.5.2.2 and using σ̂2 p→
∫ 1

0
σ2(s)ds. Finally, it now follows

straightforwardly, using Assumption 7 and Slutsky’s Theorem, that Ĉ
p→ C0.

S.5.3 Proof of Theorem 3

Consider first the Wald statistic. From (16) of Theorem 2 we find, under H1,T , that

√
T (M ′θ̂ −m)

w→ N(δ,M ′C0M).

It follows by (17) and the continuous mapping theorem that WT
w→ Y ′F0Y . For the

robust Wald statistic, the result follows in the same way by Theorem 2 and the continuous
mapping theorem. Finally, the proofs for the LM and LR statistics apply standard mean-
value or Taylor series expansions; for a textbook treatment, see for example Hayashi
(2000, Section 7.4).

S.5.4 Proof of Theorem 4

Again, consider first the Wald statistic. Under the fixed alternative H1 in (3) the true
value is θ0, i.e. δθ = 0, and is such that M ′θ0 = m̄ 6= m. From Theorem 2 we then find

√
T (M ′θ̂ −m) +

√
T (m− m̄)

w→ N(0,M ′C0M).

Since B̂
p→ B0 by (17), it follows that

WT = (
√
T (m− m̄) +Op(1))′(M ′B−1

0 M + op(1))−1(
√
T (m− m̄) +Op(1))

= T (m− m̄)′(M ′B−1
0 M)−1(m− m̄) +Op(T

1/2).

The proofs for the LM, LR, and robust Wald statistics again follow by standard expan-
sions.
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S.6 Additional Proofs for Bootstrap Estimator and Tests

S.6.1 Proof of Lemma D.1

Recall that ε̂c,t = εt(θ̂)− T−1
∑T

s=1 εs(θ̂) and decompose as

T−1

T∑
t=1

(ε̂2
c,t − ε2

t )
2 = T−1

T∑
t=1

(εt(θ̂)
2 + (T−1

T∑
s=1

εs(θ̂))
2 − 2εt(θ̂)T

−1

T∑
s=1

εs(θ̂)− ε2
t )

2

= T−1

T∑
t=1

(εt(θ̂)
2 − ε2

t )
2 + (T−1

T∑
s=1

εs(θ̂))
4 + 4T−1

T∑
t=1

εt(θ̂)
2(T−1

T∑
s=1

εs(θ̂))
2

(S.63)

+ cross product terms.

The cross product terms are asymptotically of the required order by the Cauchy-Schwarz
inequality, after dealing with the first three terms on the right-hand side.

First we write εt(θ̂) = εt(θ̂)− εt(θ0,T ) + εt(θ0,T )− εt + εt and find that

T−1

T∑
s=1

εs(θ̂) = T−1

T∑
s=1

(εs(θ̂)− εs(θ0,T )) + T−1

T∑
s=1

(εs(θ0,T )− εs) + T−1

T∑
s=1

εs, (S.64)

where the last term is clearly Op(T
−1/2) under Assumption 1. Using (6), the second term

of (S.64) is T−1
∑T

s=1

∑∞
m=s bm(ψ0,T )us−m, which has zero mean and variance bounded

by

cT−2

T∑
t,s=1

∞∑
m=s

∞∑
n=t

bm(ψ0,T )bn(ψ0,T ) ≤ cT−2

T∑
t,s=1

∞∑
m=s

∞∑
n=t

m−2−ζn−2−ζ ≤ cT−2

T∑
t,s=1

s−1−ζt−1−ζ ≤ cT−2,

see (5), so that the second term of (S.64) is Op(T
−1) by L2-convergence. For the first

term of (S.64) we apply the mean value theorem,

T−1

T∑
s=1

(εs(θ̂)− εs(θ0,T )) = (θ̂ − θ0,T )′T−1

T∑
t=1

∂εt(θ̄)

∂θ
,

where θ̄ is an intermediate value between θ̂ and θ0,T . By the Cauchy-Schwarz inequality

and Lemma B.3, T−1
∑T

t=1
∂εt(θ̄)
∂θ
≤ (T−1

∑T
t=1(∂εt(θ̄)

∂θ
)2)1/2 = Op(1) when d̄ is close to d0.

Since (θ̂ − θ0,T ) = Op(T
−1/2) by Theorem 2, this shows that the first term of (S.64), and

hence (S.64), is Op(T
−1/2). Because T−1

∑T
t=1 εt(θ̂)

2 = Op(1) it follows that the second
and third terms of (S.63) are both Op(T

−1) such that we are left with the first term on
the right-hand side of (S.63).

To deal with the first term of (S.63), we again write εt(θ̂) = εt(θ̂)−εt(θ0,T )+εt(θ0,T )−
εt + εt and find that

T−1

T∑
t=1

(εt(θ̂)
2 − ε2

t )
2 = T−1

T∑
t=1

((εt(θ̂)− εt(θ0,T ))4 + T−1

T∑
t=1

(εt(θ0,T )− εt)4 (S.65)

+ cross product terms.

Again, the cross product terms are asymptotically of the required order by the Cauchy-
Schwarz inequality, if the first two terms on the right-hand side are dealt with. Using
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(6), the second term on the right-hand side of (S.65) is T−1
∑T

t=1(
∑∞

m=t bm(ψ0,T )ut−m)4,
which is a non-negative random variable with mean

T−1

T∑
t=1

E(
∞∑
m=t

bm(ψ0,T )ut−m)4 ≤ cT−1

T∑
t=1

(
∞∑
m=t

bm(ψ0,T ))4 ≤ cT−1

T∑
t=1

(
∞∑
m=t

m−2−ζ)4

≤ cT−1

T∑
t=1

t−4−4ζ ≤ cT−1,

see (5), which shows that the second term of (S.65) is Op(T
−1) by L1-convergence. For the

first term of (S.65), we apply the mean value theorem followed by the Cauchy-Schwarz
inequality,

T−1

T∑
t=1

((εt(θ̂)− εt(θ0,T ))4

= 4

p+1∑
i=1

(θ̂i − θ0,T,i)T
−1

T∑
t=1

((εt(θ̂)− εt(θ0,T ))3∂εt(θ̄)

∂θi

≤ 4

p+1∑
i=1

(θ̂i − θ0,T,i)

(
T−1

T∑
t=1

((εt(θ̂)− εt(θ0,T ))6

)1/2(
T−1

T∑
t=1

(
∂εt(θ̄)

∂θi

)2
)1/2

,

where θ̄ is an intermediate value between θ̂ and θ0,T and T−1
∑T

t=1((εt(θ̂)−εt(θ0,T ))6 is at

most Op(1). Since T−1
∑T

t=1(∂εt(θ̄)
∂θi

)2 = Op(1) by Lemma B.3 and (θ̂ − θ0,T ) = Op(T
−1/2)

by Theorem 2, this shows that the first term of (S.65) is Op(T
−1/2), and hence completes

the proof.

S.6.2 Proof of Lemma D.2

The proofs for the two cases h = k + 1 and h ≤ m− 1 are identical, so we give only the
former. First apply summation by parts,

k∑
j=m

λj(θ)
T∑

t=k+2

ε∗t−jε
∗
t−k−1 = λk(θ)

k∑
j=m

T∑
t=k+2

ε∗t−jε
∗
t−k−1

−
k−1∑
q=m

(λq+1(θ)− λq(θ))
q∑

j=m

T∑
t=k+2

ε∗t−jε
∗
t−k−1,

which implies that

E∗ sup
θ

∣∣∣∣∣
k∑

j=m

λj(θ)
T∑

t=k+2

ε∗t−jε
∗
t−k−1

∣∣∣∣∣ ≤ sup
θ
|λk(θ)|E∗

∣∣∣∣∣
k∑

j=m

T∑
t=k+2

ε∗t−jε
∗
t−k−1

∣∣∣∣∣
+ sup

θ

k−1∑
q=m

|λq+1(θ)− λq(θ)|E∗
∣∣∣∣∣
q∑

j=m

T∑
t=k+2

ε∗t−jε
∗
t−k−1

∣∣∣∣∣ .
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Next notice that, by Jensen’s inequality,(
E∗

∣∣∣∣∣
k∑

j=m

T∑
t=k+2

ε∗t−jε
∗
t−k−1

∣∣∣∣∣
)2

≤ E∗

∣∣∣∣∣
k∑

j=m

T∑
t=k+2

ε∗t−jε
∗
t−k−1

∣∣∣∣∣
2

=
k∑

j=m

k∑
j′=m

T∑
t=k+2

T∑
t′=k+2

E∗(ε∗t−jε
∗
t′−j′ε

∗
t−k−1ε

∗
t′−k−1)

= 2
k∑

j=m

T∑
t=k+2

E∗(ε∗2t−jε
∗2
t−k−1) = 2

k∑
j=m

T∑
t=k+2

ε̂2
c,t−j ε̂

2
c,t−k−1,

where, by the Cauchy-Schwarz inequality,

k∑
j=m

T∑
t=k+2

ε̂2
c,t−j ε̂

2
c,t−k−1 ≤

k∑
j=m

(
T∑

t=k+2

ε̂4
c,t−j)

1/2(
T∑

t=k+2

ε̂4
c,t−k−1)1/2 ≤

k∑
j=m

T∑
t=1

ε̂4
c,t = (k−m+1)Op (T ) .

Therefore,

E∗ sup
θ

∣∣∣∣∣
k∑

j=m

λj(θ)
T∑

t=k+2

ε∗t−jε
∗
t−k−1

∣∣∣∣∣ ≤ sup
θ
|λk(θ)|k1/2Op(T

1/2) + sup
θ

k−1∑
q=m

|λq+1(θ)− λq(θ)|q1/2Op(T
1/2)

≤ Op(T
1/2kg+1/2) +Op(T

1/2)
k∑

q=m

qg−1/2,

which proves the result.

S.6.3 Proof of Lemma D.3

Reversing the summations, we findM∗
12NT (u) = T−1

∑N−1
n=0 πn(−u)

∑T−1
m=N πm(−u)

∑T
t=m+1 ε

∗
t−nε

∗
t−m,

and we apply Lemma D.2 with g = −1/2 + κ,

E∗ sup
|u+1/2|≤κ

∣∣∣∣∣
T−1∑
m=N

πm(−u)
T∑

t=m+1

ε∗t−nε
∗
t−m

∣∣∣∣∣ = Op(T
1/2+κ),

which implies that

E∗ sup
|u+1/2|≤κ

|M∗
12NT (u)| ≤ sup

|u+1/2|≤κ
T−1

N−1∑
n=0

|πn(−u)|Op(T
1/2+κ) = Op(N

κ+1/2T κ−1/2),

so that sup|u+1/2|≤κ |T−1
∑T

t=N+1w
∗
1tw
∗
2t| = o∗p(1), in probability, by setting N = Tα with

α < (1/2− κ)/(1/2 + κ).
Next, we decompose M∗

11NT (u) as

M∗
11NT (u) = T−1

T∑
t=N+1

N−1∑
n=0

πn(−u)2(ε∗2t−n − σ2
t−n) (S.66)

+ T−1

T∑
t=N+1

N−1∑
n 6=m=0

πn(−u)πm(−u)ε∗t−nε
∗
t−m, (S.67)
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where

E∗ sup
|u+1/2|≤κ

|(S.67)| = sup
|u+1/2|≤κ

N−1∑
n 6=m=0

|πn(−u)||πm(−u)|E∗
∣∣∣∣∣T−1

T∑
t=N+1

ε∗t−nε
∗
t−m

∣∣∣∣∣
≤ c

N−1∑
n6=m=0

nκ−1/2mκ−1/2Op(T
−1/2) = Op(N

2κ+1T−1/2),

with the first inequality following from (D.57). Thus, E∗ sup|u+1/2|≤κ |(S.67)| = op(1)
when N = Tα with α < 1/(4κ+ 2). We decompose (S.66) as

(S.66) = T−1

T∑
t=N+1

N−1∑
n=0

πn(−u)2(ε∗2t−n − ε̂2
c,t−n) (S.68)

+ T−1

T∑
t=N+1

N−1∑
n=0

πn(−u)2(ε̂2
c,t−n − ε2

t−n) (S.69)

+ T−1

T∑
t=N+1

N−1∑
n=0

πn(−u)2(ε2
t−n − σ2

t−n), (S.70)

and show that each of these terms are asymptotically negligible (in the sense of
p∗→p 0).

First,

E∗ sup
|u+1/2|≤κ

|(S.68)| ≤ sup
|u+1/2|≤κ

N−1∑
n=0

πn(−u)2E∗

∣∣∣∣∣T−1

T∑
t=N+1

(ε∗2t−n − ε̂2
c,t−n)

∣∣∣∣∣
≤ c

N−1∑
n=0

n2κ−1Op(T
−1/2) = Op(N

2κT−1/2),

where the second inequality follows by (D.32). Thus, E∗ sup|u+1/2|≤κ |(S.68)| = op(1) for
N = Tα with α < 1/(4κ).

Next, using εt = σtzt,(
E

∣∣∣∣∣T−1

T∑
t=N+1

σ2
t−n(z2

t−n − 1)

∣∣∣∣∣
)2

≤ E

(
T−1

T∑
t=N+1

σ2
t−n(z2

t−n − 1)

)2

= T−2

T∑
t,s=N+1

σ2
t−nσ

2
s−nκ4(t− n, t− n, s− n, s− n)

≤ cT−2

T∑
t,s=N+1

|κ4(t− n, t− n, s− n, s− n)| ≤ cT−1

by Assumption 1(a)(iii),(b). Thus,

E sup
|u+1/2|≤κ

|(S.70)| ≤ c sup
|u+1/2|≤κ

N−1∑
n=0

πn(−u)2T−1/2 = O(N2κT−1/2),

such that sup|u+1/2|≤κ |(S.70)| = op(1) for N = Tα with α < 1/(4κ).
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For the term (S.69), we apply the Cauchy-Schwarz inequality,

|(S.69)| ≤
N−1∑
n=0

πn(−u)2

(
T−1

T∑
t=N+1

(ε̂2
c,t−n − ε2

t−n)2

)1/2

,

where the last term is Op(T
−1/2) by Lemma D.1, uniformly in n = 0, . . . , N − 1 and

N = 1, . . . , T − 1, and the first term satisfies sup|u+1/2|≤κ
∑N−1

n=0 πn(−u)2 ≤ cN2κ. Thus,

sup|u+1/2|≤κ |(S.69)| = Op(N
2κT−1/2) which is op(1) when N = Tα with α < 1/(4κ).

S.6.4 Proof of Lemma D.4

The bootstrap residual is

ε∗t (θ) =
t−1∑
n=0

bn(ψ)∆d−ď
+

t−n−1∑
m=0

am(ψ̌)ε∗t−n−m

=
∞∑
n=0

bn(ψ)∆d−ď
+

∞∑
m=0

am(ψ̌)ε∗t−n−m = ∆d−ď
+ e∗t (ψ),

where the first equality is the definition in (25), the second is because ε∗t = 0 for t ≤ 0
in step (iii) of Algorithms 1 and 2, and the final equality is by definition of e∗t (ψ) and
č(L, ψ), see (D.6) and (D.7). The results (D.13) and (D.14) are trivial consequences of

ε∗t (θ) = ∆d−ď
+ e∗t (ψ).

S.6.5 Proof for remainder in Eqn. (D.17)

With M̌∗
T (d) := T 2(d−ď)

∑T
t=1(∆d−ď

+ ε∗t )
2 we find from (D.16) that

T 2(d−ď)

T∑
t=1

(∆d−ď
+ e∗t (ψ))2 =

(
∞∑
n=0

čn(ψ)

)2

M̌∗
T (d) + T 2(d−ď)

T∑
t=1

(
∞∑
n=0

c̄n(ψ)∆d−ď+1
+ ε∗t−n

)2

+ 2

(
∞∑
n=0

čn(ψ)

)
T 2(d−ď)

T∑
t=1

∆d−ď
+ ε∗t

∞∑
n=0

c̄n(ψ)∆d−ď+1
+ ε∗t−n

such that (because the second term on the right-hand side is non-negative)

q∗1,T (θ) = 2

(
∞∑
n=0

čn(ψ)

)
T 2(d−ď)

T∑
t=1

∆d−ď
+ ε∗t

∞∑
n=0

c̄n(ψ)∆d−ď+1
+ ε∗t−n

≤ 2

(
∞∑
n=0

čn(ψ)

)
M̌∗

T (d)1/2

(
T 2(d−ď)

T∑
t=1

(
∞∑
n=0

c̄n(ψ)∆d−ď+1
+ ε∗t−n)2

)1/2

(S.71)

using the Cauchy-Schwarz inequality. The term in the first parenthesis satisfies 0 <
|
∑∞

n=0 čn(ψ)| <∞ almost surely uniformly in ψ ∈ Ψ.
Next, we show that M̌∗

T (d) = O∗p(1), in probability, uniformly in d ∈ Ď1. For the
pointwise argument, first note that

E∗M̌∗
T (d) = T 2(d−ď)

T∑
t=1

t−1∑
j,k=0

πj(ď− d)πk(ď− d)E∗(ε∗t−jε
∗
t−k)

= T 2(d−ď)

T∑
t=1

t−1∑
j=0

πj(ď− d)2ε̂2
c,t−j = T 2(d−ď)+1

T−1∑
j=0

πj(ď− d)2T−1

T∑
t=j+1

ε̂2
c,t−j,
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where the second equality follows by uncorrelatedness of ε∗t , conditional on the original
data, the third equality by reversing the order of the summations, and where T−1

∑T
t=j+1 ε̂

2
c,t−j =

Op(1) uniformly in j = 0, . . . , T − 1. Thus, by Lemma A.3,

E∗M̌∗
T (d) = Op(1)T−1

T−1∑
j=0

(j/T )2(ď−d−1) ≤ Op(1)T−1

T−1∑
j=0

(j/T )−1+2κ1 ,

where the inequality applies the definition of Ď1 and T−1
∑T−1

j=0 (j/T )−1+2κ1 →
∫ 1

0
u−1+2κ1du <

∞ because −1 + 2κ1 > −1. Thus, M̌∗
T (d) = O∗p(1), in probability, pointwise for any

d ∈ Ď1. To strengthen this to hold uniformly in d ∈ D†1 it is sufficient to show
that M̌∗

T (d) is tight (in probability) as a stochastic process on the space of continu-
ous functions indexed by the parameter d. Using the mean value theorem, the tight-
ness condition in (D.19) is satisfied by the same proof as the pointwise proof that
M̌∗

T (d) = O∗p(1), in probability, except the derivative means we apply (A.2) from Lemma

A.3 and find T−1
∑T−1

j=0 (j/T )−1+2κ1(1 + log |j/T |) →
∫ 1

0
u−1+2κ1(1 + log |u|)du < ∞ be-

cause −1 + 2κ1 > −1. It follows that the second term on the right-hand side of (S.71),
i.e. M̌∗

T (d), is O∗p(1) in probability, uniformly in d ∈ Ď1.
The term inside the second large parenthesis in (S.71) can be rewritten as

T 2(d−ď)

T∑
t=1

∞∑
n,m=0

c̄n(ψ)c̄m(ψ)
t−1∑
j,k=0

πj(ď− d− 1)πk(ď− d− 1)ε∗t−j−nε
∗
t−k−m

= T 2(d−ď)+1

∞∑
n,m=0

c̄n(ψ)c̄m(ψ)
T−1∑
j,k=0

πj(ď− d− 1)πk(ď− d− 1)T−1

T∑
t=max(j,k)+1

ε∗t−j−nε
∗
t−k−m.

Taking the supremum we find the bound

sup
θ∈Θ̌1

T 2(d−ď)+1

∞∑
n,m=0

|c̄n(ψ)c̄m(ψ)|
T−1∑
j,k=0

|πj(ď−d−1)πk(ď−d−1)|

∣∣∣∣∣∣T−1

T∑
t=max(j,k)+1

ε∗t−j−nε
∗
t−k−m

∣∣∣∣∣∣ ,
(S.72)

which is o∗p(1), in probability, thereby implying that supθ∈Θ̌1
|(S.71)| = o∗p(1), in proba-

bility. To see that (S.72) is o∗p(1), in probability, note that

E∗

∣∣∣∣∣∣T−1

T∑
t=max(j,k)+1

ε∗t−j−nε
∗
t−k−m

∣∣∣∣∣∣ ≤ T−1

T∑
t=max(j,k)+1

|ε̂c,t−j−n||ε̂c,t−k−m|

≤

T−1

T∑
t=max(j,k)+1

ε̂2
c,t−j−n

1/2T−1

T∑
t=max(j,k)+1

ε̂2
c,t−k−m

1/2

≤ T−1

T∑
t=1

ε̂2
c,t.

Then (S.72) is a non-negative random variable with (conditional) expectation

sup
θ∈Θ̌1

T 2(d−ď)+1

∞∑
n,m=0

|c̄n(ψ)c̄m(ψ)|
T−1∑
j,k=0

|πj(ď− d− 1)πk(ď− d− 1)|T−1

T∑
t=1

ε̂2
c,t,

38



where
∑∞

n=0 |c̄n(ψ)| <∞ almost surely uniformly in ψ ∈ Ψ. This leaves the bound

E∗ sup
θ∈Θ̌1

T 2(d−ď)

T∑
t=1

(
∞∑
n=0

c̄n(ψ)∆d−ď+1
+ ε∗t−n)2 ≤ c sup

d∈Ď1

T 2(d−ď)+1

(
T−1∑
j=0

|πj(ď− d− 1)|

)2

T−1

T∑
t=1

ε̂2
c,t

= Op( sup
d∈Ď1

T 2(d−ď)+1(
T−1∑
j=0

j ď−d−2)2) = Op((log T )2T−2κ1)

by application of Lemma A.3.

S.6.6 Proof for remainder in Eqn. (D.18)

By independence (conditional on the original data) of ε∗t we find
∑T

t=1E
∗(U∗2Tt |F∗t−1) =

T 2(d−ď−1/2)
∑T

t=1 πT−t(ď− d+ 1)2ε̂2
c,t, such that

q2,T (d) = T 2(d−ď−1/2)

T∑
t=1

πT−t(ď− d+ 1)2(ε̂2
c,t − ε2

t ) (S.73)

+
T∑
t=1

(T 2(d−ď−1/2)πT−t(ď− d+ 1)2 − T 2(d−d†−1/2)πT−t(d
† − d+ 1)2)ε2

t (S.74)

+ T 2(d−d†−1/2)

T∑
t=1

πT−t(d
† − d+ 1)2ε2

t − V †(d). (S.75)

Applying the Cauchy-Schwarz inequality, (S.73) is bounded as

|(S.73)| ≤

(
T 4(d−ď)−1

T∑
t=1

πT−t(ď− d+ 1)4

)1/2(
T−1

T∑
t=1

(ε̂2
c,t − ε2

t )
2

)1/2

,

where the term in the second parenthesis is op(1) by Lemma D.1 and the term in the first

parenthesis is bounded (uniformly for d ∈ Ď1) using Lemma A.3 as cT−1
∑T

t=1(T−t
T

)4(ď−d) ≤
cT−1

∑T
t=1(T−t

T
)2+4κ1 ≤ c.

To analyze (S.74), we apply the mean value theorem and note that the derivative of
f(ď) := T 2(d−ď−1/2)πT−t(ď− d+ 1)2 is bounded as∣∣∣∣∂f(ď)

∂ď

∣∣∣∣ ≤ c(1 + log |T−t
T
|)T 2(d−ď−1/2)(T − t)2(ď−d)

using (A.2) of Lemma A.3. Then, (S.74) = (ď− d†)
∑T

t=1
∂f(d̄)

∂ď
ε2
t , where d̄ is an interme-

diate value between ď and d†. For any ε > 0, |d̄ − ď| ≤ ε with probability converging to
one, so that

sup
d∈Ď1

|(S.74)| ≤ |ď− d†|T−1

T∑
t=1

(1 + log |T−t
T
|)(T−t

T
)1−2κ1−2εε2

t

≤ |ď− d†|T−1

T∑
t=1

ε2
t = Op(|ď− d†|) = op(1).

Finally, (S.75) is op(1) by the same argument as the corresponding term in Section
S.5.1.2.
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S.6.7 Proof of Bound for R∗2T (v̌, ψ) in Eqn. (D.21)

To bound R∗2T (v̌, ψ) we note that the summation over n can be truncated at n = t − 1
because ε∗t = 0 for t ≤ 0, and we decompose as

R∗2T (v̌, ψ) = T−1

T∑
t=1

t−1∑
j=0

πj(−v̌)ε∗t−j

t−1∑
n=0

c̄n(ψ)
t−n−1∑
k=0

πk(−v̌ − 1)ε∗t−n−k

= T−1

T∑
t=1

t−1∑
j=0

πj(−v̌)

j−1∑
n=0

c̄n(ψ)πj−n(−v̌ − 1)ε∗2t−j (S.76)

+ T−1

T∑
t=1

t−1∑
j=0

πj(−v̌)
t−1∑
n=0

c̄n(ψ)
t−n−1∑

k=j−n+1

πk(−v̌ − 1)ε∗t−jε
∗
t−n−k (S.77)

+ T−1

T∑
t=1

t−1∑
j=0

πj(−v̌)ε∗t−j

t−1∑
n=0

c̄n(ψ)

j−n−1∑
k=0

πk(−v̌ − 1)ε∗t−n−k. (S.78)

We give the proofs for (S.76) and (S.77) only, since the proof for (S.78) is the same as
that for (S.77). Reversing the summations,

(S.76) =
T−1∑
j=0

πj(−v̌)

j−1∑
n=0

c̄n(ψ)πj−n(−v̌ − 1)T−1

T∑
t=j+1

ε∗2t−j,

where T−1
∑T

t=j+1 ε
∗2
t−j = O∗p(1), in probability, uniformly in j = 0, . . . , T−1, which leaves

the bound

sup
θ∈Θ̌2

|(S.76)| ≤ sup
θ∈Θ̌2

c
T−1∑
j=0

j−v̌−1

j−1∑
n=0

|c̄n(ψ)|(j − n)−v̌−2O∗p(1)

= sup
θ∈Θ̌2

c
T−1∑
n=0

|c̄n(ψ)|
T−1∑
j=n+1

j−v̌−1(j − n)−v̌−2O∗p(1) = O∗p(1),

in probability, using Lemma A.3 and that
∑T−1

n=0 |c̄n(ψ)| <∞ almost surely uniformly in
ψ ∈ Ψ.

Next write (S.77) = T−1
∑T−1

n=0 c̄n(ψ)
∑T−1

k=n+1 πk(−v̌−1)
∑k−1+n

j=0 πj(−v̌)
∑T

t=k+n+1 ε
∗
t−jε

∗
t−n−k

and apply Lemma D.2 with g = −1/2 + κ1,

E∗ sup
d∈Ď2

∣∣∣∣∣
k−1+n∑
j=0

πj(−v̌)
T∑

t=k+n+1

ε∗t−jε
∗
t−n−k

∣∣∣∣∣ = Op(T
1/2(k + n)κ1),

and hence

E∗ sup
θ∈Θ̌2

|(S.77)| ≤ sup
θ∈Θ̌2

T−1/2|
T−1∑
n=0

c̄n(ψ)|
T−1∑
k=n+1

k−v̌−2(k+n)κ1Op(1) ≤ Op((log T )Tmax(2κ1−1,−1/2)),

because
∑T−1

n=0 |c̄n(ψ)| < ∞ almost surely uniformly in ψ ∈ Ψ. Thus, supθ∈Θ̌2
|(S.77)| =

o∗p(1), in probability.

40



S.6.8 Proof of variance of (D.63)

The variance of the (i, j)’th element of (D.63) is, apart from an asymptotically negligible
term due to (D.64),

4T−2

T∑
t,s=1

s−1∑
m,n=1

t−1∑
k,l=1

(ξ†m)i(ξ
†
n)j(ξ

†
k)i(ξ

†
l )jσs−mσs−nσt−kσt−l

× [E(zs−mzs−nzt−kzt−l)− E(zs−mzs−n)E(zt−kzt−l)]

≤ KT−2

T∑
t,s=1

s−1∑
m,n=1

t−1∑
k,l=1

||ξ†m||||ξ†n||||ξ
†
k||||ξ

†
l |||E(zs−mzs−nzt−kzt−l)− E(zs−mzs−n)E(zt−kzt−l)|,

using Assumption 1(b) to bound the σt’s. Here, the expectations are zero unless the two
highest subscripts are equal (Lemma A.2). By symmetry, we only need to consider three
cases as follows.

Case 1) s−m = s− n = t− k = t− l, in which case the expectations are uniformly
bounded by Assumption 1 and we find the contribution cT−2

∑T
t=1(
∑∞

n=0 ||ξ†n||2)2 ≤
cT−1 → 0 using (D.39).

Case 2) s−m = s− n > t− k ≥ t− l, where the contribution is

cT−2

T∑
t,s=1

s−1∑
n=1

t−1∑
k,l=1

||ξ†n||2||ξ
†
k||||ξ

†
l |||κ4(s− n, s− n, t− k, t− l)|

≤ cT−2

T∑
s=1

s−1∑
n=1

T−1∑
k=1

||ξ†n||2||ξ
†
k||

T∑
t=k+1

t−1∑
l=1

|κ4(s− n, s− n, t− k, t− l)| ≤ cT−1(log T )→ 0

using Assumption 1(a)(iii) and (D.39).
Case 3) s−m = t−k > s−n ≥ t− l, where we distinguish between the two subcases:
Case 3a) s− n = t− l with the contribution

cT−2

T∑
t,s=1

s−1∑
m,n=max(0,s−t)

||ξ†m||||ξ†n||||ξ
†
t−s+m||||ξ

†
t−s+n||τn−m,n−m

≤ cT−2

T∑
t,s=1

s−1∑
m,n=max(0,s−t)

||ξ†m||||ξ†n||||ξ
†
t−s+m||||ξ

†
t−s+n|| ≤ cT−1(log T )3 → 0,

where we once again used Assumption 1(a)(ii) and (D.39).
Case 3b) s− n > t− l with the contribution

cT−2

T∑
t,s=1

s−1∑
m,n=1

t−1∑
l=1

||ξ†m||||ξ†n||||ξ
†
k||||ξ

†
l |||κ4(s−m, s−m, s− n, t− l)| ≤ cT−2(log T )2 → 0

as in Case 2).

S.6.9 Proofs of Theorems 7 and 8

These results follow from Theorem 6 in the same way that Theorems 3 and 4 follow from
Theorem 2.
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