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Abstract

We study a class M of cyclically presented groups that includes both finite and
infinite groups and is defined by a certain combinatorial condition on the defin-
ing relations. This class includes many finite metacyclic generalized Fibonacci
groups that have been previously identified in the literature. By analysing their
shift extensions we show that the groups in the class M are are coherent, sub-
group separable, satisfy the Tits alternative, possess finite index subgroups of
geometric dimension at most two, and that their finite subgroups are all meta-
cyclic. Many of the groups in M are virtually free, some are free products of
metacyclic groups and free groups, and some have geometric dimension two.
We classify the finite groups that occur in M, giving extensive details about the
metacyclic structures that occur, and we use this to prove an earlier conjecture
concerning cyclically presented groups in which the relators are positive words
of length three. We show that any finite group in the class M that has fixed
point free shift automorphism must be cyclic.
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1. Introduction

Given a positive integer n, let F be the free group with basis x0, . . . , xn−1

and let θ : F → F be the shift automorphism given by θ(xi) = xi+1 with
subscripts modulo n. Given a word w representing an element of F , the group

Gn(w) = 〈x0, . . . , xn−1 | w, θ(w), . . . , θn−1(w)〉

is called a cyclically presented group. The shift defines an automorphism of
Gn(w) with exponent n and the resulting Zn-action on Gn(w) determines the
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shift extension En(w) = Gn(w)⋊θZn, which admits a two-generator two-relator
presentation of the form

En(w) = 〈t, x | tn,W 〉 (1)

where W = W (x, t) is obtained by rewriting w in terms of the substitutions
xi = tixt−i (see, for example, [33, Theorem 4]). The shift on Gn(w) is then
realized by conjugation by t in En(w). The group Gn(w) is recovered as the
kernel of a retraction ν0 : En(w) → Zn = 〈t | tn〉 that trivializes x.

In the fifty years since Conway’s question in [20], the systematic study of
cyclically presented groups has led to the introduction and study of numerous
families of cyclic presentations with combinatorial structure determined by vari-
ous parameters. These include the Fibonacci groups F (2, n) = Gn(x0x1x

−1
2 ) [20]

and a host of generalizing families including the groups F (r, n) [33], F (r, n, k)
[11], R(r, n, k, h) [14], H(r, n, s) [15], F (r, n, k, s) [16] (see also, for example, [49]),
P (r, n, l, s, f) [43],[54], H(n,m) [26], Gn(m, k) = Gn(x0xmx−1

k ) [32, 17, 1, 53],
and the groups Gn(x0xkxl) [18, 24, 7].

A number of these articles identify infinite families of cyclic presentations
that define finite metacyclic groups. One purpose of this article is to give a uni-
fied explanation for results of this type that appeared in [13],[14],[15],[24],[33],
see Corollaries 9–12 below. Our approach leads to the identification of new infi-
nite families of cyclic presentations that define finite metacyclic groups, includ-
ing but not limited to the class of presentations treated in [43], see Corollary 8
and Corollary B.

All of the cyclic presentations discussed in the preceding paragraph have a
common combinatorial form. Given integers f and r ≥ 0, let

Λ(r, f) =

r−1
∏

i=0

xif (2)

be the positive word of length r consisting of equally spaced generators, starting
with x0 and having step size f (where an empty product denotes the empty
word). We call any shift of Λ(r, f) or its inverse an f -block and we say that
a cyclically presented group G is of type F if there is an integer f such that
G ∼= Gn(w) where w is a product of two f -blocks. All of the cyclically presented
groups mentioned in the previous paragraphs are of type F. For example, any
word w of length three defines a group Gn(w) of type F. The groups F (r, n)
are defined by the word w = x0x1 . . . xr−1x

−1
r , which is the product of two

one-blocks having lengths r ≥ 1 and one. The fact that every finite group is a
quotient of a group of the form F (r, n) [33, Theorem 2] indicates the diversity
of the class of groups of type F and the need to carefully identify subclasses of
these groups in order to prove general results. A starting point is the following
well-known combinatorial description of the shift extension.

Lemma 1. A cyclically presented group G is of type F if and only if there exist
integer parameters r, n, s, f, A,B such that (r − s)f ≡ B − A mod n and G is
isomorphic to the kernel of the retraction of the group
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E = 〈t, y | tn, yrtAy−st−B〉. (3)

onto the cyclic subgroup of order n, generated by t, that is given by νf (t) = t
and νf (y) = tf .

Proof. Working in the free group F with basis x0, . . . , xn−1, we are given that
G ∼= Gn(w) where w is the product of two f -blocks, so that w = θa1(Λ(r1, f))

δ ·
θa2(Λ(r2, f))

ǫ where r1, r2 ≥ 0 and δ, ǫ = ±1. Up to cyclic permutation and
inversion, we may assume that a1 = 0 and δ = +1. Setting a = a2, the word
w has the form w = Λ(r1, f) · θ

a(Λ(r2, f))
ǫ. Introducing x, y, t and setting xi =

tixt−i and y = xtf , the word w transforms to W = yr1t−r1f · ta(yr2t−r2f )ǫt−a

and the shift extension Gn(w) ⋊θ Zn admits a presentation 〈y, t | tn,W 〉. If
ǫ = +1, then the first claim follows by setting r = r1, s = −r2, A = a − r1f ,
and B = a+ r2f , while if ǫ = −1, we set r = r1, s = r2, A = a+(r2 − r1)f , and
B = a. Conversely, given the retraction νf : E → Zn, a standard Reidemeister-
Schreier process (see e.g. [7, Theorem 2.3]) shows that ker νf ∼= Gn(w) ∼= G
where w is the product of two f -blocks.

Example 2 (Non-isomorphic cyclically presented groups sharing the same ex-
tension). The generalized Fibonacci group F (3, 6) is G6(x0x1x2x

−1
3 ) and has

extension

E = F (3, 6)⋊θ Z6
∼= 〈t, x | t6, xtxtxtx−1t−3〉

y=xt
∼= 〈t, y | t6, y3ty−1t−3〉.

The extension E admits retractions νf : E → Z6 = 〈t〉 satisfying νf (t) = t
and νf (y) = tf when 2f − 2 ≡ 0 mod 6, i.e. for f = 1, 4 mod 6. As described
at (3) in [7, Theorem 2.3], the kernel of ν1 is F (3, 6) = G6(x0x1x2x

−1
3 ) with

the generators xi = tixt−i = tiyt−1−i ∈ E. The kernel of ν4 is the cyclically
presented group G6(y0y4y2y

−1
3 ) with generators yi = tiyt−4−i ∈ E. Renaming

the generators of this group as ui = y−i with subscripts modulo 6, the kernel
of ν4 is isomorphic to the group G6(u0u2u4u

−1
3 ), which is the group R(3, 6, 5, 2)

of [14]. The group E has order 9072, so as observed in [14] the orders of
F (3, 6) and R(3, 6, 5, 2) coincide, both being equal to 1512. The Sylow subgroup
structure of the groups F (3, 6) and R(3, 6, 5, 2) are described in [12, page 165]
and [14, page 175], respectively. A calculation in GAP [25] shows that F (3, 6)
is solvable with derived length 4, whereas R(3, 6, 5, 2) is solvable with derived
length 3. Thus F (3, 6) 6∼= R(3, 6, 5, 2). (For completeness we note that E is
solvable with derived length 4.)

Now the fact that

ν4(xi) = ν4(x) = ν4(yt−1) = t3 ∈ 〈t | t6〉 ∼= Z6

implies that the intersection ker ν1 ∩ ker ν4 has index two in ker ν1 ∼= F (3, 6).
Thus the non-isomorphic groups F (3, 6) and R(3, 6, 5, 2) share the common
extension E and they meet in a common normal subgroup of index two within
that extension.
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Our main results involve a number of concepts pertaining to infinite groups.
The following information on dimensions of groups may be found in [8]. The
geometric dimension (gd (G)) of a groupG is the least nonnegative integer d such
that G is the fundamental group of an aspherical CW complex of dimension d.
If no such d exists, gd (G) = ∞. The cohomological dimension (cd (G)) of
G is the least nonnegative integer d such that there exists a projective ZG-
resolution of the trivial module Z of length at most d, or cd (G) = ∞ if no
such d exists. For any G we have cd (G) ≤ gd (G) and if H is a subgroup of G
then cd (H) ≤ cd (G) and gd (H) ≤ gd (G). We have cd (G) = 0 if and only if
gd (G) = 0 if and only if G = 1, and by a theorem of Stallings [46] and Swan [47]
we have cd (G) = 1 if and only if gd (G) = 1 if and only if G is free and nontrivial
(see [8, Example 2.4(b)]). Thus if gd (G) ≤ 2 then cd (G) = gd (G). In cases
where cd (G) = gd (G) = d, we say that G is d-dimensional. Any group of finite
cohomological dimension is torsion-free (see [8, Example 2.4(e)]) and a theorem
of Serre (see [8, Theorem 4.4]) provides that if H is a subgroup of finite index in
a torsion-free group G, then cd (H) = cd (G). Thus it follows that if G possesses
a finite index subgroup of geometric dimension at most two, then G is virtually
torsion-free, all torsion-free subgroups have geometric dimension at most two,
and all torsion free subgroups of finite index have the same geometric dimension.
Similarly, in a group that is virtually free in the sense that it possesses a free
subgroup of finite index, all torsion-free subgroups are free.

A group is coherent if each of its finitely generated subgroups is finitely
presented. A group is subgroup separable or LERF if each of its finitely generated
subgroups is the intersection of finite index subgroups. For finitely presented
groups, subgroup separability implies that the membership problem is decidable
for finitely generated subgroups [38]. In addition, any group that is subgroup
separable is residually finite and so, if finitely generated, is Hopfian [38]. We
make repeated use of the fact that if H is a finite index subgroup of K, then H
is subgroup separable if and only if K is subgroup separable [44, Lemma 1.1]
(see also [56, Lemma 2.16]).

Example 3 (Cyclically presented groups that are neither coherent nor subgroup
separable).
(i) Let G = G8(x0x1x3), observing that w = x0x1x3 is the product of two blocks
with the same step size. A calculation in GAP [25] shows that the subgroup H
of G generated by

{x0x4, x1x5, x2x6, x3x7, x4x0, x5x1, x6x2, x7x3}

is normal, isomorphic to the right angled Artin group F4 × F4, and G/H ∼=
Z3 × Z3. It follows that G and its shift extension E = 〈y, t | t8, y2tyt4〉 are
residually finite. However, since the direct product of free groups Fn × Fn

(n ≥ 2) contains a finitely generated subgroup that has undecidable membership
problem [40] (or see [36, IV. Theorem 4.3]) it follows that neither G nor its
shift extension E is subgroup separable, and since Fn × Fn (n ≥ 2) is not
coherent [27], neither G nor E is coherent. We thank Andrew Duncan for
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a helpful conversation that led to this observation. We record that in [24,
page 774] it was erroneously stated that H is isomorphic to Z

8.
(ii) Let G = Gn(x0x1x

−1
0 x−1

1 ) and note that G is a right angled Artin group and
that for n = 4 we have that G ∼= F2 × F2. Since right angled Artin groups are
linear [30] (see also [29, Corollary 3.6]), the groupG is residually finite. However,
if n ≥ 4 then G is neither subgroup separable (by [39, Theorem 2]) nor coherent
(by [22, Theorem 1]). (If n = 2 or 3 then G ∼= Z

n so it is both subgroup separable
and coherent.) The extension E = G ⋊θ Zn = 〈x, t | tn, xtxt−1x−1tx−1t−1〉
admits a retraction νf : E → Zn = 〈t〉 satisfying νf (t) = t, νf (x) = tf for each
0 ≤ f ≤ n − 1 with kernel H = Gn(x0xf+1x

−1
f x−1

1 ). The conclusions for G,
noted above, therefore also apply to E and to H .

We now introduce the groups that are the subject of this paper. We consider
cyclically presented groups G of type F that satisfy a certain condition relating
the step size, block lengths, and signs occurring on the blocks that comprise the
defining relator w.

Definition 4. A cyclically presented group G is of type M if G ∼= Gn(w) where
w is a product of two f -blocks having lengths r1 and r2; that is,

w = Λ(r1, f) · θ
a(Λ(r2, f))

ǫ, (4)

for some 0 ≤ a ≤ n− 1 where (r1 + ǫr2)f ≡ 0 mod n.

The cyclically presented groups of typeM are those for which the shift extension,
described in Lemma 1, admits a particularly simple retraction onto the cyclic
subgroup of order n generated by t. This enables a uniform analysis of all of
the cyclically presented groups of type M.

Lemma 5. A cyclically presented group G is of type M if and only if there exist
integer parameters r, n, s, f, A such that (r−s)f ≡ 0 mod n and G is isomorphic
to the kernel of the retraction of the group

E = 〈t, y | tn, yrtAy−st−A〉. (5)

onto the cyclic subgroup of order n, generated by t, that is given by νf (t) = t
and νf (y) = tf .

Proof. Following the proof of Lemma 1, the condition (r1 + ǫr2)f ≡ 0 mod n is
equivalent to the condition (r− s)f ≡ 0 mod n and implies that the parameters
A,B in (3) satisfy A ≡ B mod n. The conclusions of the lemma follow routinely.

Our strategy for identifying and analyzing the groups of type M is to work
from the perspective of the shift extension E and its retraction onto the cyclic
group of order n, as determined by parameters (r, n, s, f, A) where (r − s)f ≡
0 mod n. To be explicit, the resulting group of type M has the form Gn(w)
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where

w =

{

Λ(r, f)θA(Λ(s, f))−1 if s ≥ 0,

Λ(r, f)θA+fr(Λ(|s|, f)) if s ≤ 0,

=







∏r−1
i=0 xif

(

∏s−1
i=0 xA+if

)−1

if s ≥ 0,
∏r−1

i=0 xif

∏|s|−1
i=0 xA+(r+i)f if s ≤ 0.

(6)

We note that the condition (r− s)f ≡ 0 mod n implies that r− s is divisible by
n/(n, f) and that this latter condition plays a role in several of our arguments.
The special nature of the shift extension for a group of type M means that for
all choices of (r, n, s, A), we can take f = 0 and so the cyclically presented group
Gn(x

r
0x

−s
A ) is of type M. Indeed, every cyclically presented group of type M

is commensurable with one of this form. As such, the following lemma plays a
central role in all that follows.

Lemma 6 ([41],[6, Lemma 3.4]). If (ρ, σ) = 1 and m ≥ 1 then Gm(xρ
0x

−σ
1 ) ∼=

Z|ρm−σm|. Any of the elements xi (0 ≤ i < m) can serve as a sole generator.

Example 7 (Cyclically presented groupsGn(x0xkxl) that lie inM). In [24], the
groups G = Gn(x0xkxl) were studied in terms of four conditions (A),(B),(C),
(D) where, in particular:

(A) n ≡ 0 mod 3 and k + l ≡ 0 mod 3;

(C) 3l ≡ 0 mod n or 3k ≡ 0 mod n or 3(l − k) ≡ 0 mod n.

Observe again that the defining word w = x0xkxl is a product of two blocks
with the same step size. By cyclically permuting the relators we have that
Gn(x0xkxl) ∼= Gn(w

′) ∼= Gn(w
′′) ∼= Gn(w

′′′) where

w′ = (x0xk)xl = (x0xf ′)x2f ′+A′

w′′ = (x0xl−k)xn−k = (x0xf ′′)x2f ′′+A′′

w′′′ = (x0xn−l)xk−l = (x0xf ′′′)x2f ′′′+A′′′

where f ′ = k, f ′′ = l − k, f ′′′ = n − l, A′ = l − 2k,A′′ = k − 2l, A′′′ = k + l.
Then each of w′, w′′, w′′′ are of the form (6) where r = 2, s = −1. With these
values of r, s the condition f(r − s) ≡ 0 mod n becomes 3f ≡ 0 mod n and so
the groups Gn(w

′), Gn(w
′′), Gn(w

′′′) therefore lie in the class M when 3f ′ ≡ 0,
3f ′′ ≡ 0, 3f ′′′ ≡ 0 mod n (respectively). That is, if condition (C) holds then
Gn(x0xkxl) lies in M.

As a corollary of one of our main results concerning groups in M we prove
a conjecture and reprove a lemma from [24] that together deal with the groups
Gn(x0xkxl) when condition (C) holds.

Theorem A below concerns the structure of the group E; part (d) should
be compared with the fact that the class of Baumslag-Solitar groups B(r, s) =
〈t, y | yrty−st−1〉 includes both non-Hopfian groups and non-residually finite
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groups [2]. Recall that a group G is metacyclic if it has a cyclic normal subgroup
K such that G/K is cyclic. (Metacyclic groups have derived length 2, so the
groups in Example 2 are not metacyclic.)

Theorem A. Given integer parameters (r, n, s, A) with n > 0, let E =
E(r, n, s, A) be the group with presentation 〈t, y | tn, yrtAy−st−A〉. Then:

(a) Each finite subgroup of E is metacyclic;

(b) The group E is virtually free if rn/(n,A) 6= sn/(n,A) or if r = s = 0;

(c) The group E is finite if and only if rn/(n,A) 6= sn/(n,A) and either

(i) (n,A) = (r, s) = 1, in which case E is metacyclic of order n|rn−sn|,
or

(ii) E = 〈t〉 ∼= Zn, which happens if and only if |r − s| = 1 and either
rs = 0 or A ≡ 0 mod n;

(d) The group E is coherent and subgroup separable and possesses a finite
index subgroup of geometric dimension at most two.

Since G = Gn(w) is a finite index subgroup of the shift extension E =
E(r, n, s, A), we have the following corollary:

Corollary B. Let G be the cyclically presented group in class M determined by
the integer parameters (r, n, s, f, A) where f(r−s) ≡ 0 mod n. All of the claims
(a)–(d) for the group E in Theorem A descend directly to subgroup G of index
n, with the obvious modifications to the group orders in statement (c).

More detailed analysis is given in Section 3. For the case where rn/(n,A) 6=
sn/(n,A) Theorem 17 describes which values of the parameters produce virtually
free groups that are non-elementary and which produce virtually infinite cyclic
ones. Whenever (n,A) or (r, s) 6= 1, the group E in (5) splits nontrivially as an
amalgamated free product. Given f for which f(r−s) ≡ 0 mod n, the subgroup
theorem for graphs of groups implies that if G = Gn(w) where w is given as in
(6), then G is expressible as the fundamental group of a graph of groups. In
practice one can work out the graph of groups description in full detail. We use
these techniques in the proof of our second main theorem, Theorem C, below.
We also use them to show that if (n,A)(n, gf) = n(n,A, gf), where g = (r, s),
then every finite subgroup ofG is cyclic (Theorem 18). When rn/(n,A) = sn/(n,A)

Theorem 21 shows that in many cases the group G is torsion-free and has
geometric dimension equal to two, so is not a free group. In Corollary 22 we
use Theorem A and Theorem 21 to show that E (and hence G) satisfies a
strong form of the Tits alternative. Namely that it either contains a finite index
subgroup that surjects onto the free group of rank 2 or is virtually abelian; a
group satisfying the former property is said to be large. Theorem 3.1 of [10]
shows that deficiency one LERF groups are either large or of the form Fl ⋊ Z

(for some l ≥ 0). Corollary 22 can be viewed as a starting point for explorations
into similar results for deficiency zero LERF groups and for cyclically presented
LERF groups.
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A group L is metacyclic if and only if it has cyclic subgroups S,K with K
normal in L such that L = SK (this is called a metacyclic factorisation of L).
If L has a metacyclic factorisation L = SK with S ∩ K = 1 then L is a split
metacyclic group and S is the complement of K. Any finite metacyclic group L
arises in a metacyclic extension ZM →֒ L ։ ZN and has a presentation of the
form

B(M,N,R, λ) = 〈a, b | aM = 1, bab−1 = aR, bN = aλ
M

(M,R−1) 〉 (7)

where RN ≡ 1 modulo M . See [5, Chapter IV.2] or [31, Chapter 3]. In fact, one
can further assume that λ is a divisor of (M,R−1)(M, 1+R+· · ·+RN−1)/M [5,
IV.2.8], in which case H2(L) ∼= Zλ [4]. In particular, when L admits a balanced
(or cyclic) presentation, then H2(L) = 0, so we may take λ = 1; in this case
L admits a 2-generator, 2-relator presentation [5, IV.2.9]. When L is split
metacyclic one can also take λ = 0 (see, for example, [5, (2.5)]).

The next result describes the structure of the groups in M when rn/(n,A) 6=
sn/(n,A) and (r, s) = 1 and so is a refinement of Corollary B(b).

Theorem C. Let G be the cyclically presented group in the class M determined
by the integer parameters (r, n, s, f, A) where f(r− s) ≡ 0 mod n. Suppose that
(r, s) = 1 and that µ = |rn/(n,A) − sn/(n,A)| 6= 0. Let

Ḡ = B

(

(n, f)µ

n
,
n(n,A, f)

(n,A)(n, f)
, (sr̂)fᾱ/(n,A,f), 1

)

where rr̂ ≡ 1 mod µ and αᾱ ≡ 1 mod n/(n,A) where α = A/(n,A). Then G
is a free product of (n,A, f) copies of Ḡ together with the free group of rank
k = (n,A)− (n,A, f):

G ∼=
(

∗
(n,A,f)
i=1 Ḡ

)

∗ Fk.

In particular, if
(n,A)(n, f) = n(n,A, f) (8)

then
G ∼=

(

∗
(n,A,f)
i=1 Z(n,f)µ/n

)

∗ Fk

is a free product of cyclic groups.

The following corollary gives a complete identification of the structure of the
groups Gn(x0xkxl) when condition (C) holds (see Example 7). In particular,
the first case proves [24, Conjecture 3.4], the second case identifies the structure
of the group Gn(x0xkxl) when k = 0 or l = 0 or k = l given on [24, page 760],
and the third case reproves [24, Lemma 2.5].

Corollary D ([24, Lemma 2.5 and Conjecture 3.4]). Suppose (n, k, l) = 1 and
condition (C) holds and let G = Gn(x0xkxl). Then

G ∼=















B
(

2n−(−1)n

3 , 3, 22n/3, 1
)

if (A) does not hold and k 6≡ 0, l 6≡ 0, k 6≡ l,

Z2n−(−1)n if k ≡ 0, or l ≡ 0, or k ≡ l,

Z(2n/3−(−1)n/3)/3 ∗ Z ∗ Z if (A) holds.

(where congruences are mod n).
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The following immediate corollary to Theorem C describes the metacyclic
structures of the nontrivial finite groups occurring in the class M.

Corollary E. Let G be the cyclically presented group in the class M determined
by the integer parameters (r, n, s, f, A) where f(r− s) ≡ 0 mod n. Suppose that
(r, s) = (n,A) = 1 and that µ = |rn − sn| 6= 0. Then G is the finite metacyclic
group

G ∼= B

(

(n, f)(rn − sn)

n
,

n

(n, f)
, (sr̂)fĀ, 1

)

of order |rn − sn| where rr̂ ≡ 1 mod |rn − sn| and AĀ ≡ 1 mod n.

Using Corollary E we also recover various other families of finite metacyclic
cyclically presented groups from the literature and often provide additional de-
tail about the metacyclic structure. Applying it to the Prischepov groups [43]

P (r, n, l, s, f) = Gn((x0xf . . . x(r−1)f )(x(l−1)x(l−1)+f . . . x(l−1)+(s−1)f )
−1)

(with r, s > 0) we have (by replacing A with l − 1):

Corollary 8. Suppose (n, l−1) = 1, (r, s) = 1, r 6= s, f(r−s) ≡ 0 mod n. Then
P (r, n, l, s, f) is the metacyclic group B((n, f)(rn−sn)/n, n/(n, f), (sr̂)fĀ, 1) of
order |rn − sn|, where (l − 1)Ā ≡ 1 mod n and rr̂ ≡ 1 mod (rn − sn).

In the case s = 1 we have that the groups P (r, n, l, s, k) coincide with the
groupsR(r, n, k, h) of [14]; specifically, R(r, n, k, h) = P (r, n, (r−1)h+k+1, 1, h).
Setting s = 1, f = h, l = (r − 1)h + k + 1 in Corollary 8 and noting that
r · rn−1 ≡ 1 mod (rn − 1) we get

Corollary 9. Suppose (n, k) = 1, r > 1, h(r−1) ≡ 0 mod n. Then R(r, n, k, h)
is the metacyclic group B((n, h)(rn−1)/n, n/(n, h), r(n−1)hĀ, 1) of order (rn−1),
where ((r − 1)h+ k)Ā ≡ 1 mod n.

Under these hypotheses the groups R(r, n, k, h) were shown to be metacyclic of
order (rn−1) in the Corollary in [14]. If additionally we have h = 1 then we get
the groups F (r, n, k) of [13]; specifically, F (r, n, k) = P (r, n, r+ k, 1, 1). Setting
h = 1 in Corollary 9 we get

Corollary 10. Suppose (n, k) = 1, r > 1, r ≡ 1 mod n. Then F (r, n, k)
is the metacyclic group B((rn − 1)/n, n, r(n−1)Ā, 1) of order (rn − 1), where
(r + k − 1)Ā ≡ 1 mod n.

Under these hypotheses the groups F (r, n, k) were shown to be metacyclic of
order (rn − 1) in Theorem 1 of [13] and the presentation B((rn − 1)/n, n, rk̄, 1),
where kk̄ ≡ 1 mod n, was obtained.

In the case f = 1, l = r+1 the groups P (r, n, l, s, f) are the groups H(r, n, s)
of [15]. Setting f = 1, l = r + 1 in Corollary 8 we get

Corollary 11. Suppose (n, r) = 1, (r, s) = 1, r 6= s, r ≡ s mod n. Then
H(r, n, s) is the metacyclic group B((rn − sn)/n, n, (sr̂)Ā, 1) of order |rn − sn|,
where rĀ ≡ 1 mod n and rr̂ ≡ 1 mod (rn − sn).
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Under these hypotheses Theorem 3(ii) of [15] showed the groups H(r, n, s) to
be metacyclic of order |rn − sn|, being an extension of a cyclic group of order
|rn − sn|/n by a cyclic group of order n.

In the case f = 1 the groups P (r, n, l, s, f) coincide with the groups F (r, n, k, s)
of [16]; specifically, F (r, n, k, s) = P (r, n, r+ k, s, 1). Setting f = 1, l = r+ k in
Corollary 8 we get

Corollary 12. Suppose (n, r+k−1) = 1, (r, s) = 1, r 6= s, r ≡ s mod n. Then
F (r, n, k, s) is the metacyclic group B((rn−sn)/n, n, (sr̂)Ā, 1) of order |rn−sn|,
where (r + k − 1)Ā ≡ 1 mod n and rr̂ ≡ 1 mod (rn − sn).

Under these hypotheses Theorem 2 of [16] showed the groups F (r, n, k, s) to be
metacyclic of order |rn − sn| and the presentation B((rn − sn)/n, n, ŝr, 1) for
F (r, n, k, s) was obtained, where sŝ ≡ 1 mod (rn − sn).

A celebrated theorem of J.Thompson [50] holds that a finite group with a
fixed point free automorphism of prime order must be nilpotent. Restricting
attention to the shift automorphism operating on a finite cyclically presented
group in the class M, the next result asserts, in particular, that if any power of
the shift is fixed point free then G is cyclic.

Theorem F. Let G be a finite and nontrivial group in class M determined by
the integer parameters (r, n, s, f, A) where f(r−s) ≡ 0 mod n, and let 0 ≤ j < n.
Then the fixed point subgroup Fix(θj) has order |r(n,j) − s(n,j)|. In particular,
the automorphism θj is fixed point free if and only if (n, j) = |r − s| = 1, in
which case f ≡ 0 mod n and G is cyclic of order |rn − sn|.

The following notation will be used throughout this article:

r, n, s, f, A ∈ Z, n > 0, r ≥ 0 where f(r − s) ≡ 0 mod n,

m = n/(n,A), α = A/(n,A),

g = (r, s), ρ = r/g, σ = s/g, (and g = ρ = σ = 0 if r = s = 0),

µ = |ρm − σm|,

E = E(r, n, s, A) = 〈y, t | tn, yrtAy−st−A〉,

M = M(r, n, s, A) = 〈u, v | vm, uρvαu−σv−α〉,

νf : E → 〈t | tn = 1〉 is the retraction given by νf (y) = tf , νf (t) = t;

M is the class of groups G where

G = kerνf = Gn(w) where

w =







∏r−1
i=0 xif

(

∏s−1
i=0 xA+if

)−1

if s ≥ 0,
∏r−1

i=0 xif

∏|s|−1
i=0 xA+(r+i)f if s ≤ 0.

Γ = kerν0 = 〈〈y〉〉E = Gn(x
r
0x

−s
A ),















































































































(9)
where 〈〈y〉〉E denotes the normal closure of y in E.

We conclude this introduction with an outline of the paper. In Section 2 we
prove Theorem A (and hence Corollary B) by expressing E as an amalgamated
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free product of cyclic and metacyclic groups and carrying out a detailed study
of this decomposition. In Section 3 we prove refinements of parts of Theorem A
and Corollary B that apply to infinite groups E and their cyclically presented
subgroups G and we prove the Tits alternative. In Section 4 we study the graph
of groups decomposition of G and study the intersection of finite cyclically pre-
sented groups Ḡ and Γ̄ lying within G and Γ to obtain a metacyclic presentation
of Ḡ and prove Theorem C. We then apply this to the groups Gn(x0xkxl) to
prove Corollary D. In Section 5, by studying the shift dynamics of Γ, we obtain
the necessary information about the shift dynamics of G to prove Theorem F.
We close by comparing the finite groups E and G obtained in this article with
the finite groups Jn(m, k) and their cyclically presented subgroups considered
in [6].

2. The Structure of the Group E

Our objective in this section is to prove Theorem A. Consider the group
En(w) in (1), and write

W = W (x, t) = xr1tβ1 . . . xrk tβk

where k ≥ 1 and each ri ∈ Z\{0}, 1 ≤ βi ≤ n − 1. Set h = (r1, . . . , rk),
b = (n, β1, . . . , βk) and form the group

N = 〈u, v | vn/b,W ′(u, v)〉

where
W ′(u, v) = ur1/hvβ1/b . . . urk/hvβk/b.

Since t has order n in En(w), it follows that with the identifications v = tb and
u = xh, the group En(w) splits as an amalgamated free product

En(w) = 〈x, t | tn,W (x, t)〉

∼= 〈t | tn〉 ∗tb=v 〈u, v | vn/b,W ′(u, v)〉 ∗u=xh 〈x〉
∼= Zn ∗Zn/b

N ∗u=xh 〈x〉 (10)

where the cyclic groups 〈u〉 and 〈v〉 can be finite or infinite.
In this notation we have

Lemma 13. (a) Let P be any property of groups that is preserved by taking
subgroups and is satisfied by all finite cyclic groups. If N satisfies P then
every finite subgroup of En(w) satisfies P .

(b) If N is finite then En(w) is virtually free.

Proof. (a) Using the free product decomposition (10), [21, I.7.11] implies that
each finite subgroup H of E is conjugate to a subgroup of either 〈t〉, N, or
〈x〉. Since the property P is preserved by taking subgroups and all finite cyclic
groups satisfy P , the result follows.
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(b) If N is finite then 〈x〉 is finite so (10) gives that En(w) is the fundamental
group of a (finite) graph of finite groups so En(w) is virtually free by the (easier
part) of a theorem of Stallings [21, IV.1.6].

We now concentrate on the case where E = 〈t, y | tn, yrtAy−st−A〉 as in (9)
and form the group

M = 〈u, v | vn/(n,A), uρvαu−σv−α〉.

where α = A/(n,A). We show in Lemma 14 below that the group M is split
metacyclic of the form M = 〈u〉⋊ 〈v〉 where v has order n/(n,A) and the order
of u can be finite or infinite. It follows that with the identifications v = t(n,A)

and u = yg, the group E splits as an amalgamated free product

E ∼= 〈t | tn〉 ∗t(n,A)=v 〈u, v | vn/(n,A), uρvαu−σv−α〉 ∗u=yg 〈y〉
∼= Zn ∗Zn/(n,A)

M ∗u=yg 〈y〉 (11)

where the cyclic groups 〈u〉 and 〈y〉 can be finite or infinite.
In the statement of the following lemma the parameters m, ρ, σ, α are any

integers (with m ≥ 1); in our applications these parameters will take the roles
specified in (9).

Lemma 14. Given integer parameters m, ρ, σ, α with m ≥ 1, (ρ, σ) = 1,
(m,α) = 1 the group M with presentation M = 〈u, v | vm, uρvαu−σv−α〉 is split
metacyclic of the form 〈u〉⋊〈v〉 with cyclic normal subgroup 〈u〉 ∼= Z|ρm−σm| and
complement 〈v〉 ∼= Zm. Furthermore, in this situation we have the following:

(a) The group M is finite if and only if ρm 6= σm;

(b) If ρm = σm, then either ρ = σ = ±1, in which case M ∼= Z× Zm, or else
ρ = −σ = ±1 and m is even, in which case M ∼= Z ⋊ Zm;

(c) The group M admits a presentation of the form B(ρm − σm,m, ρσ̂, 0)
where σσ̂ ≡ 1 mod ρm − σm.

Proof. Using a retraction ξ0 : M → 〈v〉 ∼= Zm with ξ0(v) = v and ξ0(u) =
v0 = 1, we have ker ξ0 = 〈u〉 ∼= Gm(uρ

0u
−σ
1 ) ∼= Z|ρm−σm|, by Lemma 6, where

ui = viuv−i ∈ M . In detail,

uρm

= (uρ)ρ
m−1

= (vαuσv−α)ρ
m−1

= (vαuρv−α)σρ
m−2

= (v2αuσv−2α)σρ
m−2

= · · · = vmαuσm

v−mα = uσm

.

Using the fact that (ρ, σ) = 1 we can choose σ̂ with σσ̂ ≡ 1 mod ρm−σm. Note
that if ρm = σm then the fact that (ρ, σ) = 1 implies that either ρ = σ = ±1 or
else ρ = −σ = ±1 and m is even, in which case we have σ̂ = σ = ±1. Now the
fact that uρm−σm

= 1 implies u = uσσ̂ and we have

vαuv−α = vαuσσ̂v−α = (vαuσv−α)σ̂ = uρσ̂.

That M ∼= 〈u〉⋊ 〈v〉 has the presentation

〈u, v | uρm−σm

= 1, vαuv−α = uρσ̂, vm = 1〉
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follows easily and since (m,α) = 1 we may apply an automorphism of Zm to
obtain the presentation B(ρm − σm,m, ρσ̂, 0) in part (c). This in turn implies
that M is finite if and only if u has finite order, which occurs precisely when
ρm 6= σm, as in (a). As above, the claims in (b) follow routinely by taking
account of the fact that (ρ, σ) = 1.

For the proof of Theorem A we will also need the following.

Lemma 15. The group E is a semidirect product E = Γ⋊〈t〉, where Γ = 〈〈y〉〉E .
In particular Γ ∩ 〈t〉 = 1. Furthermore, if y = 1 in E, then |r − s| = 1, so
(r, s) = 1.

Proof. The first claim follows from the fact that 〈〈y〉〉E is the kernel of a retrac-
tion of E onto the cyclic subgroup generated by 〈t〉:

E/〈〈y〉〉E ∼= 〈t, y | tn, yrtAy−st−A, y〉 ∼= 〈t | tn〉.

If y = 1 in E, then the quotient E/〈〈t〉〉E ∼= 〈t, y | tn, yrtAy−st−A, t〉 ∼=
〈y | yr−s〉 ∼= Z|r−s| obtained by trivializing t is the trivial group, so (r, s) is
a divisor of |r − s| = 1.

Proof of Theorem A. If r = s = 0, then E = 〈t, y | tn, yrtAy−st−A〉 is the
free product E ∼= Zn ∗ Z, which is virtually free, so the conclusions of the
theorem are easily verified in this case. So now we assume that either r or
s 6= 0, so g = (r, s) 6= 0 and we have the tree of groups decomposition (11).
By Lemma 14 we have that M is a metacyclic group, and since subgroups of
metacyclic groups are metacyclic, conclusion (a) follows from Lemma 13(a).
Recall that m = n/(n,A). If rm − sm 6= 0 then by Lemma 14 we have that
M is finite, so conclusion (b) follows from Lemma 13(b). If rm − sm = 0 then
Lemma 14 gives that M is infinite and since M embeds in E (by [21, I.7.5]) we
have that E is infinite. Suppose then that E is finite. By the same reasoning it
follows from Lemma 14 that rm − sm 6= 0.

Still assuming that E is finite, it follows (from [21, I.7.11]) that E is equal
to one of its subgroups 〈t〉, M , or 〈y〉. Because 〈t〉 ∼= Zn is nontrivial and
〈t〉 ∩ 〈y〉 = 1 by Lemma 15, it follows that E 6= 〈y〉, so E = 〈t〉 or M . If
E = M then t ∈ 〈v〉 = 〈tα〉 and y ∈ 〈u〉 = 〈yg〉, so a = (n,A) = 1 and
g = (r, s) = 1, as claimed. So assume that E = 〈t〉 ∼= Zn, in which case
Lemma 15 provides that y ∈ 〈t〉 ∩ 〈y〉 = 1, so that y = 1 in E and hence
|r − s| = g = 1. The fact that y = 1 implies that u = yg = 1 and so Lemma 14

implies that |rm − sm| =
∣

∣

∣

(

r
g

)m

−
(

s
g

)m∣
∣

∣
= 1. If we now suppose that rs 6= 0,

then min{|r|, |s|} ≥ 1, so the Mean Value Theorem implies that 1 = |rm−sm| =
m|x|m−1|r − s| = m|x|m−1 for some real number x satisfying |x| ≥ 1. Thus
m = 1 and so A ≡ 0 mod n. Using Lemma 14 as needed, the remaining
components of the statement (c) are easily verified.

It remains to verify the global properties expressed in statement (d). By (11)
and Lemma 14 the group E is the fundamental group of a tree of groups where
the edge groups are cyclic and the vertex groups are either cyclic or metacyclic,
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hence coherent. Then [55, Lemma 4.8] provides that E is coherent. If rm 6= sm

then E is virtually free by (b). Since free groups are subgroup separable [28]
and have geometric dimension at most one, we can assume that rm = sm. With
this, Lemma 14 implies that 〈u〉 and 〈y〉 are infinite cyclic and that M is split
metacyclic of the form M = 〈u〉⋊ 〈v〉. Again, with Γ = 〈〈y〉〉E , any element of
Γ∩M has the form uivj with 1 = ν0(uivj) = vj so j ≡ 0 mod m and therefore
uivj = ui ∈ 〈u〉. Thus Γ∩M is a subgroup of the infinite cyclic group 〈u〉. Since
Γ∩〈t〉 is trivial, the subgroup theorem for free products with amalgamation [34]
(or the structure theorem for groups acting on trees [21, I.4.1]) implies that Γ is
the fundamental group of a graph of groups with vertex groups that are either
trivial or infinite cyclic. That any such group is the fundamental group of an
aspherical two-complex follows from [19, Theorem 4.6]. Thus E contains the
finite index subgroup Γ with geometric dimension at most two.

To prove that E is subgroup separable under the assumption that rm = sm,
it suffices to prove that the finite index subgroup Γ = Gn(x

r
0x

−s
A ) is subgroup

separable. By [51, Theorem 1] it suffices to show that Γ is the fundamental group
of a finite tree of groups where each vertex group is either trivial or infinite cyclic.

The group Γ decomposes as a free product Γ ∼= ∗
(n,A)
i=1 Gm(xr

0x
−s
α ). Letting ᾱ be

a multiplicative inverse to α modulo m, the assignment xi → xᾱi determines an
isomorphism Gm(xr

0x
−s
α ) ∼= Gm(xr

0x
−s
1 ). Letting i range from 0 to m − 1 with

subscripts modulo m, we have

Gm(xr
0x

−s
1 ) ∼= 〈xi | x

r
i = x−s

i+1〉

∼= 〈xi, yi | x
r
i = x−s

i+1, yi = xg
i 〉

∼= 〈xi, yi | y
ρ
i = y−σ

i+1, yi = xg
i 〉.

Using the fact that rm = sm, it follows that either r = s = g or else r = −s = g
and m is even, so by Lemma 6 we have that Gm(yρ0y

−σ
1 ) ∼= Z. Thus the group

Gm(xr
0x

−s
1 ) is obtained from Gm(yρ0y

−σ
1 ) ∼= Z = 〈y0〉 = 〈y1〉 = · · · = 〈ym−1〉 =

Y , say, by adjoining a gth root of yi for each i = 0, . . . ,m − 1 and so can
be expressed as the fundamental group of a finite tree of groups with infinite
cyclic vertex groups, as in Figure 1. Therefore Γ can also be expressed as the
fundamental group of a finite tree of groups with all vertex groups trivial or
infinite cyclic, as desired.

Remark 16. With rm = sm, the group Gm(xr
0x

−s
1 ) appearing in the proof of

Theorem A is a unimodular generalized Baumslag-Solitar group (see [35] for
definitions) and so by [35, Proposition 2.6] it is virtually Fk ×Z for some k > 1,
where Fk denotes the free group of rank k. Therefore, if (n,A) = 1 then E is
virtually Fk × Z if rn = sn 6= 0 and is virtually free otherwise. We thank Jack
Button for pointing this out to us.

3. The Structure of Infinite Groups in the Class M

In the notation (9) the groups E and G are finitely generated and when
µ 6= 0 they are virtually free by part (b) of Theorem A and Corollary B. We
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Y

b
〈x0〉

〈y0〉

b 〈x1〉

〈y1〉
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〈y2〉
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〈x3〉

〈y3〉

b 〈xm−1〉
〈ym−1〉

b

b

b

b

Figure 1: Graph of groups for the group Gm(xr

0
x
−s

1
).

can calculate the rational Euler characteristics ([52]) χ(E) and χ(G) = nχ(E)
in terms of the amalgamated free product description (11) and these invariants
relate directly to the rank of any finite index free subgroup as in [21, IV.1.10(1)].
In particular, E and G possess nonabelian free subgroups precisely when χ(E) <
0. The groups E and G are virtually infinite cyclic in the case when χ(E) =
χ(G) = 0. The groups E and G are finite when χ(E) > 0. The following is a
refinement of parts (b) and (c) of Theorem A and Corollary B.

Theorem 17 (Virtually Free Case). With the notation (9), assume that rn/(n,A) 6=
sn/(n,A).

(a) The groups G and E are virtually infinite cyclic if and only if one of the
following holds:

(i) 1
n + 1

(r,s) = 1 and either (n,A) = 1 or rs = 0, or

(ii) 1
n + 1

|r−s| = 1 and A ≡ 0 mod n.

(b) The groups G and E are virtually nonabelian free if and only if one of the
following holds:

(i) 1
n + 1

(r,s) < 1 and either (n,A) = 1 or rs = 0,

(ii) 1
n + 1

|r−s| < 1 and A ≡ 0 mod n, or

(iii) A 6≡ 0 mod n, rs 6= 0, and (n,A) ≥ 2.

(c) The groups G and E are finite in all other cases.

Proof. Using (11) we have

χ(E) =
1

|〈t〉|
−

1

|〈v〉|
+

1

|M |
−

1

|〈u〉|
+

1

|〈y〉|

=
1

n
−

1

m
+

1

mµ
−

1

µ
+

1

gµ
(using Lemma 14)

=
1− (n,A)

n
+

1

µ

(

(n,A)

n
+

1

g
− 1

)

.
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As a first case, suppose that rs = 0. Since µ 6= 0, it follows that exactly one of
r or s is equal to 0 and this implies that µ = 1. So in this case we have

χ(E) =
1− (n,A)

n
+

(

(n,A)

n
+

1

g
− 1

)

=
1

n
+

1

g
− 1.

Thus the claims are true when rs = 0. Next suppose that (n,A) = 1. Then

χ(E) =
1

µ

(

1

n
+

1

g
− 1

)

and so the claims are true when (n,A) = 1. If A ≡ 0 mod n then, in particular,
m = 1 and so

χ(E) =
1− n

n
+

g

|r − s|

(

n

n
+

1

g
− 1

)

=
1

n
+

1

|r − s|
− 1

and so the claims are true when A ≡ 0 mod n. We can now assume that
rs 6= 0, A 6≡ 0 mod n, and (n,A) ≥ 2. Under the first two of these assumptions,
together with the fact that µ 6= 0, we will show that µ ≥ 3. With this, using
the fact that g ≥ 1 and (n,A) ≥ 2, we have

χ(E) =
1− (n,A)

n
+

1

µ

(

(n,A)

n
+

1

g
− 1

)

≤
1− (n,A)

n
+

1

µ

(

(n,A)

n

)

=
1

n

(

1− (n,A) +
(n,A)

µ

)

which is negative whenever µ ≥ 3. We complete the proof by showing that
µ ≥ 3 in all cases. Since A 6≡ 0 mod n, we have that m ≥ 2. Now, using the

Mean Value Theorem, for some real number x satisfying |x| ≥ min
{

|r|
g , |s|

g

}

,

we have

µ =

∣

∣

∣

∣

(

r

g

)m

−

(

s

g

)m∣
∣

∣

∣

≥

∣

∣

∣

∣

(

|r|

g

)m

−

(

|s|

g

)m∣
∣

∣

∣

= m|x|m−1

∣

∣

∣

∣

|r|

g
−

|s|

g

∣

∣

∣

∣

. (12)

Now the fact that rs 6= 0 implies that |x| ≥ 1 and the fact that µ 6= 0 implies

that |r|/g 6= |s|/g, and so the integer
∣

∣

∣

|r|
g − |s|

g

∣

∣

∣
≥ 1. Thus we have µ ≥ m and

so the claim is proved unless m = 2. If m = 2 then (12) gives

µ =

∣

∣

∣

∣

∣

(

r

g

)2

−

(

s

g

)2
∣

∣

∣

∣

∣

≥ 2|x|

∣

∣

∣

∣

|r|

g
−

|s|

g

∣

∣

∣

∣

.

The rightmost part of this expression is at least 4, except possibly when
{|r|/g, |s|/g} = {1, 2}, in which case the middle part of this expression is equal
to 3. In all cases we are assured that µ ≥ 3.
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Next, in Theorem 18, we offer a refinement of Corollary B(a), which deals
with the finite subgroups of groups from the class M. We use the splitting
E ∼= 〈t | tn〉∗t(n,A)=vM∗u=yg 〈y〉 as in (11) whereM = 〈u, v | vm, uρvαu−σv−α〉 ∼=
〈u〉⋊ 〈v〉 ∼= Zµ ⋊ Zm by Lemma 14.

Theorem 18 (Only Cyclic Finite Subgroups). With the notation (9), if the
condition

(n,A)(n, gf) = n(n,A, gf) (13)

is satisfied, then each finite subgroup of G is isomorphic to a subgroup of Zl

where

l =
|rn/(n,A) − sn/(n,A))|(n, f)

(r, s)n/(n,A)−1n
=

gµ(n, f)

n
.

In particular, if rn/(n,A) = sn/(n,A) and the condition (13) is satisfied, then G
is torsion-free so has geometric dimension at most 2.

Proof. We first show that the intersection G ∩ M is contained in the cyclic
normal subgroup 〈u〉 ∼= Zµ of M if and only if (13) is satisfied. We have
νf (v) = v = t(n,A) and νf (u) = tgf . If an arbitrarily given element uivj ∈ M is
in the kernel of νf , then νf (ui) = νf (v−j) ∈ νf (〈u〉) ∩ νf (〈v〉). Working in the
finite group 〈t〉 ∼= Zn, the condition (13) is equivalent to the assertion that the
intersection νf (〈u〉) ∩ νf (〈v〉) = 〈tgf 〉 ∩ 〈t(n,A)〉 is trivial. This is because

n/(n,A)

|〈t(n,A)〉 ∩ 〈tgf 〉|
=

∣

∣

∣

∣

〈t(n,A)〉

〈t(n,A)〉 ∩ 〈tgf 〉

∣

∣

∣

∣

=

∣

∣

∣

∣

〈t(n,A)〉〈tgf 〉

〈tgf 〉

∣

∣

∣

∣

=
n/(n,A, gf)

n/(n, gf)
=

(n, gf)

(n,A, gf)
.

Now the intersection G ∩ 〈v〉 = G ∩ 〈t(n,A)〉 is trivial and so if the condition
(13) holds and uivj ∈ G ∩ M , then vj = νf (vj) ∈ νf (〈u〉) ∩ νf (〈v〉) = 1,
so vj = 1 and uivj = ui ∈ 〈u〉. Conversely, if G ∩ M ≤ 〈u〉 and νf (ui) =
νf (vj) ∈ νf (〈u〉) ∩ νf (〈v〉), then u−ivj ∈ G ∩ M ≤ 〈u〉 so vj = 1 and so
νf (〈u〉) ∩ νf (〈v〉) = 1, whence (13) is satisfied.

In the decomposition (11) we have M = 〈v, u | vm, uρvαu−σv−α〉 and v =
t(n,A), u = yg. Now considering the decomposition E ∼= 〈t〉 ∗〈v〉 M ∗〈u〉 〈y〉 and
the fact that G∩〈t〉 = 1, it follows from [21, I.7.11] that each finite subgroup of
G is conjugate to a subgroup of 〈y〉, or G∩M (which, by the above, is contained
in 〈u〉 = 〈yg〉), and hence to a subgroup of G∩〈y〉. Now Lemma 14 implies that
〈y〉 ∼= Zgµ and the image of the restricted retraction νf |〈y〉 : 〈y〉 → 〈t〉 ∼= Zn is

〈tf 〉 soG∩〈y〉 ∼= 〈yn/(n,f) | ygµ〉 ∼= Zgµ/(gµ,n/(n,f)). Now since f(r−s) ≡ 0 mod n
we have that n/(n, f) divides (r − s). Also gµ = (r − s)(ρm − σm)/(ρ− σ) so
r − s, and hence n/(n, f), divides gµ. Therefore (gµ, n/(n, f)) = n/(n, f) so
G ∩ 〈y〉 ∼= Zgµ/(n/(n,f)), as required. In particular, if rn/(n,A) = sn/(n,A), then
µ = 0 and so G is torsion-free so G has geometric dimension at most two by
Theorem A(d).
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Note that (13) is satisfied in the case f = 0 (ie for the groups Γ = Gn(x
r
0x

−s
A )),

and note that in the case (r, s) = 1 condition (13) is the same as condition (8).

Example 19 (Finite subgroups of groups in M). The condition (13) is satisfied
if (r, n, s, f, A) = (6, 24, 2, 12, 8), so in this case every finite subgroup ofG is finite
cyclic with order dividing 26. The condition is not satisfied if (r, n, s, f, A) =
(6, 24, 2, 6, 9). HereM is metacyclic of order 8(38−1) generated by v = t9, u = y2

and 〈u〉 has index 8 in M . We have that ker(νf |M ) = ker(νf ) ∩M = G ∩M
has index 8 in M so G∩M has order 38− 1 = 6560. Now 〈u〉 is normal in M so
〈u〉 ∩ ker(νf |M ) = 〈u2〉 has index 2 in 〈u〉 so it follows that 〈u2〉 has index 2 in
G∩M , which is therefore generated by u2 = y4 and an element of (G∩M)\〈u2〉,

such as v4u = t12y2. Since (v4u)u2(v4u)−1 = (v4uv−4)2 = (u34)2 = (u2)81 we
have that u2 and v4u do not commute so G ∩ M is a nonabelian metacyclic
group of order 6560.

We now consider the occurrence of two-dimensional groups in the class M.
It follows from Theorem A(d) that each group in M possesses a finite index
subgroup of geometric dimension at most two and so the torsion-free groups
in class M are of geometric dimension at most two. The class M does con-
tain virtually free groups (Corollary B(b)) and it contains free groups such as
G3(x0x1x2), which is free of rank two. We now illustrate that the class M also
contains groups that are not virtually free as well as groups with torsion that
have torsion-free subgroups that are not free.

Example 20 (Geometric dimension of groups in M). The condition (13) is
satisfied when f = 0. For example, with (r, n, s, f, A) = (3, 2,−3, 0, 1), the
group G = Γ ∼= G2(x

3
0x

3
1) = 〈x0, x1 | x3

0x
3
1〉 = 〈x0〉 ∗x3

0=x−3
1

〈x1〉 is a free

product of two infinite cyclic groups with subgroups of index 3 amalgamated.
This group is torsion-free and has geometric dimension equal to two, being a
nonabelian torsion-free one-relator group with nontrivial center, so it is not free.
The condition (13) is not satisfied if (r, n, s, f, A) = (3, 2,−3, 1, 1). Here M is
generated by v = t and u = y3 and 〈u〉 has index 2 in M . We have that ker
(νf |M ) = ker(νf )∩M = G∩M has index 2 in M and that 〈u〉 is normal in M so
〈u〉 ∩ ker (νf |M ) = 〈u2〉 has index 2 in 〈u〉 so it follows that 〈u2〉 has index 2 in
G∩M , which is therefore generated by u2 = y6 and an element of (G∩M)\〈u2〉,
such as ut = y3t. Then 〈y3t〉 ∩ y6 = 1 so G ∩M is an infinite dihedral group
〈y6〉 ⋊ 〈y3t〉 ∼= D∞ in E = G ⋊θ Z2

∼= 〈t, y | t2, y3ty3t−1〉. In this case, setting
xi = tiyt−1−i, we have G ∼= G2(x0x1x

2
0x1x0) = G2((x

2
0x1)

2) is not torsion-free,
because x2

0x1 = 1 implies G ∼= Z6, a contradiction. Therefore G has infinite
geometric dimension. However G does contain the index two subgroup G∩Γ of
geometric dimension two, which is therefore torsion-free but not free.

Generalizing the previous example, we now wish to identify when the group
G possesses a finite index subgroup of geometric dimension exactly two. By
Corollary B(b), a necessary condition is that rn/(n,A) = sn/(n,A) 6= 0, which
means that either r = s 6= 0 or else r = −s 6= 0 and n/(n,A) is even. In
particular, g = (r, s) = r 6= 0.
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Theorem 21 (Two-Dimensional Groups in M). With the notation (9), assume
that rn/(n,A) = sn/(n,A) 6= 0.

(a) If (n,A)
n + 1

(r,s) > 1, then Γ is free of rank (n,A) and has geometric dimen-

sion one, so G and E are virtually free.

(b) If (n,A)
n + 1

(r,s) ≤ 1, then Γ has geometric dimension two, so both G and

E possess non-free finite index subgroups of geometric dimension two.

(c) The group G is torsion-free and satisfies gd (G) = gd (Γ) ≤ 2 unless
n/(n,A) is even, r = −s 6= 0, (r, s)f ≡ n/2 mod n, and tn/2 is an odd
power of t(n,A) in 〈t〉 ∼= Zn, in which case G contains the infinite dihedral
group 〈y2r〉⋊ 〈yrtn/2〉 ∼= Z ⋊ Z2.

Proof. As in the final step of the proof of Theorem A(d), the index n subgroup
Γ = 〈〈y〉〉E is isomorphic to the free product of (n,A) copies of the group
Gm(xr

0x
−s
1 ) = Gm(xg

0x
±g
1 ). If either (n,A) = n or g = 1, then the group

Gm(xr
0x

−s
1 ) is infinite cyclic, so that Γ is free of rank (n,A), as in (a). If both m

and g are at least two, then (as in the proof of Theorem A) Gm(xr
0x

−s
1 ) is the free

product ofm infinite cyclic groups with a nontrivial proper common subgroup of
index g amalgamated. It follows that Gm(xr

0x
−s
1 ) is not free, being nonabelian

with nontrivial center (see e. g. [37, Cor. 4.5]). Thus Γ is two-dimensional, which
proves (b).

For the final claim, the group G is a subgroup of E = 〈t〉∗t(n,A)=vM ∗u=yg 〈y〉
where M is the semidirect product M = 〈u, v | vm, uvαu−ǫv−α〉 ∼= Z ⋊ǫ Zm.
Here, ǫ = r/s = ±1 and m is even if ǫ = −1. The group G is the kernel of
the retraction ν = νf : E → 〈t〉 ∼= Zn where ν(t) = t and ν(y) = tf . Thus
ν(v) = v = t(n,A) and ν(u) = tgf . By the subgroup theorem for amalgamated
products [34] (or the structure theorem for groups acting on trees [21, I.4.1]),
G is the fundamental group of a graph of groups where the vertex groups are
conjugates of the intersectionsG∩〈t〉, G∩M , andG∩〈y〉. Moreover, any element
of finite order in G is conjugate to an element of a vertex group [21, I.4.9]. Now
G ∩ 〈t〉 is trivial and G ∩ 〈y〉 is infinite cyclic. In addition, each torsion-free
subgroup of M ∼= Z⋊ǫZm is infinite cyclic. This means that if G is torsion-free,
then G is the fundamental group of a graph of groups where each vertex group
is either trivial or infinite cyclic. As noted previously, this in turn implies that
gd (G) ≤ 2 [19, Theorem 4.6] and, since G ∩ Γ is a finite index subgroup of G
and of Γ, it follows that gd (G) = cd (G) = cd (G) ∩ Γ = cd (Γ) = gd (Γ) [21,
IV.3.18].

It remains to determine the conditions under which G ∩ M is not torsion-
free. First note that if r = s, so that ǫ = 1 and M ∼= Z × Zm = 〈u〉 × 〈v〉,
then all torsion elements of M lie in 〈v〉 and so it follows that G∩M is torsion-
free because ν|〈v〉 is injective. So now assume that r = −s = g 6= 0 and m

is even. The fact that ν = νf : E → Zn is a retraction implies the condition
f(r − s) ≡ 0 mod n, which here means that 2gf ≡ 0 mod n. Now this implies
that ν(u) = tgf is either trivial, so that u ∈ G ∩M , or else tgf = tn/2, in which
case ν(u2) = 1. If ν(u) = 1, then the fact that ν|〈v〉 is injective implies that
G ∩ M = G ∩ (〈u〉 ⋊ 〈v〉) = 〈u〉, which is infinite cyclic. Thus the group G is
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torsion-free unless ν(u) = tgf = tn/2 and G ∩M contains a nontrivial element
of finite order. The elements of finite order in M have the form uivj where
i = 0 or j is odd. Thus every nontrivial element of finite order in G ∩ M has
the form uivj where i 6= 0 and 0 < j < m is odd. Since ν|〈v〉 is injective and

vj 6= 1, this implies that 1 = ν(uivj) = tgfivj = tin/2vj = tn/2vj and hence
vj = tn/2. In other words, tn/2 is an odd power of v = t(n,A) in 〈t〉 ∼= Zn.
Now we find that u2 = y2g and uvj = ygtn/2 lie in G ∩M and since 〈u〉 ∼= Z,
〈uvj〉 ∼= Z2 and (u2(uvj)−1)2 = 1 we have that G contains the infinite dihedral
group 〈u2〉⋊ 〈uvj〉 = 〈y2g〉⋊ 〈ygtn/2〉 ∼= Z ⋊ Z2.

For the proof of the following, note that virtually free groups are either large
or virtually abelian and that the free product of two nontrivial cyclic groups
is large unless both cyclic groups are of order 2 [42] and so the free product is
virtually cyclic.

Corollary 22 (The Tits alternative). Let E and G be as defined at (9). Then
E (and hence G) is either large or is virtually abelian.

Proof. If A ≡ 0 mod n then E ∼= Zn ∗Z|r−s| and if rs = 0 then E ∼= Zn ∗Z|r| or
Zn ∗ Z|s| so we may assume that A 6≡ 0 mod n, hence m ≥ 2, and that rs 6= 0.
By Theorem A(b) we may assume rm = sm and then by Theorem 21(a) we
may assume g ≥ 2. By killing yg, we see that E maps onto Zn ∗ Zg so we may
assume g = n = 2, and therefore A = 1. Then E = 〈t, y | t2, y2ty±2t〉, which is
a Z2-extension of G2(x0x1x

−1
0 x−1

1 ) ∼= Z × Z or of G2(x
2
0x

2
1) = 〈x0, x1 | x2

0x
2
1〉,

which is the (virtually Z× Z) fundamental group of the Klein bottle.

4. Free products and Metacyclic Groups in the Class M

We now prove Theorem C.

Proof of Theorem C. The group E acts on the acts on the standard graph T
associated to the amalgamated free product decomposition (11). When g =
(r, s) = 1 this decomposition takes the simplified form E ∼= 〈t〉 ∗t(n,A)=v M . As
in [21, page 13], the standard graph has vertices and edges determined by coset
spaces:

Vert(T ) = E/〈t〉 ⊔ E/M, Edge(T ) = E/〈v〉.

Given w ∈ E, the edge w〈v〉 ∈ Edge(T ) has endpoints w〈t〉 and wM . The
action of E is by left multiplication on cosets and the normal form theorem for
free products with amalgamation amounts to the fact that T is a tree [21, I.7.6].
The E-action on T restricts to an action by the cyclically presented group G and
the Structure Theorem for groups acting on trees [21, I.4.1] describes a splitting
of G as the fundamental group of a graph of groups where the underlying graph
is the orbit graph G\T . In particular, since the intersection G ∩ 〈t〉 = 1 is
trivial, in the present situation the group G acts freely on the edges of T and
the Structure Theorem implies that G is the free product of the vertex groups
together with the fundamental group π1(G\T ) of the orbit graph, which is a
free group.

20



Consider the orbit map q : T → G\T . Taking H = 〈t〉, 〈v〉, and M in turn,
we must consider the G-action on the coset space E/H . The set of orbits of
the G-action on E/H is the double coset space G\E/H , which is in bijective
correspondence with the finite coset space 〈t〉/νf (H). Thus the orbit graph is
finite. Moreover it follows that the group G acts transitively on the vertices
of T of the form w〈t〉. Similarly, the number of vertices in G\T of the form
q(wM) is |〈t〉/νf (M)| = |〈t〉/〈t(n,A), tf 〉| = (n,A, f). The number of edges in the
orbit graph G\T is |〈t〉/νf (〈v〉)| = |〈t〉/νf (〈t(n,A)〉)| = (n,A). Thus the Euler
characteristic of the connected orbit graph is χ(G\T ) = 1 + (n,A, f) − (n,A)
and so its fundamental group is free of rank 1− χ(G\T ) = (n,A)− (n,A, f).

We now describe the G-stabilizers of representatives for each G-orbit on the
elements of T . We have already noted that StabG(1〈t〉) = G ∩ 〈t〉 = 1 and it
follows that StabG(w〈v〉) = 1 for each w ∈ E. For w ∈ E, the G-stabilizer of
the vertex wM ∈ Vert(T ) is G ∩ wMw−1 = w(G ∩ M)w−1. In the graph of
groups decomposition of G, there are thus (n,A, f) vertex groups isomorphic
to the intersection Ḡ = kerνf |M = G ∩M . It remains to show that Ḡ has the
presentation given in the statement.

We set Γ̄ = kerν0|M = Γ ∩ M . Since (α,m) = 1 and (r, s) = 1 Lemma 6
gives that the group Γ̄ is cyclic of order |rm − sm| generated by u so has the
presentation B(rm − sm, 1, 1, 1). This provides the required presentation in the
case f = 0 so now assume f 6= 0.

Let N = Γ̄ ∩ Ḡ = (Γ ∩G) ∩M ; then N is normal in M and is cyclic, being
a subgroup of Γ̄. Further, Ḡ/N = Ḡ/(Γ̄∩ Ḡ) ∼= (Γ̄ · Ḡ)/Γ̄ so Ḡ/N is a subgroup
of M/Γ̄ so is cyclic. Now

uj ∈ N ⇔ uj ∈ Ḡ ⇔ νf |M (uj) = 1 ⇔ tjf = 1 ⇔ n|jf ⇔ n/(n, f)|j

so N = 〈un/(n,f) | urm−sm〉 ∼= Z|rm−sm|/(n/(n,f),rm−sm). But f(r−s) ≡ 0 mod n
implies that n/(n, f) divides rm−sm so (n/(n, f), rm−sm) = n/(n, f) and N ∼=
Z|rm−sm|(n,f)/n. Also M/Ḡ ∼= Im(νf |M ) = 〈t(n,A), tf | tn〉 = 〈t(n,A,f) | tn〉 ∼=
Zn/(n,A,f) so Ḡ has index n/(n,A, f) in M . Now Lemma 14 implies that M
has order m(rm − sm) so Ḡ has order |rm − sm|(n,A, f)/(n,A). Hence Ḡ/N is
cyclic of order Ḡ/|N | = n(n,A, f)/((n,A)(n, f)) and so Ḡ admits a metacyclic
extension

Z |rm−sm|(n,f)
n

→֒ Ḡ ։ Z n(n,A,f)
(n,A)(n,f)

so it has a presentation of the form B( |r
m−sm|(n,f)

n , n(n,A,f)
(n,A)(n,f) , R, λ) for some

R, λ.
Writing d = (n, f), δ = (n, f)/(n,A, f) we shall show that G is isomorphic

to B(d(rm − sm)/n,m/δ, p, λ) where

λ =
Q

rm − sm

(

d(rm − sm)

n
, p− 1

)

where p = (sr̂)fᾱ/(n,A,f), Q = (n,A)
(n,A,f)

∑m/δ−1
i=0 pi. Then since the finite group

G = kerνf |M has a balanced presentation, and hence H2(Ḡ) = 0 (so Ḡ is a
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Schur group), it follows from [3, page 414] that

B(d(rm − sm)/n,m/δ, p, λ) ∼= B(d(rm − sm)/n,m/δ, p, 1)

as required. The group B(d(rm − sm)/n,m/δ, p, λ) has a presentation

〈a, b | ad(r
m−sm)/n, bab−1 = ap, bm/δ = adQ/n〉. (14)

The hypothesis f(r−s) ≡ 0 mod n implies that n/d is a divisor of (rm−sm) and
so the exponent d(rm − sm)/n in this presentation is an integer; the exponent

m/δ = (n,fn/(n,A))
(n,f) so too is an integer. That the exponent dQ/n is an also an

integer, or equivalently that Q ≡ 0 mod n/d, is less obvious, so we now explain
this. The hypothesis f(r−s) ≡ 0 mod n implies that r ≡ s mod n/d. Since also
rr̂ ≡ 1 mod (rm−sm) and n/d is a divisor of (rm−sm) we have rr̂ ≡ 1 mod n/d.
Therefore p = (sr̂)fᾱ/(n,A,f) ≡ (rr̂)fᾱ/(n,A,f) ≡ 1 mod n/d and hence

Q =
(n,A)

(n,A, f)

m/δ−1
∑

i=0

pi ≡
(n,A)

(n,A, f)
·
m

δ
≡ 0 mod n/d.

Let ζ = un/d, η = u(n,A)/(n,A,f)v−f/(n,A,f). Then ζ ∈ kerν0|M ∩ kerνf |M = N
and η ∈ kerνf |M = Ḡ. We now show that the relations of the presentation (14)
are satisfied for ζ, η inM , and hence in Ḡ. Of course ζd(r

m−sm)/n = urm−sm = 1,
giving the first relation. Next note that the relator urvαu−sv−α of M implies
that v−αurvα = us so

v−f/(n,A,f)uvf/(n,A,f) = v−αfᾱ/(n,A,f)urr̂vαfᾱ/(n,A,f)

= v−α(fᾱ/(n,A,f)−1)(v−αurvα)r̂vα(fᾱ/(n,A,f)−1)

= v−α(fᾱ/(n,A,f)−1)ur̂svα(fᾱ/(n,A,f)−1)

= v−α(fᾱ/(n,A,f)−2)(v−αuvα)r̂svα(fᾱ/(n,A,f)−2)

= v−α(fᾱ/(n,A,f)−2)(v−αurr̂vα)r̂svα(fᾱ/(n,A,f)−2)

= v−α(fᾱ/(n,A,f)−2)(v−αurvα)r̂
2svα(fᾱ/(n,A,f)−2)

= v−α(fᾱ/(n,A,f)−2)u(r̂s)2vα(fᾱ/(n,A,f)−2)

= · · ·

= u(r̂s)fᾱ/(n,A,f)

= up.

Then

ηζη−1 = (u(n,A)/(n,A,f)v−f/(n,A,f))un/d(u(n,A)/(n,A,f)v−f/(n,A,f))−1

= u(n,A)/(n,A,f)
(

v−f/(n,A,f)uvf/(n,A,f)
)n/d

u−(n,A)/(n,A,f)

= u(n,A)/(n,A,f)unp/du−(n,A)/(n,A,f)

= unp/d = ζp
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giving the second relation of (14). Next

ηm/δ = (u(n,A)/(n,A,f)v−f/(n,A,f))m/δ

= u(n,A)/(n,A,f)(v−f/(n,A,f)u(n,A)/(n,A,f)vf/(n,A,f))·

(v−2f/(n,A,f)u(n,A)/(n,A,f)v2f/(n,A,f))·

. . . · (v−(m/δ−1)f/(n,A,f)u(n,A)/(n,A,f)v(m/δ−1)f/(n,A,f)) · v−mf/δ

=

m/δ−1
∏

i=0

(

v−if/(n,A,f)uvif/(n,A,f)
)(n,A)/(n,A,f)

.

Now

v−if/(n,A,f)uvif/(n,A,f) = v−(i−1)f/(n,A,f)(v−f/(n,A,f)uvf/(n,A,f))v(i−1)f/(n,A,f)

= v−(i−1)f/(n,A,f)upv(i−1)f/(n,A,f)

= (v−(i−1)f/(n,A,f)uv(i−1)f/(n,A,f))p

= · · ·

= upi

so

ηm/δ =

m/δ−1
∏

i=0

u
(n,A)

(n,A,f)
pi

= u
(n,A)

(n,A,f)

∑m/δ−1
i=0 pi

= uQ.

Therefore ηm/δ = uQ = ζdQ/n, giving the third relation of (14).
Therefore, if H̄ is the group defined by the presentation (14) we have shown

that there is a homomorphism φ : H̄ → Ḡ given by a 7→ ζ, b 7→ η. To complete
the proof we must show that φ is an isomorphism. Now bab−1 = ap so the
normal closure of a in H̄ is the cyclic group generated by a, which is of order
at most d|rm − sm|/n. Further, the quotient of H̄ by this normal closure is
〈b | bm/δ〉 ∼= Zm/δ so H̄ has order at most (d|rm−sm|/n)(m/δ) = |Ḡ|. Therefore,
if φ is surjective then it follows that H̄ ∼= Ḡ so it suffices to show that Ḡ is
generated by ζ and η. We have ηl ∈ N if and only if

ν0|M ((u(n,A)/(n,A,f)v−f/(n,A,f))l) = 1

and
νf |M ((u(n,A)/(n,A,f)v−f/(n,A,f))l) = 1.

That is, if and only if

v−fl/(n,A,f) = 1 ⇔ m|
fl

(n,A, f)
⇔

m

δ
|
f

d
l ⇔

m

δ
|l

since (m/δ, f/d) = 1. That is, (ηN) ∈ Ḡ/N has order m/δ in Ḡ/N so the
cosets N, ηN, . . . , ηm/δ−1N are distinct. In total there are |N |m/δ = |rm −
sm|(n,A, f)/(n,A) = |Ḡ| elements in these cosets. Since also N is generated by
ζ we have that Ḡ is generated by ζ and η, as required.
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We now turn to the proof of Corollary D. When (C) holds but (A) does not,
the following lemma puts the group Gn(x0xkxl) in a form to which Theorem C
can be readily applied.

Lemma 23. Suppose (n, k, l) = 1, k 6= l, k, l 6= 0. If (C) holds but (A) does
not then Gn(x0xkxl) is isomorphic to Gn(x0xn/3x1+2n/3).

Proof. As in [24] we shall write Gn(k, l) = Gn(x0xkxl). As stated in [24,
page 765] the given conditions imply that (n, k) = 1 or (n, l) = 1 or (n, k−l) = 1.
By the symmetries of [24, Lemma 2.1(ii),(iv)] we may assume (n, l) = 1 and then
by applying an automorphism of Zn we may assume l = 1+2n/3. Observe that

Gn(1 + n/3, 1 + 2n/3)
(ii)
∼= Gn(1 + 2n/3, 1 + n/3)

(iv)
∼= Gn(1 + 2n/3, n/3)

(ii)
∼= Gn(n/3, 1 + 2n/3)

×−1
∼= Gn(2n/3, n/3− 1)

(iv)
∼= Gn(2n/3, 1 + n/3) (15)

(where the superscripts correspond to isomorphisms given in [24, Lemma 2.1],
or multiplying subscripts of the relators by −1). In particular

Gn(1 + n/3, 1 + 2n/3), Gn(2n/3, n/3− 1), Gn(2n/3, n/3 + 1) (16)

are all isomorphic to Gn(n/3, 2n/3 + 1).
Since (C) is true we have that 3k ≡ 0 mod n or 3(l − k) ≡ 0 mod n so for

G = Gn(k, 1 + 2n/3) we have k = n/3, 2n/3, 1, or n/3 + 1. If k = n/3 then we
are done. If k = n/3+ 1 then G = Gn(1 +n/3, 1+ 2n/3) and, as noted at (16),
G ∼= Gn(n/3, 1 + 2n/3). Thus we need to consider the cases k = 2n/3, k = 1.
These are the same case, however, since

Gn(2n/3, 1+2n/3)
(ii)
∼= Gn(1+2n/3, 2n/3)

(iv)
∼= Gn(1+2n/3, 1)

(ii)
∼= Gn(1, 1+2n/3)

so we may assume k = 2n/3, so G = Gn(2n/3, 1 + 2n/3). Now since (A) does
not hold we have that 2n/3 ≡ 0, 2 mod 3.

Suppose 2n/3 ≡ 0 mod 3; then 9|n. Then (1 + 2n/3, n) = 1 so the
map xi 7→ x(1+2n/3)i is an automorphism of Gn(2n/3, 1 + 2n/3). This trans-
forms the relators xixi+2n/3xi+2n/3+1 to xixi+4n2/9+2n/3xi+4n2/9+4n/3+1, ie to
xixi+2n/3xi+1+n/3 which are the relators ofGn(2n/3, 1+n/3) which, as observed
at (15), is isomorphic to Gn(n/3, 1 + 2n/3).

Suppose then that 2n/3 ≡ 2 mod 3; then 9|(2n−6). Then (2n/3−1, n) = 1 so
the map xi 7→ x(2n/3−1)i is an automorphism of Gn(2n/3, 1+2n/3). This trans-
forms the relators xixi+2n/3xi+2n/3+1 to xixi+(2n/3)(2n/3−1)xi+(2n/3+1)(2n/3−1),
ie to xixi+(2n−6)2n/9+2n/3xi+(2n−6)2n/9+4n/3−1, ie xixi+2n/3xi+n/3−1, which are
the relators of Gn(2n/3, n/3 − 1), which as observed at (15), is isomorphic to
Gn(n/3, 1 + 2n/3).

Proof of Corollary D. Let G = Gn(x0xkxl) where (n, k, l) = 1 and suppose
that (C) holds.
(i) Suppose that (A) does not hold and k 6≡ 0, l 6≡ 0, k 6≡ l mod n. Then
Lemma 23 implies that G is isomorphic toGn(x0xn/3x1+2n/3) which is the group

24



Gn(w) with w as given at (6) with parameters (r, n, s, f, A) = (2, n,−1, n/3, 1).
The hypotheses of Theorem C are satisfied and we have rn − sn = 2n − (−1)n,
(n, f) = n/3, ᾱ = 1, r̂ = (−1)n2n−1 so G ∼= B((2n − (−1)n)/3, 3, p, 1), where
p = 2n(n−1)/3. It remains to show that p is congruent to 22n/3 mod (2n −
(−1)n)/3. Working to this base, we have 2n − (−1)n ≡ 0 so 2n ≡ (−1)n and
hence 2n(n/3−1) ≡ (−1)n(n/3−1) ≡ 1. Therefore 2n(n−1)/3 = 2n(n/3−1)22n/3 ≡
22n/3, and we are done.
(ii) Suppose that k ≡ 0, l ≡ 0 or k ≡ l mod n. Then since (n, k, l) = 1 it is
easy to see that G ∼= Gn(x

2
0x1) which is the group Gn(w) with w as given at (6)

with parameters (r, n, s, f, A) = (2, n,−1, 0, 1) so by Theorem C we have that
G ∼= B(2n − (−1)n, n, 1, 1) ∼= Z2n−(−1)n .
(iii) Suppose that (C) holds and (A) does not. Then, as explained in [24,
page 763], we have that G ∼= G3m(x0x1xm) or G ∼= G3m(x0x1xm+1) (m ≥ 1).
Now we have that G3m(x0x1xm) ∼= G3m(x−1

0 x−1
m x−1

1 ) ∼= G3m(x0xmx1) and that
G3m(x0x1xm+1) ∼= G3m(x1xm+1x0) ∼= G3m(x0xmx3m−1), soG ∼= G3m(x0xmxǫ)
(ǫ = ±1). Setting n = 3m, r = 2, s = −1, f = m, A = m + ǫ and comparing
the defining relator x0xmxǫ with the word shape (6) we see that G lies in the
class M. Since (A) holds we have that A = m + ǫ ≡ 0 mod 3 so we write
A = 3j. Since (m, j) = (3j − ǫ, j) = 1 we have that (n,A) = (3m, 3j) = 3
and (n,A, gf) = (3m, 3j,m) = 1. In addition we have n(n,A, gf) = 3m =
(n,A)(n, gf) as in condition (13). By Theorem C it follows that G ∼= Zγ ∗ Fk

where γ = µ(n,A, f)/(n,A) = (2m − (−1)m)/3 and k = (n,A) − (n,A, f) =
3− 1 = 2.

5. Fixed Points for the Shift on Finite Groups G in the Class M

We now prove Theorem F.

Proof of Theorem F. Since G is finite and nontrivial, Corollary B implies that
(n,A) = (r, s) = 1. Both G and Γ (see (9)) are left Zn-sets under the action of
their respective shifts, which we denote by θG and θΓ respectively. By [7, Lemma
2.2], both G and Γ are isomorphic as Zn = 〈t〉-sets to the coset space E/〈t〉 with
its natural left action via multiplication in E. Thus G and Γ are isomorphic as
Zn-sets, and so given j modulo n, there is a bijective correspondence between the
fixed point sets Fix(θjG) and Fix(θjΓ). (Note that although these fixed point sets
are subgroups within E, the bijection referred to here is not generally a group
homomorphism.) Next, the fact that (n,A) = 1 implies that Fix(θjΓ) = Fix(θjAΓ )
and that there is a group isomorphism φ : Γ0 = Gn(x

r
0x

−s
1 ) → Gn(x

r
0x

−s
A ) = Γ

given by φ(xi) = xiA and satisfying φ ◦ θΓ0 = θAΓ ◦ φ. Taken together, these
observations imply that we have (setwise) bijections and equalities as follows:

Fix(θjG) ≃ Fix(θjΓ) = Fix(θjAΓ ) ≃ Fix(θjΓ0
).

Since (r, s) = 1, Lemma 6 implies that Γ0 is cyclic of order µ = |rn − sn|,
generated by any of its generators xi; further, we can choose integers a, b such
that arn + bs = 1. Setting β = r(sn−1a + b), the proof of Lemma 6 (see [6,
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Lemma 3.4]) shows that θ(xi) = xi+1 = xβ
i . Working modulo µ = |rn − sn|, if

xk
i ∈ Γ0 then θj(xk

i ) = xk
i if and only if k is equivalent to βjk i.e. to

rj(sn−1a+ b)jk ≡ rj
(

sn−1a+
1− arn

s

)j

k ≡
rj

sj
(sna+ 1− arn)

j
k ≡

rj

sj
k

which is equivalent to the assertion that (rj−sj)k ≡ 0 mod µ. Thus, considering
the shift θΓ0 on Γ0 = Gn(x

r
0x

−s
1 ), the fixed point subgroup for θjΓ0

is Fix(θjΓ0
) =

〈x
µ/(rn−sn,rj−sj)
0 〉 = 〈x

µ/(r(n,j)−s(n,j))
0 〉, which has order |r(n,j) − s(n,j)|. Trans-

lating to G = Gn(w), the fixed point subgroup for θjG has the indicated order.

If θjG is fixed point free then we have that |r(n,j) − s(n,j)| = 1 so (n, j) = 1
and |r − s| = 1 and so the only value of f that satisfies f(r − s) ≡ 0 mod n is
f ≡ 0 mod n so G ∼= Gn(x

r
0x

−s
A ). Since G is finite we have that (A, n) = 1 so

G ∼= Gn(x
r
0x

−s
1 ) ∼= Zµ where µ = |rn − sn|. Conversely, if (n, j) = |r − s| = 1

then |Fix(θjG)| = 1 so θjG is fixed point free.

In the next example we use Theorem F to show that every group G in the
class M of order 125 is cyclic. The significance of this will be made clear in the
subsequent discussion.

Example 24 (Groups in M of order 125 are cyclic). Let G be a group in the
class M with parameters (r, n, s, f, A) and order 125. We shall show that G is
cyclic and the shift automorphism θ is either fixed point free or is the identity
map. Let H = Fix(θ) ≤ G. If H = 1 then G is cyclic, by Theorem F; if H = G
then θ is the identity map so all generators of the cyclic presentation for G
represent the same element so G is cyclic. We now show that these are the only
possibilities; that is, H cannot be a proper, nontrivial subgroup of G. We do
this by showing that if |H | = 5 or 25 then r and s are both divisible by 5, which
contradicts (r, s) = 1 (which holds since G is finite).

Suppose |H | = 5. Then |r − s| = 5 (by Theorem F) so r = s+ 5ǫ (ǫ = ±1)
and

125 = |G| = |(s+ 5ǫ)n − sn| =
∣

∣5ǫnsn−1 +
n
∑

j=2

(

n

j

)

(5ǫ)jsn−j
∣

∣

or equivalently

5ǫnsn−1 = ±125−

n
∑

j=2

(

n

j

)

(5ǫ)jsn−j . (17)

We may assume s is not divisible by 5, for otherwise 5|(r, s) = 1 so (17) implies
that n is divisible by 5. Therefore 5|

(

n
2

)

so (17) implies that n is divisible by
25. Therefore 125 = |rn − sn| is divisible by |r25 − s25| = |(s+5ǫ)25 − s25|, and
for each ǫ = ±1 the minimum value of |(s+ 5ǫ)25 − s25| is greater than 25, and
we have a contradiction.

Suppose then that |H | = 25. Then |r − s| = 25 and as above we get

25ǫnsn−1 = ±125−

n
∑

j=2

(

n

j

)

(25ǫ)jsn−j (18)
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so again 5|n. Then 125 = |rn − sn| is divisible by |r5 − s5| = |(s+ 25ǫ)5 − s5|,
but the minimum value of |(s+25ǫ)5− s5| is again greater than 125, so we have
a contradiction.

In this article we have investigated structural properties of both finite and
infinite cyclically presented groups in the class M. As noted in the Introduc-
tion, the class M encompasses many families of finite metacyclic generalized
Fibonacci groups that were previously identified in the literature. Notable ex-
ceptions to this are the following families of groups:

H(2k + 1, 4, 2) = G4

((

2k
∏

i=0

xi

)

(x2k+1x2k+2)
−1

)

,

F (4l+ 2, 4) = G4

((

4l+1
∏

i=0

xi

)

x−1
4l+2

)

.

The groups H(2k + 1, 4, 2) were conjectured to be finite and metacyclic in [15]
and this was proved in [9]. (The paper [9] also gives a formula for the group
orders but this, and the last few lines of the proof, are incorrect.) The groups
F (4l+2, 4) were shown in [45] to be metabelian groups of order (4l+1)(24l+1+
(−1)l22l+1 + 1) with F (4l + 2, 4)ab ∼= Z5 × Z4l+1. It was later established
in [48] that F (4l + 2, 4) and H(4l + 3, 4, 2) are isomorphic (therefore providing
the orders of H(4l + 3, 4, 2)). The orders of the groups H(2k + 1, 4, 2), and
the fact that they are metacyclic, are contained in [6, Corollary E], which pro-
vides that if n = 4 or 6, (m, k) = 1, and m = ±1 mod n, then the group
Jn(m, k) = 〈t, y | tn, ym−kt3ykt2〉 contains a unique normal, metacyclic (and
cyclically presented) subgroup of index n and known order. In particular, con-
sidering the shift extension we have H(2k + 1, 4, 2)⋊θ Z4 = J4(2k − 1,−2) and
|H(2k + 1, 4, 2)| = (2k − 1)(22k−1 − (−1)(k+1)(k+2)/22k + 1).

There is an overlap between the cyclically presented groups in the class M
and those covered by [6, Corollary E], as well as between their shift extensions
E(r, n, s, A) = 〈t, y | tn, yrtAy−st−A〉 and the groups Jn(m, k). For example,
E(1, 2,−2, 1) ∼= J6(1, 1) ∼= Z6 and E(2, 4,−1, 1) ∼= J4(3, 1) ∼= J4(3,−2) is a
nonabelian group of order 60, with both E(2, 4,−1, 1) and J4(3,−2) serving as
the shift extension of H(5, 4, 2) ∼= Z15. However, such coincidences appear to be
rare exceptions. The group J4(5,−1) = F (6, 4)⋊θZ4 is metacyclic of order 500;
this essentially appeared in [15], being a Z4 extension of F (6, 4) of order 125.
Elementary arguments show that 500 cannot be expressed in the form n|rn−sn|
with n ≥ 2 and r, s 6= 0, so J4(5,−1) is not isomorphic to any group of the form
E(r, n, s, A).

Given an arbitrary positive integer k, the cyclically presented group in
class M corresponding to the parameters (r, n, s, f, A) = (k + 1, 2,±k, 0, 1) is
cyclic of order (k + 1)2 − k2 = 2k + 1 so every cyclic group of odd order occurs
in the class M. Considering these two occurrences, when s = k the shift on the
group Z2k+1 is fixed point free, while if s = −k then the shift acts as the identity.
Thus although the order of the shift extension |F (6, 4) ⋊ Z4| = 500 does not
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occur as that of the shift extension of any group in the class M, the group order
|F (6, 4)| = 125 does occur as the order of a group in the class M. However,
Example 24 shows that the only group of order 125 that occurs in the class M
is cyclic. The fact that F (6, 4) is nonabelian therefore implies that F (6, 4) itself
does not occur in the class M. Alternatively, one can use Corollary E to prove
that no cyclically presented group in M can simultaneously have order 125 and
abelianisation Z5 × Z5 (the abelianisation of F (6, 4)), so the group F (6, 4) is
not in M.

With the evidence so far considered, it remains possible that the only finite
groups in the class M that have orders equal to those of the finite generalized
Fibonacci groups occurring in [6, Corollary E] are finite cyclic. Further, we
suspect that the only nontrivial finite cyclic groups that occur in [6, Corollary E]
are Z5 (eg F (2, 4)), Z15 (eg H(5, 4, 2)), or Z13 (eg H(4, 6, 3)). If both of these
statements are indeed correct then it would follow that there are precisely three
nontrivial finite groups that occur both in the class M and in [6, Corollary E].
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[18] Alberto Cavicchioli, Dušan Repovš, and Fulvia Spaggiari. Families of group
presentations related to topology. J. Algebra, 286(1):41–56, 2005.

[19] Ian M. Chiswell, Donald J. Collins, and Johannes Huebschmann. Aspheri-
cal group presentations. Math. Z., 178:1–36, 1981.

[20] J. Conway. Advanced problem 5327. Am. Math. Mon., 72(8):915, 1965.

[21] Warren Dicks and M.J. Dunwoody. Groups acting on graphs. Cambridge:
Cambridge University Press, reprint of the 1989 hardback edition, 2010.

[22] Carl Droms. Graph groups, coherence, and three-manifolds. J. Algebra,
106:484–489, 1987.

[23] Martin Edjvet. On irreducible cyclic presentations. J. Group Theory,
6(2):261–270, 2003.

[24] Martin Edjvet and Gerald Williams. The cyclically presented groups with
relators xixi+kxi+l. Groups, Geom., Dyn., 4(4):759–775, 2010.

[25] The GAP Group. GAP – Groups, Algorithms, and Programming, Version
4.7.8, 2015.

[26] N.D. Gilbert and J. Howie. LOG groups and cyclically presented groups.
J. Algebra, 174(1):118–131, 1995.

29



[27] Fritz J. Grunewald. On some groups which cannot be finitely presented.
J. Lond. Math. Soc., II. Ser., 17:427–436, 1978.

[28] Marshall Hall Jr. Coset representations in free groups. Trans. Am. Math.
Soc., 67:421–432, 1949.

[29] Tim Hsu and Daniel T. Wise. On linear and residual properties of graph
products. Mich. Math. J., 46(2):251–259, 1999.

[30] Stephen P. Humphries. On representations of Artin groups and the Tits
conjecture. J. Algebra, 169(3):847–862, 1994.

[31] D.L. Johnson. Topics in the Theory of Group Presentations, volume 42 of
London Mathematical Society Lecture Note Series. Cambridge University
Press, 1980.

[32] D.L. Johnson and H. Mawdesley. Some groups of Fibonacci type. J. Aust.
Math. Soc., Ser. A, 20:199–204, 1975.

[33] D.L. Johnson, J.W. Wamsley, and D. Wright. The Fibonacci groups. Proc.
Lond. Math. Soc., III. Ser., 29:577–592, 1974.

[34] A. Karrass and D. Solitar. The subgroups of a free product of two groups
with an amalgamated subgroup. Trans. Am. Math. Soc., 150:227–255, 1970.

[35] Gilbert Levitt. On the automorphism group of generalized Baumslag-
Solitar groups. Geom. Topol., 11:473–515, 2007.

[36] Roger C. Lyndon and Paul E. Schupp. Combinatorial group theory. Reprint
of the 1977 ed. Berlin: Springer, reprint of the 1977 ed. edition, 2001.

[37] Wilhelm Magnus, Abraham Karrass, and Donald Solitar. Combinatorial
group theory. Presentations of groups in terms of generators and relations.
Mineola, NY: Dover Publications, reprint of the 1976 second edition, 2004.

[38] A.I. Mal’cev. On homomorphisms to finite groups. American Mathematical
Society Translations Series 2, 119:67–79, 1983.

[39] V. Metaftsis and E. Raptis. On the profinite topology of right-angled Artin
groups. J. Algebra, 320(3):1174–1181, 2008.

[40] K.A. Mikhailova. The occurrence problem for direct products of groups.
Dokl. Akad. Nauk. SSSR, 119:1103–1105, 1958.

[41] Stephen J. Pride. Groups with presentations in which each defining relator
involves exactly two generators. J. Lond. Math. Soc., II. Ser., 36:245–256,
1987.

[42] Stephen J. Pride. The concept of “largeness” in group theory. Word prob-
lems II, Stud. Logic Found. Math. Vol. 95, 299-335 (1980), 1980.

30



[43] M.I. Prishchepov. Asphericity, atoricity and symmetrically presented
groups. Comm. Algebra, 23(13):5095–5117, 1995.

[44] Peter Scott. Subgroups of surface groups are almost geometric. J. Lond.
Math. Soc., II. Ser., 17:555–565, 1978.

[45] D.J. Seal. The orders of the Fibonacci groups. Proc. R. Soc. Edinb., Sect.
A, Math., 92:181–192, 1982.

[46] John R. Stallings. On torsion-free groups with infinitely many ends. Ann.
Math. (2), 88:312–334, 1968.

[47] R.G. Swan. Groups of cohomological dimension one. J. Algebra, 12:585–
610, 1969.

[48] Richard M. Thomas. The Fibonacci groups F (4k+2, 4). Commun. Algebra,
18(11):3759–3763, 1990.

[49] Richard M. Thomas. The Fibonacci groups revisited. In C. M. Campbell
and E. F. Robertson, editors, Groups St Andrews 1989., number 160 in
London Mathematical Society Lecture Note Series, pages 445–454. Cam-
bridge University Press, 1991.

[50] John G. Thompson. Finite groups with fixed-point-free automorphisms of
prime order. Proc. Natl. Acad. Sci. USA, 45:578–581, 1959.

[51] M. Tretkoff. Covering spaces, subgroup separability, and the generalized M.
Hall property. In Anthony Gaglione Benjamin Fine and Francis C. Y. Tang,
editors, Combinatorial group theory, Proc. AMS Spec. Sess., College Park,
MD, USA 1988, volume 109 of Contemp. Math., pages 179–191. American
Mathematical Society, 1990.

[52] C.T.C. Wall. Rational Euler characteristics. Proc. Camb. Philos. Soc.,
57:182–184, 1961.

[53] Gerald Williams. Groups of Fibonacci type revisited. Int. J. Algebra Com-
put., 22(8):1240002, 19 pages, 2012.

[54] Gerald Williams. Largeness and SQ-universality of cyclically presented
groups. Int. J. Algebra Comput., 22(4):1250035, 19 pages, 2012.

[55] Henry Wilton. Solutions to Bestvina & Feighn’s exercises on limit groups.
In Geometric and cohomological methods in group theory. Papers from the
London Mathematical Society symposium on geometry and cohomology in
group theory, Durham, UK, July 2003, pages 30–62. Cambridge: Cam-
bridge University Press, 2009.

[56] Daniel T. Wise. Subgroup separability of graphs of free groups with cyclic
edge groups. Q. J. Math., 51(1):107–129, 2000.

31


	1 Introduction
	2 The Structure of the Group E
	3 The Structure of Infinite Groups in the Class M
	4 Free products and Metacyclic Groups in the Class M
	5 Fixed Points for the Shift on Finite Groups G in the Class M

