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Abstract

Network theory and methods are becoming increaginggd to study the causes and
consequences of conflict. Network analysis alloggearchers to develop a better
understanding of the causal dynamics and strucge@inetry of the complex web of
interdependencies at work in the onset, incideawd,diffusion of conflict and peace. This
issue features new theoretical and empirical rebed@monstrating how properly accounting
for networkednterdependencies has profound implications forumgerstandingf the
processes thought to be responsible for conflibbbmr of state and non-state actors.
Contributors examine the variation in networkstatess and transnational actors to explain
outcomes related to international conflict and pedtey highlight how networked
interdependencies affect conflict and cooperatioa broad range of areas at the center of
international relations scholarship. It is helgfuldistinguish between three uses of networks,
namely as: 1) as theoretical tools, 2) as measuretoels, and 3) as inferential tools. The
introduction discusses each of these uses and smwsghe contributions rely on one or
several of them. Next, Monte Carlo simulationsused to illustrate one of the strengths of
network analysis, namely that it helps researcteeeyoid biased inferences when the data
generating process underlying the observed dat@iosrextra-dyadic interdependencies.
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At least since the mid-1990s, dyadic data havermedacreasingly common in large-
guantitative studies (Russett & Oneal, 1999). Imynaays, the research program has been
impressive, opening new research agendas, craainglata, and generating innovative
theories. In particular, it has been successfdirnecting research toward international
relations, i.e., the interaction between specific stateherathan state behavior more
generally. However, research designs specifyinglytael as the unit of analysis are
characterized by a basic logical tension. On theelmand, the use of dyads reflects reality in
that international politics is interactive, reqogithe assessment of relationships in order to
provide meaningful insights about behavior. Ondtieer hand, the same interdependencies
that call for dyadic research designs also ext@ydid pairs of states, questioning the
adequacy of focusing exclusively on dyads.

Since the need to consider more complex combinadmelationships is
acknowledged in theory, it is not clear why oneldagnore this in empirical research. In
fact, characterizing relationships in internatiorgétions by combining countries in pairs
may not always be sufficient or warranted. For eplanirade dependence is typically
measured as the share of trade with a particulangra Consequently, trade diversification
can simultaneously reduce dependency—which miglkersanflict more likely—and
increase trade openness—reducing the tendenciatesdo experience disputes. There also
appear to be fundamental differences between tienacwf a state in joining a multilateral
military alliance, such as NATO, and a state tlnatse to conclude 28 separate bilateral
defense agreements. Finally, dyadic data routivielate the independence of observations
assumption; for example, observations for the [USXMmany] dyad are generally not
independent from the [USA/France] dyad, since laytids contain information for the USA.

Starting already in the 1960s, and originally mainkpired by work in sociology,
network analysis has developed into a powerful tooanalyzing complex interdependencies

in the international system (Mitchell, 1969; Barn&369; Hafner-Burton, Kahler &
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Montgomery, 2009; Maoz, 2011; 2012). In the begignhowever, studies were primarily
descriptive mapping linkages among states andifgierg clusters of states with dense
network connections in the international systena(Bs, 1966; Gleditsch, 1967; Skjelsbaek,
1972; Christopherson, 1976). Only recently schdhange begun to move toward a more
nuanced analytical approach to studying interdepece and other relationships among
states, one that allovtee behavior of one actor to be contingent orattteons of multiple
others In this context, researchers started to move et yioe descriptive use of network
analysis and begun using it to measure and modeblex interdependencies in a broad range
of substantive areas. Network theory and metholtsilheminate the causes and
consequences of conflict because they allow resees¢o develop a better understanding of
the causal dynamics and structural geometry ofdineplex web of interdependencies at work
in the onset, incidence, and diffusion of confaad peace. Thesetworked
interdependencies have already been shown to magmlcconsequences for our
understandingf the processes thought to be responsible focdhéict behavior of states
(Maoz et al., 2006; Ward, Siverson & Cao, 2007;U3sen & Ward, 2008; 2010; Bohmelt,
2009; Warren, 2010; Cranmer & Desmarais, 2011; L&gwaag, 2013; Kinne, 2013).

The articles in this special issue build on thestgal studies and draw on network
theory and methods to open up new areas for rdsearthe causes and consequences of
international conflict in an interdependent woithus, they highlight how networked
interdependencies affect conflict and cooperatioa broad range of areas at the center of
international relations scholarship. The contribng examine the role of networked
interdependencies across a range of topic areds asumilitarized interstate disputes and war
(Gartzke & Westerwinter, 2016; Minhas, Hoff & Wa@&{)16), international cooperation
(Gallop, 2016; Haim, 2016), ethnic conflict (Lars@916), alliances (Lupu & Poast, 2016;
Maoz & Joyce, 2016; Warren, 2016), arms transi€nsne, 2016), peacekeeping (Ward &

Dorussen, 2016), human rights protection (ChyzA620nternational mediation (Bohmelt,
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2016), and conflict resolution by international rgmvernmental organizations (Wilson,
Davis & Murdie, 2016). They also offer a numbemnwdthodological innovations related to

the development and application of network analisibie study of international relations.

Networks as a theor etical, measur ement, and inferential tool

We define networks structurally as sets of unitgd@s) and linkages that indicate the
presence or absence of relationships among ungsfevman & Faust, 1994). Units can be
anything from states, rebel movements, and ethoiggs to national or international
governmental or non-governmental organizationseagsh conflicts as such. Relationships
can comprise of trade or ethnic ties, militaryaaiktes, bilateral cooperation agreements,
United Nations roll-call votes, among many oth&/& examine the variation in networks of
states and transnational actors to explain outcoalated to international conflict and peace.
In doing so, the articles distinguish between thuses of networks and each article relies on
one or several of these uses: 1) as theoreticl, tBpas measurement tools, and 3) as
inferential tools.

Networks can be used as a theoretical tool towaddor extra-dyadic relations among
states and other actors in the international syskost studies of interdependence focus on
direct relationships between pairs of actors. Samisadmphasizing the importance of strategic
interaction have correctly pointed out that withimy pair of states, the actions of one actor
are not independent of the behavior of other a¢®ignorino, 1999). Once one accepts the
idea of the interdependence of intra-dyadic behaitiozvould appear unlikely, even peculiar,
for interdependence to terminate at the boundatlietlyad (Gartzke & Gleditsch, 2008;
Poast, 2010). Dyads are not isolated bubbles, drad lappens in one dyad is likely to be
influenced by what happens in the other dyads dis Wes, in turn, creates a complex system
of interdependencies. In addition to higher-ordéerdependencies within a single network,

interdependencies can also exist between differetworks. For example, the pattern of
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connections in the network constituted by joint rhenships in intergovernmental
organizations (IGOs) that operate in issue aretsdmithe security domain may shape the
decisions of states to form, maintain, or termiradi@ances, in addition to exogenous
covariates and network interdependencies withiratl@nce network (Westerwinter, 2016).
Similarly, relational patterns in the alliance netlvmay have consequences for who is linked
to whom in the trade network (Haim, 2016).

Network analysis is well-suited to analyze andespnt such extra-dyadic or more
complex types of higher-order interdependence anstatgs and to show how they affect
international conflict and peace. By doing so, reks as theoretical tools help scholars to
develop new arguments about the causes and comseguef war and peace, and help to
expand and refine existing theories, such as bargatheories of war, informational theories
of alliances, and spatial theories of conflict dnkargely driven by research in economics,
strategic, game-theoretic, analyses applied to orlsy so-called games on networks, have
helped to understand the incentives for actorsakenfor break) network ties (Goyal, 2007;
Jackson, 2008). In political science, Metternichle{2013) have used network games to
analyze conflict between the government and pakaogiposition. Network games have
pushed rationalist explanations beyond two-actanegaand highlight what information will
be shared or held private, as well as how diredtiadirect ties affect and constrain strategic
decisions. In the special issue, Chyzh (2016),dpa2016), Larson (2016), and Ward &
Dorussen (2016), all explain conflict and cooperats equilibriums in games on networks.

Chyzh (2016), for example, examines how statestaatitrade relationships affect
their domestic human rights performance and arthatghere is an inverse relationship
between indirect trade and human rights conditiprsyiding domestically troubled states
with a loophole that allows them to enjoy the bégredf trade without paying the costs of
domestic pressure for improved human rights comaiti Gallop (2016) uses the similarity of

political institutions (political homophily) and ggraphical distance to explain the
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willingness of states to develop cooperative lirdag/NVard & Dorussen (2016) also postulate
homophily—in this case of foreign policy preferes@s expressed through voting in the UN
General Assembly—as a determinant of relative dmuions to UN peacekeeping missions.
Larson (2016) argues that cross-group ties in cimeext of inter-ethnic rivalry do not
necessarily promote peace. Specifically, if crossig ties are imposed rather than developed
organically, lack of coordination in incompletewetks can lead to protracted retaliation. In
all these articles, network models reflect pretis®retical arguments, creating appropriate
conditions for tests of innovative hypotheses aloatdiffusion of conflict and peace in the
international system.

Networks can also be used as a tool for measurer@eaial network analysis
provides a rich methodological toolkit for measgrirarious properties of individual states,
dyads, larger groups, and the state system. Mapgrtant concepts in international
relations—such as power, clustering, and indinesttare difficult to measure when states or
dyads are examined in isolation. Measuring theseeaqts can become more tractable by
using a networks approach that takes into accdenbtoader structure of international
relations. Maoz & Joyce (2016) employ agent-basedeting (ABM) to explore how shocks
lead to realignment in the alliance network. Theg a number of network measures to
evaluate ‘post-shock’ connectivity and consistegicine country, dyad, and systemic levels.
The propositions of the ABM are subsequently coragpdo real-world alliance data for the
period 1816-2010. Going beyond considering bilat@lfeance ties, Haim (2016) analyzes
how the network of international political alliarscefluences trade flows. He includes the
shared number of alliances and shared membersliye aame alliance community in
standard (dyadic) gravity models of trade, and rspbat controlling for indirect alliance ties
reduces the importance of bilateral ties. Lupu &f¢2016) apply the “k'-adic procedure,
outlined by Poast (2010), to model the formatiomafiaggression pacts as a multilateral

process. For capturing the level of threat andnmyva the strategic environment, they use the
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analytic density measure of recent rivalry cessafidey find that groups of states with
greater densities of recently ended rivalries gyeifscantly more likely to form
nonaggression pacts

Gartzke & Westerwinter (2016) create a measuredabines network centrality and
trade dependence in order to analyze how indigghanetric and symmetric trade ties affect
conflict among states. The results suggest thatacitrade relationships tend to counteract
the effects of bilateral trade relationships, weahkg the pacifying effects of symmetry and
lowering the conflict-inducing effects of bilatel@ymmetry. Wilson, Davis & Murdie (2016)
compile original data on links between internatiam@governmental organizations. These
data reveal the impact of the network of conflegalution organizations in lowering
belligerence among states and demonstrating tlempaltrelevance of efforts by non-state
actors and informal diplomatic channels to defusdigscourage international conflict.

Finally, a third role of network analysis is aaltfor making statistical inferences
about the determinants and consequences of coafiitpeace among states. While standard
statistical models assume that observations aepgrtient, network statistical models, such
as exponential random graph models (ERGMS) or agighactor-oriented models (SAOMs),
relax this assumption (Snijders, 1996; Cranmer &marais, 2011). Unlike conventional
statistical techniques, these models do not onigecofor non-independence, but also allow
researchers to directly estimate complex endogembersiependencies and to evaluate how
these relationships affect the diffusion of contfaad peace. The inclusion of such
endogenous interdependencies in statistical netwardiels should be based on careful
theorizing about the causal mechanisms that litkaeyadic interdependencies and the state
behavior of interest. This illustrates how the éhuses of network analysis we emphasize—in
this case networks as theoretical and infererdi@Hare complementary and can strengthen
each other. In this special issue, Warren (2016¢%tample, investigates the linkages between

interstate military alliances, international cocifliand domestic democratization using a
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dynamic co-evolutionary actor-oriented network nmol@ne (2016) uses SAOMs to study
the effect of weapons cooperation agreements (WGAshe global arms trade. He analyzes
WCAs as an interdependent network, which co-evohviéis the individual-level arms trade
activity of states where the SAOM accounts forrthgually endogenous relationship
between WCAs and weapons flows. His analysis shibatsW CAs have significantly
increased weapons flowdsing spatial econometrics, Béhmelt (2016) inveddg how
international mediation efforts diffuse betweenftiots. Focusing on ‘substantive’ ties
between crises in the form of joint crisis chargstees, he is thus able to identify the
mechanism by whichrises, and all actors therein, are influencedthgrocrises’ mediation.
Minhas, Hoff & Ward (2016) introduce tensor regresghat handles the non-independence
of observations as well as the dynamic, simultas@adevolution of networks. While the use
of latent-space tensor models is still largely ystesed in political science, they hold great
promise in analyzing the flow of cooperation andftot in the international system. By
further developing and applying statistical networidels, the articles in this special issue

make innovative methodological contributions to shedy of international conflict and peace.

Comparing statistical models: An example using international conflict

One of the strengths of network analysis is thaeips researchers to avoid biased inferences
when the data generating process (DGP) underlfieagbserved data contains extra-dyadic
interdependencies (Cranmer & Desmarais, 2011). drkited variable bias creates problems
in multiple regression analysis, extra-dyadic @hler-order network interdependencies can
confound relationships between covariates of isteaad dyadic outcome variables. In testing
hypotheses, the failure to adjust for such confessidan result in an increased Type | error
rate; that is, researchers will incorrectly rejiae null hypothesis of no relationship more

often than if they included the confounders.



We use Monte Carlo simulations to illustrate hovadig analyses make it difficult to
correctly estimate the effects of a DGP that ineslextra-dyadic dependencies. Specifically,
we examine type | error rates of inferences abdwair¢lationship between the dependent
network and covariates that are correlated witmelds of the DGP but not part of it. We
also illustrate challenges in correctly estimatimg coefficient values of variables that are
part of the DGP. We use the exponential randomignapdel (Cranmer & Desmarais, 2011;
Lusher, Koskinen & Robins, 2013) to generate dyddia that also contains extra-dyadic
interdependence structures. The data include exogess well as endogenous extra-dyadic
dependencies. This allows us to discuss dyadic ladldat include network variables in the
set of predictors as well as network models thed alcorporate endogenous
interdependencies within the dependent variabler the purposes of illustration and to
provide the simulation with a substantive referepomt, international conflict provides the
context for the data, but the example is hypothétad not meant to replicate any particular
study.

The simulation builds on and extends the analylsidranmer & Desmarais
(forthcoming) and is based on the following sixpsteFirst, we create an undirected, binary
exogenous network of 192 nodes (suppose thes@arstdtes that exist in the international
system in a given year). We compute the degreedoin node in the network and create a
dyadic covariate that captures the higher of thedegree scores in a dyad for each pair of
nodes in the network. This measures the exogernstusrk-variable part of the DGP.
Substantively, this could for example, refer tor@egn the network of military alliances, the
network of preferential trade agreements, or theokk constituted by joint memberships in

intergovernmental organizations.

! The empirical reality that researchers encoumtééir substantive domains of interest is oftememo
complicated than the simple extra-dyadic interdépenies included in our illustration. While ERGMs a
capable of incorporating a broad range of extradityar higher order dependence structures thatvallo
researchers to capture more complicated interdegpengs, latent space models as discussed by MiHladfs&
Ward (2016) are an alternative that can help toemtdsome of the weaknesses of ERGMs.
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Next, we create a second exogenous covariatetialates with the higher of the
dyadic degree scores variable. For the purpod&usfration, suppose that this variable
captures the level of democracy in a dyad.

Third, we create an undirected, binary dependemiar&. Suppose that this is our
network of conflict ties among nations. This netkvsr produced by a DGP that includes an
edges effect, the exogenous network variable,tar2effect, a 3-star effect, and an effect for
clustering. A 2-star effect captures configurationsshich a node is directly connected to
two other nodegandk. A 3-star is a 2-star with an additional ndde whichi is directly
linked. The clustering effect captures the tendesfayodes in the network to form dense
local clusters. Most simply, the tendency towarahigular closure refers to a situation where
nodeg, j, andk are all directly connected with each other. Torapenalize this effect we use
the geometrically weighted edgewise shared pastagistic (Hunter, 2007). The vector of
parameters that links these five effects to thédabdity of observing our dependent network
is (-5.5, 0.45, 0.45, -0.25, -0.25). The parame#sdues are selected to avoid degeneracy.

In step 4, based on the dependent network, we atengmother covariate that is
correlated to the degree in the dependent netv&pécifically, we generate a variable that
correlates with the distance between the degraesedthin the dyad. In the conflict context,
this variable captures how similar two states aneims of the frequency with which they
engage in conflict. These four steps create the ased for the estimations and the
comparison of Type | error rates for the varialles are not part of the network DGP but are
correlated with its elements. We also compare ibi#ise coefficient estimates of the
exogenous network variable that is part of the netviDGP between ERGM and logistic
regression models.

Fifth, we estimate three models. The first model fally specified ERGM that
includes all variables in the network DGP as wsltlee exogenous covariate that correlates

with the exogenous network variable and the iteat torrelates with degree in the dependent
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network. The second model is a dyadic logisticesgion model containing the variable
correlated with the exogenous network variable el &g the variable correlated with the
dependent network degree. The third model is aidyadit comprising the variables of
Model 2, but additionally the exogenous networkalale. For each model, we save the p-
values of the exogenous variable that is correlatéid the exogenous network variable as
well as the p-values of the variable that is catexd with the degree in the dependent
network. We also store the coefficient estimatesie exogenous network variable for the
ERGM and the logistic regression model in whicis ihcluded.

Finally, we repeat this five-step procedure 5,00@s to produce a distribution of p-
values for each of the two exogenous predictorgéah of our three models. We also
generate a distribution of 5,000 estimated coeffits for the exogenous network variable for
the ERGM and the logistic regression model in whiieh included.

We use the stored p-values for the two exogenatiahles to calculate Type | error
rates for the three models at different levelstafistical significance. Figure 1 presents the
Type | error rates generated in our simulationgHervariable that is correlated with the
exogenous network covariate. The highest Typeor&an be observed for the model with
the variable correlated with the exogenous netwarkable while failing to include the
exogenous network covariate itself. Across sigaiiime levels we almost always find a
statistically significant relationship between thegenous covariate and our dependent
network, although this relationship does not atyuatist. The Type | error rates of the logit
model that includes the exogenous network variablpredictor as well as the fully specified
ERGM are considerably lower and very similar. Siggpthat the exogenous network variable
captures the embeddedness of a dyad in the allrseteerk and the covariate that is
correlated with it, but not part of the network D@Bptures the level of democracy in a dyad.
By using a logit specification that does not inéube alliance network variable in our

conflict model, we would falsely identify a staitstlly significant relationship between
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democracy and conflict, although the extra-dyadierdependencies in the alliance network
at work in the DGP actually generate the dyadidlmtrdata. Only by including the alliance
network variable (either in a logit or an ERGM mbdee are able to discover that democracy

is actually not related to conflict behavior, whalliance degrees are.

Type | error rate covariate correlated with
exogenous network variable
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Two-tailed p-value

Figure 1. Type | error rates covariate correlated with exmyes network variable.
Calculations based on 5,000 repetitions.

Figure 2 shows the results of the Type | error &atnans for the covariate that is
correlated with the degree distribution in our defent network, but that is not itself part of
the network DGP. Here, we find that the Type | erades for the fully specified ERGM are
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on average 10 to 45 percent lower than for the lmgidels with and without the exogenous

network variable.

Type | error rate covariate correlated with
endogenous network interdependence

1.0 o Full model
X Logit without exogenous network variable
Logit with Exogenous network variable

0.4

0.2 M
M
M

0.05 0.10 0.15 0.20
Two-tailed p-value

P(type | error)

Figure 2. Type | error rates covariate correlated with emhagis network variable.
Calculations based on 5,000 repetitions.

The simulations also illustrate how the use of meks as inferential tool can help
researchers to avoid bias in their estimates ofahoakfficients. Focusing on the exogenous
network variable, we use bias and root mean squaredto compare the ability of the
ERGM and logistic regression to recover the trugffadent that links this variable to our
dependent network. Bias is simply the differendsveen the average value of the coefficient
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estimate in our simulations and the true valudefdoefficient. Root mean squared error is
calculated as follows: 1) compute the squared iiffee between each simulation run’s
coefficient estimate and the true coefficient vaRjesum up these squared differences and
divide by the number of simulation runs; and 3kt#ke square root of this average. For both

measures, the smaller the value, the more accinaistimation.

Tablel. Bias coefficient estimate exogenous network végiétoues = 0.45)

Estimate exogenous networkEstimate exogenous netwoLk
variable estimated with | variable estimated with logi
ERGM
Averageﬁ 0.464 0.142
Bias 0.014 -0.308
Root mean squared error 0.087 0.310

Calculations based on 5,000 repetitions.

Column 1 in Table | shows that estimating the aftét¢he exogenous network
variable on the dependent network using the ERGNtgirelatively unbiased estimates of
this relationship. The average estimated coefftdemery close to the true value of 0.45 and
bias and root mean squared error are small. Byasiniogistic regression on average
considerably underestimates the effect of the exage network variable on the dependent
network. This suggests that not including the egiradic interdependencies endogenous to
the dependent network produces biased estimatbe &fue parameter value of the
exogenous network variable. In other words, wedikedy to err in our estimate of the
substantive relationship between the exogenousanktvariable and our dependent network
if our estimation does not include extra-dyadicetegencies within the dependent network.

The simulation illustrates that the omission ofradyadic interdependence structures
from dyadic models can increase Type | errors thinozonfounding. If seemingly exogenous
covariates are correlated with extra-dyadic intpeshelence structures and included in
statistical models without at the same time cohitrglfor these extra-dyadic
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interdependencies, correlation between the extaaldystructures and the dependent variable
is falsely attributed to the covariate. Consequyettitle statistical inferences drawn are likely
to be biased, and the failure to include extra-tyaderdependencies in a dyadic analysis can
lead to biased estimates of the coefficient ofrege

By using networks as a tool for measuring extradityamterdependence structures, we
can account for these interdependencies in ouststat models and use them as predictors of
our dependent variable of interest. In this spasgle, Haim (2016), for example, employs
measures that capture shared alliances and all@mmunity membership to predict trade
flows. He finds that the inclusion of these extyadic interdependence structures in the
alliance network has important consequences fothveneve find a statistically significant
relationship between dyadic alliance ties and tr&dethermore, using networks as statistical
models allows researchers to consider interdep@&ed&rnuctures endogenous to the
dependent network into their statistical models.ocDa hand, as the simulations illustrate, we
can avoid faulty statistical inference with respecthe significance of covariates that are
correlated with endogenous network interdependsniie can also considerably reduce the
bias in our estimates of coefficients values. Gndther hand, network analysis makes it
possible for researchers to substantively modetdmaeplex interdependence structures that
are part of the network DGP. In his contributiortiie special issue, Kinne (2016) provides an

excellent example for this in the context of WCAs.

Conclusions

Conventional analyses that highlight the importanic@terdependence theoretically often

fail to include ties beyond the dyad in their engail models, creating a gap between theories
and empirical tests. Unlike most previous work, ¢batributions to this special issue take
extra-dyadic interdependence explicitly into acdcamd use network theory and methods to

incorporate it, both in their theoretical argumeantsl in the empirical analyses. They show
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that interdependencies of various types play @litioles as determinants for the diffusion of
conflict and peace in international affairs, anat thnalyzing the complex, networked
structure of international relations allows usdentify causal mechanisms and explain
phenomena related to international conflict andoewation that may have been overlooked
by traditional models.

The studies in this special issue also make impbrteethodological contributions.
The tools developed and used by the articles o#@r perspectives in the exploration of
networked interdependencies in the diffusion aéiinational conflict and peace. They include
stochastic actor-oriented models, dynamic modefeebfork co-evolution, latent position
network models, networked games, Idradicanalysis. Many of theseethodsare emerging
tools that researchers have only recently beg@adépt in political science and to customize

for the study of conflict and peace.
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