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Abstract

The recent years have witnessed the prevalenceabnddance of vision
sensors in various applications such as securityeslance, healthcare and Ambient
Assisted Living (AAL) among others. This is so agealize intelligent environments
which are capable of detecting users’ actions awduges so that the needed services
can be provided automatically and instantly to nmazeé user comfort and safety as
well as to minimize energy. However, it is very lbfaging to automatically detect
important events and human behaviour from visiamsees and summarize them in
real time. This is due to the massive data siziededk to video analysis applications
and the high level of uncertainties associated witb real world unstructured
environments occupied by various users. Machinewibased systems can help
detect and summarize important information whichnca be detected by any other
sensor; for example, how much water a candidatekdaad whether or not they had
something to eat. However, conventional non-fuzaged methods are not robust

enough to recognize the various complex types baweur in AAL applications.

Fuzzy logic system (FLS) is an established fieldesearch to robustly handle
uncertainties in complicated real-world problems.this thesis, we will present a
general recognition and classification frameworkdshon fuzzy logic systems which
allows for behaviour recognition and event sumnadios using 2D/3D video sensors
in AAL applications. | started by investigating thee of 2D CCTV camera based
system where | proposed and developed novel IT26ds®d methods for silhouette
extraction and 2D behaviour recognition which otipen the traditional on the

publicly available Weizmann human action dataseiilllalso present a novel system



based on 3D RGB-D vision sensors and Interval T3/peizzy Logic based Systems
(IT2FLSs) ) generated by the Big Bang Big CruncB{BC) algorithm for the real

time automatic detection and summarization of irgdr events and human
behaviour. | will present several real world expents which were conducted for
AAL related behaviour with various users. It wik Bhown that the proposed BB-BC
IT2FLSs outperforms its Type-1 FLSs (T1FLSs) coypdet as well as other

conventional non-fuzzy methods, and that perforraangrovement rises when the
number of subjects increases. It will be shown byautilizing the recognized output
activity together with relevant event descriptigfssich as video data, timestamp,
location and user identification) detailed events efficiently summarized and stored
in our back-end SQL event database, which provisewices including event

searching, activity retrieval and high-definitiord@o playback to the front-end user

interfaces.
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Chapter 1: Introduction

The World Health Organization estimated that in @@bere will be 1.91 billion
people aged 65 years and over worldwide [WHO 20i#énce, recently there has
been an increased interest in Ambient Assistedngi(IAAL) technologies not only
due to the increase of ageing population but atsztabse of shortage of caregivers
and the increasing costs of healthcare. Employihgaiaced machine vision based
systems for behaviour and event detection as veehv@nt summarization in AAL
applications can help increase the level of cakdatrease the associated costs. In
addition, machine vision based systems can aid atecting and summarizing
important information which cannot be detected Imy ather sensor (like how
frequently did the candidate walk, or whether tlamdidate is falling down, etc).
However, the great expansion of deploying andzinidj video sensors can lead to
massive amounts of unnecessary video data whichesauit in high costs because of
data storage as well as because of the human cesoapent on watching and/or
manually extracting key video information. This lplem is becoming increasingly
obvious as the number of video cameras in use tism&gd to be 100 million
worldwide [Vos 2011], while in the United Kingdomvhich owns the largest number
of Closed-Circuit Television (CCTV) cameras in therld, the estimated number of

in-use cameras is 5.9 million.

Conventional video systems based on human mongtane highly labour-
intensive since watching and analysing video cdntequires a higher level of
concentrated attention. It has been reported tlzamtaining the necessary attention

and reacting to rare events from multiple inputeadcchannels is a very challenging

1



task, which is also extremely prone to error duthtodegradation in the engagement
level [Miller 1998]. Thus, there is a dramaticallyowing demand to develop real-
time video detection and automatic linguistic sumpnaion tools which are capable
of autonomously detecting important events insyaatid summarizing the interesting
information from the massive raw video data in Aapplications in layman’s terms.
In order to automatically detect important evehtst ineed immediate attention, there
is a need to analyse the real-time input data aodige valuable context information
which cannot be extracted from other sensors. kamele, an important application
in elderly care within AAL environments ensurestttiee user drinks enough water
throughout the day to avoid dehydration. The sysé#so needs to send a warning
message to social services nearby in case an\elperson falls and needs help so
that proper actions can be taken instantly. Funiloee, in intelligent environments
the electric appliances can be intelligently tuaad controlled according to the user’s
behaviour and activity to maximize their comfortdasafety while minimizing the

consumed energy.

Many AAL and healthcare applications based on belavand activity
recognition have been reported in the literatuiagl® activity monitoring systems
were proposed to analyse a single activity whergNiambu 2008] a method was
introduced to analyse the behaviour of watchingf@idiagnosing health conditions.
In [Wu 2008], researchers proposed an algorithaniyse walking patterns in order
to notify the elderly users in time so as to avbid risk of falling down. However, a
single activity analysis system is unable to rewgrother important kinds of
behaviour and it is not sufficient to create areetite AAL environment. In [Wan
2011], Wan et al. developed a behaviour recogngisiem to prevent the wandering

behaviour of dementia patients and to notify theetekers if deviation from
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predefined routes is detected. For the preventiondmor stray, Lin et al. [Lin 2006]
utilized Radio-frequency identification (RFID) sens to detect if a dementia patient
approaches an unsafe region in order to avoid paligninjurious situations.
However, these kinds of locations and trajectorgeldlasystems can only estimate the
status of the subject via the position; they camaocbgnize their actual behaviour and
activity. Remote telecare systems can be constiuntaising AAL based on activity
recognition. For example, Barnes et al. [Barnes8]1 pfesented a low-cost solution to
creating an intelligent telecare system by utiligithe infrastructure of British
Telecom to assess the lifestyle feature data oélitherly. The system uses IR sensors,
magnetic contacts and temperature sensors to ttlleaata of the temperature and
the user's movement. An alarm notifies a remotectale centre and the caregivers if
abnormal behaviour is detected. However, the sysesimple and is limited to only
recognizing abnormal sleeping duration, uncomfdetadmvironmental temperature,
and fridge usage disarray. In another case, Hoesl.diHoey 2010] introduced a
cognitive rehabilitation system using AAL technadkxy to help the elderly with
dementia. Another cognitive orthotics system [Leweim 1997] analysed a model of
the everyday activity plan according to multi-leeskents, and evaluated the patient’s
implementation of the plan for the purpose of ctgeiorthotics. However, unlike
our system, extendable recognition for complex fehe and activity together with
the summarization of the frequency, duration, ti@ep and the user information has

not been implemented in these conventional systems.

Most previous research on behaviour and activicpgeition was based on
2D video data [Gowsikhaa 2014] or RFID sensors [ij&ti 2014]. However, 2D
video data based sensors are normally inadequatapduring robust visual detailed

features especially for those highly complex visapplications such as behaviour
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recognition. Hence, the use of 2D video data ir-neald environments leads to
relatively low accuracy due to the noise and uadeties associated with sunshine,
shadow, occlusion and colour similarity among otihéngs. The use of RFID tags is
intrusive and inconvenient as it requires a depleyhof RFID tags on the human or
objects. Dynamic models of behaviour charactegstan be constructed by utilizing
statistics-based algorithms, for example Conditidd@ndom Fields (CRF) [Ji 2010]
and Hidden Markov Model (HMM) [Kim 2010]. Howevethe accuracy is not
satisfactory. Dynamic Time Warping (DTW) is anothgassic algorithm [Reyes
2011] for behaviour recognition. However, DTW onggurns exact values and thus it

is inadequate for modelling the behaviour uncetyaamd activity ambiguity.

Machine vision based behaviour recognition andreanzation in real-world
AAL is a very difficult task due to the high leved$ encountered uncertainties caused
by the large number of subjects, by behaviour ambyigfor different people,
occlusion problems from other subjects (or non-humigjects such as furniture) and
environmental factors such as illumination strengthpture angle, shadow and
reflection. To handle the high-levels of uncertgiassociated with the real-world
environments, Fuzzy Logic Systems (FLSs) have leeployed. Various linguistic
summarization methods based on Type-1 FLSs (T1Fh&g¢ been proposed; for
example, [Anderson 2008], [Anderson 2009] employetFLSs for fall down
detection. These type-1 fuzzy-based approachesrpesell in predefined situations
where the level of uncertainty is low. But thesethmds require multi-camera

calibration, which is inconvenient and time-consagni

In [Lara 2013], [Trivino 2008] T1FLSs were useddpalyse the input data
from wearable devices to recognize the behaviodr summarize human activity.

However, such wearable devices are intrusive amil lma uncomfortable and
4



inconvenient as their deployment is invasive fa¢ #kin and muscles of the users.
T1FLS was used in [Yao 2014], [Yaouanc 2012] tolysethe spatial and temporal
features for efficient human behaviour recognititem.[Acampora 2015], a novel
hierarchical neuro-fuzzy based algorithm was pregdsr human behaviour analysis
and recognition which enables both a quantitative @ualitative behavioral analysis
that efficiently face the intrinsic people/objectacking imprecision and provide
context aware and semantic capabilities for battentifying a given activity. In
[Acampora 2012], a novel algorithm based on contbineural networks and fuzzy
systems was presented for the area of human belmawngerstanding. This system
[Acampora 2012] shows high level of scalability,bustness and tolerance for
tracking imprecision and could represent a validoioh for improving the
performance of traditional systems. In [Chang 2089fuzzy rule-based human
activity recognition system for e-health was introedd and achieved an accuracy of
about 90%. In [Medjahed 2009] human activities afiydliving (ADL) recognition
system for ubiquitous healthcare was proposed, iwhged hybrid sensors based on
the fuzzy logic system, and the analysis result wasist. In [AlImohammadi 2014],
fuzzy logic was employed to recognize students’agiegnent degree so as to evaluate
their performance in an online learning system. E\av, there are intra- and inter-
subject variations in behavioural characteristitsciv cause high levels of uncertainty
in the behaviour recognition. In [Yao 2014], [Alnehmadi 2014], [Yao 2012],
IT2FLS performed much better than T1FLS in humarenévdetection and

summarization.

In our research, we will present a robust behavi@gognition system for
video linguistic summarization using the latest ®laof the 3D Kinect camera based

on Interval Type-2 Fuzzy Logic Systems (IT2FLSs}impsed by Big Bang Big
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Crunch (BB BC) algorithm [Erol 2006], [Kumbasar 4Qlin order to obtain the

parameters of the membership functions and rule bathe IT2FLS. We will present
several real world experiments which were condutdedAL related behaviour with

various users. It will be shown that the propos@&BC IT2FLSs outperforms its
Type-1 FLSs (T1FLSs) counterpart as well as otberentional non-fuzzy methods,
and the performance improvement rises when the atradlsubjects increases. It will
also be shown that by utilizing the recognized atigctivity together with relevant
event descriptions (such as video data, timestdogation and user identification)
detailed events are efficiently summarized andestdn our back-end SQL event
database, which provides services including eveatching, activity retrieval and

high-definition video playback to the front-end usgerfaces.

1.1 Aims, Significance, Novelty

1.1.1 Aims

In general, our research aims to contribute towardsating ambient assisted living
environments which can intelligently understand tleers by action and gesture
recognition so that the needed healthcare serc@aede provided automatically and
immediately to maximise user comfort and safetyorither to achieve this goal, in the
fundamental first phase of this research, we wilpose an effective and efficient
system to extract human silhouette and to furthetea particular human events.
Then, we will propose a novel recognition algoritbased on fuzzy logic for human
actions understanding. Specifically, various typesision sensor such as 3D Kinect
sensor (both Kinect v1 and Kinect v2) and CCTV &l Circuit TV) cameras were
deployed in our smart ambient assisted living emnment laboratory and in open
outdoor/indoor public spaces to capture visual bel@al features of users’ activity.
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Through these vision sensors, we can analyse thes’'ubehaviour and we are

automatically able to detect particular eventantdriest.

1.1.2 Significance of this Research

For this research, we constructed the frameworkafobient assisted living enabling
the behaviour recognition and event summarizatiasetd on interval type-2 fuzzy
logic system which is very good at handling thehHgvel of uncertainties in the
environment being modelled. We constructed andoyepl our system in real-world
environments. According to the test feedback of ukers, our method is robust in
real-world usage. It is hoped that our frameworls ltilt an enabling system
prototype of the ambient assisted living environtaemhich helps reduce the stress
caused by the dramatically increasing expensesgbieivested in healthcare and
provide a reliable and affordable solution for shiaalthcare and ambient assisted
living. At the same time we are interested in awboally detecting human events
from video streams for smart ambient environmestgh as an intelligent living
room and an intelligent classroom. The main chghleriacing automatic event
detection in videos is to detect human related &svespecially when the environment
is complex as in the case of open public spacescéjeautomatic human event

detection is an essential prerequisite for manyaded video analysis systems.

1.1.3 Novety

There are several challenges to the realizatidhisfresearch’s aim. These are human
silhouette extraction, human behaviour recognitioayent detection and
summarisation, which our proposed methods havectefédy addressed. The thesis

provided possible solutions for behaviour recognitand event summarisation which



can be applied in various applications includingltieare, surveillance, sport,

entertainment and education, and others.

For human event detection, the first challengeoiségment (or outline) the
human silhouette (human frame) from a video seqeieBimce silhouettes in images
and videos imply important information about formgnd objects that can be utilized
for high level analysis, silhouettes usually pr@victitical hints for image and video
understanding and have a significant impact orrdabestness of human related event
detection. In our research, we will propose a rolmsthod to eliminate the noise
factors and extract the silhouette using interyglet2 fuzzy logic systems. Our
method outperforms a similar method that is basetype-1 fuzzy logic systems by
effectively reducing the misclassification. Witlediably extracted silhouette, various
vision analysis algorithms and applications whiokus on human subjects can be

performed.

Based on the extracted silhouette, we here propaseognition method for
behaviour recognition using 2D vision sensor. Thainmadvantage of 2D vision
sensor (CCTV camera) is the hardware reliabilityd ahe convenience of its
installation which is very beneficial for outdoomwronments. However, the
disadvantage is that the 2D video data captured tbe camera is not robust enough
to describe the behavioural features and it thagdeo relatively low recognition
accuracy. We suggest a novel recognition frameveaded on interval type-2 fuzzy
logic system and we tested our methods on the entiataset against various
conventional methods including type-1 fuzzy logistem. Our method has the
capability to acquire the parameters from the ratacand automatically tune the

parameters in such way so as to adjust the fuzgig kystem to the changes of the



environments. According to our results, our methoostperform the other

conventional algorithms.

So far we have built an automatic learning and gatmn framework which
can find out the relevant parameters accordingh® ihput data so that more
uncertainties and changes can be handled and acodeitead. To further improve the
performance and accuracy of behaviour recognitiod avent summarisation in
relation to the main scenario, i.e., ambient asdi$iving, we chose a special sensor
which particularly fits the requirements of constimng the ambient intelligence
context awareness. We use Kinect v2 as our mairsoseafter taking into
consideration its advantages and features, whieh1grhighly robust in sensing the
visual and depth information in a short-middle marguch that it can be applied
perfectly in indoor environments and the nearbydoat areas, 2) friendly low-cost
(E130) but extremely reliable in indoor environngnand 3) detailed support
documents and easy-to-use SDK providing the robisstal features which enable
rapid research-and-development. However, one desddyge is its request for an extra
computer to run the analysis program. This causbage increase in the required
budget for outdoor deployment since the price ecsd industrial computer which is
robust against outdoor temperature and humidityigh (around £800-£1000). The
other disadvantage is the inconvenience of itsadepént caused by its shape and its
cables. These problems can be solved by improvieghardware platform of the

sensor. This can be done by utilizing an embedygst# s rather than a computer.

Based on the Kinect v2, we developed a robust aisagystem for behaviour
recognition and event summarisation. Our systestlfircaptures the sensing data
from the Kinect v2, and then analyse the input dstaour proposed IT2FLS-based

method for robust 3D behaviour recognition to ustird the current behavioural
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status of the human subject. After that, based hen results of the behaviour
recognition, to condense the massive raw informatido key events, the event
summarisation will be performed by combining ak tlelated details key information
(e.g. subject identification, subject number, bétav category, event time stamp,
event video data, etc.) regarding the detectedvw@imaand summarise them into an
event which will then be sent and stored into tlhekbend event database so that
event retrieval and playback can later be perforimgthe users using the front-end

GUI system.

Due to the limitation of the field-of-view and sémg distance of the hardware
platform of the Kinect, according to our experingne found out that the reliability
of the sensing data 3D skeleton will degrade if¢hare crowded multiple users since
some of the users will be around the boundary efview or there would be serious
occlusion problem. And in our research we only ®oa behaviour recognition and
event summarisation, in our current system, we tdmtognise or detect who the
people are. And this module of person identifiaatwill be developed in our future

work.

To the best of the author’s knowledge, this workhss first in the literature to
apply a type-2 fuzzy logic system to visual-basechéns’ behaviour recognition and
event summarisation and to construct a practidatiso and system prototype for the

application of ambient assisted living.

1.2 Research Objective

The general research objective of my research isotwstruct an ambient assisted

living environment by proposing and using novel pomer vision techniques, type-2
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fuzzy logic systems, and optimisation algorithmer Ehe entire vision-based AAL
system, the basic step is to segment the humaausilte from the original video
sequence so as to extract significant informatisacli as area, position, shape,
contour, etc.) of the human target. After that, proposed IT2FLS-based recognition
system will be carried out to understand the behavof the human subject. And
then, to further improve the robustness and perdoca of our AAL system, we will
present 3D sensor-based event summarisation syfstenobust event detection in
indoor AAL environment. Our system is designed ®&tedt the important AAL
behaviours and to summarise the target events hagdpe the AAL environments.
To further guarantee the adaptiveness, the parasnefteur system is designed to be

automatically optimised by our system.

1.3 TheStructureof theThess

The rest of the thesis is organized as followsChmapter 2, we will provide an
overview of the relevant techniques and aspectdagmq in the thesis. Specifically,
we will provide an overview on type-1 and type-24y logic systems and we will
give an outline of human behaviour recognition amdnt summarisation and of the
various approaches that were taken so as to dwdvproblem. Chapter 3 presents our
proposed type-2 FLSs based method for human sitteoagtraction which is the first
step in event detection and summarisation. Chapietroduces the proposed BB-BC
based IT2FLS for the behaviour recognition on 20ew data. In Chapter 5, we
proposed BB-BC based IT2FLS for the event detedioth summarisation using 3D
sensor in real-world ambient assisted living enwments. Finally, both our

conclusions and our plan for future work are présg¢m Chapter 6.
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1.4 Discussion

In this chapter, we introduced behaviour recognitand event summarisation in
ambient assisted living. Behaviour recognition éeslbhe computational intelligence
to understand what the subject (human user) isgdamd it classifies the subject’s
current action/behaviour/gesture into the learna@gories of the knowledge base.
After that and based on the results of behaviogogeition and other relevant
information such as time stamp, location, user®rimation among others, event
summarisation can be performed to abstract thecetdey information into events
based on which smart services, such as healthcaseaonrity surveillance, can be
provided automatically and instantly to the use&rsas to maximize user comfort and

safety.

For our research, we also compared our proposewnsywith the recent
commercial smart vision system so as to demongtnatpotentials and advantages of
our proposed system. Generally commercial camemssist of several major
modules: hardware platform, management softwam aaalysis intelligence. During
the past decades, huge improvements were condoictdte hardware platform of the
vision system. For example, there were changes fomal analogue signal-based
camera to network IP signal-based camera, from &@ smart vision system to
embedded integrated smart vision system, from atandefinition (640x480)
resolution to high-definition (1920x1080) resoluti@and so on. Meanwhile, the
software (management, storage, compression) wasysadapted to the development
of the hardware. With the development of the hardwtne analysis intelligence has

become increasingly feasible and available forabmmercial vision system in the
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recent years. However, the existing commercialonissystems barely focus on
“Tracking” to obtain the bounding box (area andipms) and trajectory (movement
history) of the target. Several basic event datestibased on the trajectory can be
performed such as when the target crosses a blnderenters the dangerous area,
approaches the door/car, and so on. Important gveahnot be distinguished
effectively. No high-level analysis is conductedside the bounding box” to achieve
a detailed and deep-level recognition of a humhbalsavioural features. For example,
a person being at a specific location of a livingm can be detected but it remains an
unsolved problem to distinguish whether the subtalling down on the floor or is
sitting safely and comfortably on the sofa sinae tacent commercial vision systems
are trajectory-based and they are unable to perfietailed behaviour recognition.
This problem generates the gap and blank betweswiiion (camera) system and
real-world applications. In our research, mosthef tamous international companies
(such as HikVision, HoneyWell, Axis Communicatiddgosch, Samsung, Mobotix,
Sony, etc.) which manufacture cameras have beestigated so as to prove that this
problem exists. In order to fill this gap and futtaddress this problem, a higher-level
analysis system is developed, which performs alddtand deep-level recognition of
the human’s visual cues and behavioural featur@gelsas a trajectory analysis. As it
can be seen in our experiment results of the rdanwirchapters, high-level
important/interested events can be robustly dedeatel efficiently summarised in
intelligent ambient assisted living environmentour proposed system. In this way,
an advanced smart vision system which is capabledth large-scale monitoring and
detail-level features analysis is successfully towesed. In a similar manner, an
advanced system can be developed for the applsatiocluding healthcare,
automation and security in intelligent ambient stesl living environments.
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To sum up, our research aims to develop a typez2yflogic based analysis
system that enables human behaviour recognitionaichine vision systems in order
to fill the gap in the current commercial visionsms and construct high-level
applications such as healthcare, education, automand surveillance in ScaleUp
intelligent environments, which is also the maja@velopment trend of machine

vision in both academia and industry.
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Chapter 2: Overview of the Relevant Techniques and
Aspects Employed in the Thesis

2.1 Overview on Fuzzy Logic Systems

Logic-based algorithms are a computational modRiclvis able to emulate nature in
problem solving. Logic-based methods provide a meadreasoning that allows the
system to receive input values and use the reagonethod to analyse them in order
to provide the corresponding output values. Ovetladire are boolean logic and fuzzy

logic methods.

2.1.1 Boolean Logic M ethodology

One major feature of the boolean logic model ist tthee inputs are discrete.
Specifically, the input value of boolean logic caither be 0 or 1, and the relation
between inputs are modelled as mixtures of thec&goperator AND’, ‘OR and
‘NOT based on which, the generated rules are compuatéae reasoning procedure
of the boolean logic system. Basically, the gemeratiles come from a truth table
which consists of lookup values mapping all thesgde combinations of the inputs
to their corresponding outputs where the output besship value is either O or 1

[Kassem 2012].

Besides boolean values, the boolean logic alse agsp sets. According to
[Mendel 1995],a crisp setA in a universe of discoursd can be represented by
finding the elements K A which is performed by finding a condition by whigl A
such thatA = {x | x meets the condition}. This means that for any eetx who
belongs to the s&, x has a membership degree of 1, otherwigaldes not belong to

A, thenx has membership degree 0 [Mendel 1995].
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Figure 2.1 shows an example of a crisp set whiolets tips (in a restaurant).
It shows that if the tip amount is less than orado£3, then this tip amount is cheap
and belongs to the crisp set of cheap tip whose beeship degree is 1. Otherwise
this tip amount does not belong to the crisp sdtthe membership degree by which

it belongs to the set “Cheap” is 0.

Membership A Crisp Set for Cheap

degree
1

>
0 3 Tip (GBP)

Figure 2.1: Example of a Crisp Set

The main feature of this type of model is thatsitsimple to understand and
easy to implement; however, it is incapable of hiagda variety of situations
[Aldridge 2009]. This is because it is very diffitto define the turning point between
the concepts “cheap” and “generous”. There arediffces in people’s opinions and
some people may defing as the turning point while others may deffite as the
turning point. Due to this problem, this kind ofstsm cannot handle the uncertainty

created or the imprecise inputs which are very commn real-world scenarios. To
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solve this problem and better handle the uncestainzzy logic was proposed as well

as widely used.

2.1.2 Fuzzy Logic Methodology

Fuzzy logic is an analysis methodology which isseloto the way a human solves a
problem rather than the conventional logic basethats. Fuzzy logic is capable of
providing a robust way to model the approximatexact nature which commonly

exists in the real-world problems, and it represe¢hte system behaviour via a rule

base where each rule consists of antecedents asdquents [Kassem 2012].

One major analysis feature of fuzzy logic is thatonverts linguistic control
procedures into automatic control procedures byngugixpert knowledge. A fuzzy
logic system especially performs better than tran#l control methodologies in the
tasks where the data are too complex to be proddssé&aditional analysis methods
or when there are high-levels of uncertaintieshie input sources of data causing

huge inexact blurred ambiguity.

A difference between fuzzy logic and boolean Iagithat boolean logic uses
a two-state representation while fuzzy logic usesnivership degrees which range
between 0 to 1 [Kassem 2012]. Thus, a single igpdtizzy logic can have multiple

membership degrees belonging to more than one set.

2.1.3 Fuzzy Sets

Fuzzy set was introduced by [Zadeh 1965] and itlbeen frequently extended by
researchers in the recent decades. Owing to thangalyes of fuzzy set, we can
impose different structures on the membership sp@bere are several types of
available fuzzy sets in the literature. Here wemyafocus on type-1 fuzzy set and

type-2 fuzzy set, which are important in recogmtand classification applications.
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Basically, a fuzzy set is a class of objects withntinuous membership
degrees [Zadeh 1965]. Thus the membership funetssigned to each elemefin a
universe of discussion with membership degree rangetweer® and1 and the non-
membership degree equals one minus the memberggpea This membership
degree combines the evidence ¥oand the evidence against[Dubois 2000]. The

definition that fuzzy sets are based on is:

Definition 2.1 [Zadeh 1965] LetX be a space of points (object), with a generic
element ofX denoted byx. Therefore,X = {x}. A fuzzy set (class)A in X is
characterised by a membership (characteristic)timmg, (x) which associates with
each point in X a real number in the closed intej@al] with the value of;,(x) atx
representing the “grade of membership”>oin A. Specifically, a fuzzy set in a

classical seX is defined as follows:

A= {(% 1a(x))|xeX} (.1

The closer the degree fjf(x) to unity is, the higher the membership degree
of xin Ais. WhenAis a set in the ordinary sense of the term, itsbership function
can take on only two values 0 and 1, wfkix) or O according as x does or does not
belong toA. When it is necessary to differentiate betweern s@ts and fuzzy sets, the
sets with a two-state characteristic function ol referred to as ordinary sets or

simply sets [Zadeh 1965].

Definition 2.2 [Zadeh 1965] The support of a fuzzy 8etS(A) is the crisp set of all

xeX such thafiy,(x) > 0

Definition 2.3 [Zadeh 1965] The (crisp) set of elements thatdgEao the fuzzy set

A at least to the degreeis called thex-level set:

Ag = {xeX|pa(x) > a} (2.2
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Ay = {xeX|u,(x) > a} is called “strong levat — level set” or “strongt cut”.
Definition 2.4 [Zadeh 1965] A fuzzy setA is convex if

Ha(Ax; + (1 — A)xy) = min(uy(xq), pa(xq1)}, x1, x2€X, A€[0,1] (2.3)
Alternatively, a fuzzy set is convex if altlevel sets are convex.

Definition 2.5 [Zadeh 1965] For a finite fuzzy sef, the cardinality4| is defined as:
|A] = erX g (x) (2.4)

[|A]| = % is called the relative cardinality 8f The relative cardinality of a fuzzy set

has to be in the same universe when making a casopaof fuzzy sets by their

relative cardinality.

Figure 2.2 displays an example of a type-1 fuzzly Bigure 2.3 shows the
support of a fuzzy set where the support of a fusslyis the set of all pointsin X
such thati,(x) > 0. Figure 2.4 shows an example of a singleton fusety where a
singleton is a fuzzy set whose support is a sipglat in whergu, = 1.0 [Kassem
2012].

Membership
Degree |1, A Fuzzy Set 4

1

LT

Figure 2.2: Example of a type-1zyzet.
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Membership
Degree ji; A Fuzzy Set 4

1

Support of 4
Figure 2.3: Support of a Fuzzy Set.
Membership

Degree pg A Singleton Fuzzy Set A
b

Figure 2.4: Example of a Singleton Fuzzy Set.
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2.1.4 Operationswith Fuzzy Sets

The analysis procedure of fuzzy sets allows theutaling of the sets in a general
way. In order to conduct operations on fuzzy sethsas union or intersection, set
operations are applied such as t-norm (for intéim@cand t-conorm (for union) on
the fuzzy sets’ membership functions, and the nsostmonly used t-norms and t-
conorms in fuzzy logic engineering applications #re product or minimum t-norm
and the maximum t-conorm [Mendel 1995]. Namedy, B are fuzzy sets with
membership functiongi,, ug , respectively. The following equations show the
intersection and the union betwea&nand B, respectively, wheré is the chosen t-

norm andd is the chosen t-conorm [Mendel 2000].

A=[ AW)/v (2.5)
B =[, Bw)/w (2.6)
ANB =ps(v) * up(w) (2.7)
AUB =,(v) ® pp(w) (2.8)

Then the complememt, unionA U B and intersection4 n B are also fuzzy

sets, and their membership functions are definead® by [Klir 2001].

uz(x) = 1= pu(x) (2.9)
aus(¥) = max(pa(x), pp(x)) (2.10)

Mang () = min(p, (x), pp(x)) (2.11)
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lllustrative examples of union, intersection, aminplement of fuzzy set are

demonstrated in Figure 2.5, 2.6, 2.7, 2.8 [Kassei?p

Membership

Degree A Fuzzy Set 4 and Fuzzy Set B

1

VAN

Figure 2.5: Two Fuzzy Sets A and B.

Membership
Degree A Union of Fuzzy Set 4 and Fuzzy Set B
1 AUB
0
U)

Figure 2.6: The Union of two A and B.
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Figure 2.7: The Intersection of tiuazzy Sets A and B.
Membership Fuzzy Set 4 and Fuzzy Set 4
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Figure 2.8: a) Fuzzy Set A. b) The Complement Btiazy Set A.

As it can be seen from the above figures, fuzzg sain be used for the
manipulation of vague imprecise concepts; in paldica fuzzy set can be employed

to represent linguistic variables [Kassem 2012].r&dwer, a linguistic variable is a
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term whose values are fuzzy or whose values an@etkin other linguistic terms

[Lee 1990].

2.1.5 Linguistic Variables

Figure 2.9 shows an example that explains the quno€ fuzzy variables. The
linguistic variable in fuzzy logic system is a cept which represents a certain input.
For each linguistic variable, there is a correspoympdset of terms denoting the
different fuzzy sets. Each of the linguistic terinas a corresponding fuzzy set
representing linguistic concepts such as “very Bpfaimall”, and “medium” and so
on and so forth. In linguistic variables there ssibknguistic hedges such as “very”,
“more” or “less” and “extremely” which stress theduistic modifiers(v, T, X, G, m)

such that linguistic variable may be characterisgd quintuple where, [Klir 2001]:
Vv - is the name of the variable.

T - denotes the set of linguistic terms of v; thatthe set of the name of
linguistic value of x, with each value being a fuzzy variable denoted
generically by x and ranging across a universe of discouxsewhich refers

to a base variable whose values range over angaiveeiX.

G - is a syntactic rule for generating linguisgcrhs, andn is a semantic rule
that is assigned to each linguistic termg Tt its meaning, m(t), which is a

fuzzy setorX (m: T - f(X)).
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Figure 2.9: Example of Linguistic Variables [Kli0@1]

An example of a linguistic variable performance,ichhis taken from [Klir

2001], is given in Figure 2.9

For further clarification, we use here an examgig¢he temperature of the
weather to explain the linguistic variable and mership functions. As shown in
Figure 2.10 for example, temperatureis a linguistic variable, then its term skt
(temperaturg could be €ool, warm, hot}. Each term in this set is characterized by a
fuzzy set in a universe of discourse = [0, 100. “cool’ expresses thatthe
temperature is below 10 degréeSwarm’ expresses thatthe temperature is below
20 degre€sand “hot’ expresses thattie temperature is below 30 degrééss it can
be seen in Figure 2.10, the membership functiowistiaa linguistic variable’s terms

are displayed.

25



Membership
Degree

Cool Warm Hot

>
10 20 30  Temperature (Degree)

Figure 2.10: Linguistic Variable Temperatarfgfembership functions.

There are plenty of types of membership functidrag tan be used including

triangular, trapezoidal, Gaussian function and @tfi€irstea 2002] [Kassem 2012].

* Triangular: the triangular membership function (ghoin Figure 2.11 and
represented by Equation (2.12)) depend on threenpstersa, b andc; where
ais the starting pointj is the vertex andis the end point of the triangle. The

triangular function can be given by:

0, x<a
%,anSb
:a,b,c) =12 2.12
fleab.e) ==, b<x<c (212)
c—b
k 0, x>c

* Trapezoidal: the trapezoidal membership functidgrogs in Figure 2.12 and

represented in Equation (2.13)) depends on fouwarpatersa, b, c andd. a
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andd are the start and end pointsandc are the two points in between. The

trapezoidal function is given by:

0, x<a
—Z, as<x<bh
f(x:a,b,c) = 1, b<x<c (2.13)
—x, c<x<d
d—c
k 0, x>d

* Gaussian: the Gaussian membership function (showfigure 2.13 and
represented in Equation (2.14)) depends on twonpetexs and m; whereis

the standard deviation andlis the mean. The Gaussian function is given by:

f(x:0,m) = exp [_(x_m)z] (2.14)

202

a b C U

Figure 2.11: Triangular Membership Function.
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Figure 2.13: Gaussian Membership Function.
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So far we have discussed how the fuzzy logic systeonvert a crisp number
into a linguistic variable and assign a membershipe to it. In what follows, we will

discuss the main modules of a type-1 fuzzy logg&teay with more details.

2.1.6 Type-1lFuzzy Logic Systems
A type-1 fuzzy logic system maps crisp inputs iotsp outputs. It consists of four
major components. These are the fuzzifier, ruleepasference engine, and

defuzzifier as shown in Figure 2.14.

Type-1 Fuzzy Logic System

1
1
1
Cris ! i
P Fuzzifier Rule Base Defuzzifie : CI’lSp:
Input x ! 7y ! Outputs y
| 1
| 1
| 1
| 1
| 1
1 1
1 |
1 |
! W :
|
I Input » Inference Output !
: Fuzzy sets Fuzzy sets |
I :
| 1
1

Figure 2.14: Type-1 fuzzy logic system

2.1.6.1 Fuzzification
The fuzzifier maps input crisp value into fuzzy sseThis procedure is done by
mapping each input to its corresponding set, asdrdingly finding the membership

value by which this input belongs to the sets [IL880].

There is more than one method of fuzzification.olr research we mainly

focus on singleton fuzzifier. Singleton fuzzificati unit converts a crisp value into a
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fuzzy singleton within a certain universe of disg®iand a fuzzy singleton is a
precise value; hence no fuzziness is introducedhey fuzzification in this case
[Kassem 2012]. Singleton fuzzification expressesantx, as a fuzzy seh with the
membership functiom,(x) equal to zero unless at the paigtat whichp,(x,)

equals one [Mendel 1995].
2.16.2 RuleBase

The rule base is composed of the rules represetitengoutine and paradigm that the
system behaves. In each rule, there are antecededtsonsequents in an If-Then
statement. Antecedents are represented by the &etzyof input linguistic variables

of the fuzzy logic system while consequents areesgnted by the fuzzy sets of
output linguistic variables. In order to obtain tlesult outputs, the system needs to
map the input crisp value into fuzzy sets; thereflmgic rules need to be activated
which are in terms of linguistic variables whiche associated with the logic rules
[Mendel 1995]. Rules may be given by experts or banextracted from the raw

numerical data [Mendel 1995].
2.1.6.3 Inference Engine

The inference engine of fuzzy logic system mapgyusets into fuzzy sets [Mendel

1995].

Equation (2.15) shows an example [Kassem 2012] afl&a from the fuzzy

rule base:

R':IF u, is F{ and u,is F} ...and u, is ! THEN v is G (2.15)
wherel=1,2,...M, M is the number of rules in the rules bgsés the number
of inputs. Fy, le,...,Fpl are fuzzy sets ib , Uy,..., U, and G' are fuzzy sets iv.

The inference engine uses these IF-THEN rules tp tha input sets itf = U; X
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U, X ..X U, to output sets iV. Each rule in the rule base can be interpreted as
fuzzy implication. Specifically the “THEN’ operatas modelled by using the fuzzy
implication — [Kassem 2012]. LeF{ x Fj X ...x F} be A, andG' be B, the rule
shown in Equation (2.15) is interpreted by the refee engine as - B [Mendel

1995].

The mapping is done from, (u) to ug(v), whereueU andveV. u andv are
linguistic variables, their numerical values areandy where xeU, yeV [Kassem
2012], and by taking andy into consideration the interpretation performedtiy

inference engine can be written as in Equationg(2.1

Het(,y) = pasp(x,y) (216

To compute the firing strengiff (x) of thel™rule R, the calculation shown in

Equation (2.17) is conducted, where * is the chdssorm.
fl(x) = uxl(xl) * Uy, (x2) * .o % Ilep(xp) (2.17)

After the calculation of the firing strengift(x) for each ruleR! we can
determine the output fuzzy sBt. The final output fuzzy seB is determined by
combining the output fuzzy set for each rule usang-conorm operator [Kassem

2012].
2.1.6.4 Defuzzification

The defuzzifier map output sets into a crisp numbéere are several methods for

defuzzification, including [Mendel 1995]:

* Maximum Defuzzifier: this defuzzifier chooses &s gtisp output the valug

from the seB for which g (y) is the maximum.
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217

Mean of Maxima Defuzzifier: this defuzzifier staldig determining the values
of y from the set for whiclpg (y) is the maximum. It then computes the mean

of these values as its crisp output.

Centroid Defuzzifier: This defuzzifier uses Equati@¢2.18) in order to
determine the centre of gravity (centroyddf the output fuzzy s and uses
this value as the crisp output. The summation fiom1 till 1 denotes the

support of the fuzzy sé&.

1 . .
_ [Elivins )] (2.18)

Y = Lm0l

Centre of sets Defuzzifier: This defuzzifier deteves the centroigh for the

fuzzy setsB! (which is associated with the ruké). Then the crisp outpws, is

calculated using Equation (2.19)

_ [y )

Y = o0 (2.19)

uy(y) represents the firing strength of tferule.

Interval Type-2 Fuzzy Logic Systems

A fuzzy logic system is capable of handling theimas sources of uncertainties
associated with the environments being modellecicEehere is a need for a system
that does not need to be frequently redesignedradt in order to accommodate for

the changes resulting from the high-levels of utateties [Hagras 2007].

Unfortunately, for human behaviour and event deiactthere are plenty of

sources of uncertainties in an environment. Behavieatures of different subjects
which are representative of the same action clds®es a wide variance. In addition,

the behaviour of a given subject while conductingltiple instances of the same
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action category is not unique. Thus there are 4rdral inter- subject variations in
behavioural characteristics which cause uncertaintyhe behaviour recognition
problem. Besides this intra- and inter- subjectentanty, there are also plenty of
noise factors, such as the occlusion problem cabgedtie crowdedness of multiple
subjects, and the objects in the environment higpags of the visual behaviour

features from the camera.

The main procedure of Fuzzy Logic Systems (FLS)cWhenables FLS to
handle a high-level of uncertainties is the coneerérom crisp values into linguistic
variables based on fuzzy sets [Kassem 2012]. Atgbint the main objective is that
the uncertainties associated with environment ardathed into uncertainties by using
the fuzzy set membership functions. Most of thefubgic systems which have been
used and reported so far were based on the coomahtiype-1 fuzzy logic systems,
which use type-1 fuzzy sets. However, type-1 fuzeys cannot fully handle or
accommodate the linguistic and numerical unceitsnbecause they use precise
type-1 fuzzy sets; thus once the type-1 membership functions have been chosen
all uncertainty disappears because type-1 memigefghctions are precise [Mendel
2001]. In order to solve this problem and handke dhcertainties, type-2 fuzzy sets

are used in type-2 fuzzy logic system.
2171 Type-2Fuzzy Sets

According to [Mendel 2002], the concept of a typé&d2zy set was introduced by
[Zadeh 1975] as an extension of the concept ofrdmary fuzzy set (type-1 fuzzy

set). A type-2 fuzzy set is a set in which we alsve uncertainty about the
membership function, i.e., a type-2 fuzzy set iarahterised by a fuzzy membership

function whose grade for each element is a fuzz{Osd].
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The membership functions of type-2 fuzzy sets areet dimensional and
include a footprint of uncertainty; it is the nelirt-dimension of type-2 fuzzy sets
and the footprint of uncertainty that provide adshal degrees of freedom that make

it possible to directly model and handle uncertamfKassem 2012].

Generally, type-2 fuzzy sets can take any shapevatue in the third
dimension; this is called general type-2 fuzzy sktshe interval type-2 fuzzy sets all
the third dimension values are equal to one [Me@06lL]. The use of interval type-2
FLS helps simplify the computation (as opposechtodgeneral type-2 FLS) [Mendel

2001]. Figure 2.15 shows an example of an intelyad-2 fuzzy set [Kassem 2012].

1

A

My (cw)

>

Figure 2.15: Example of an Interval Type-2 Fuzzy Se

As shown in Figure 2.15, the difference betweeriymnd type-2 fuzzy sets
does not only lie in the third dimension since twe-dimensional part of the fuzzy
set has also changed [Kassem 2012]. In order tiexthis change, we provide an
example of a trapezoidal type-1 fuzzy set A [Kas28h2]. A trapezoidal fuzzy set is
controlled by4 parameters, b, c andd as shown in Figure 2.16a. Now, if these
parameters are blurred (fuzzy), i.e., exact valaethese parameters cannot be given,

then this will mean that these values lie somewhbete/een the parameters of A and
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A’ as shown in Figure 2.16b [Kassem 2012]. Whatpesms in case A and A’ are
embedded into one set is shown in Figure 2.16cil&imto type-1 fuzzy sets, type-2

Fuzzy sets can take different shapes. Some of gtegges are shown in Figure 2.17

[Kassem 2012].
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Figure 2.16: (a) Type-1 Trapezoidal Fuzzy Set,Tihp Type-1 Trapezoidal Fuzzy Sets, (c) A Type-2

Trapezoidal Fuzzy Set.
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Figure 2.17: Some possible Type-2 Fuzzy Sets shapes
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Figure 2.18 An interval type-2 fuzzy set.

An interval type-2 fuzzy set (IT2FSA is characterized as [Hagras 2004], [Mendel

2006]:

A= fxeX u€j €[0,1] f 1/(x’ u) = fxeX [quJXQ[O,l] 1/“’] /x (223)

wherex, the primary variable has domairX; ullU , the secondary variable
has domairf, at eachx O X ;] x is called theprimary membershipf x and is
defined in (5), and theecondary gradesf A all equal 1. Note that (1) means:
X-{[a,b] : 0<sa<b<1}. Uncertainty abouf is conveyed by the union of all the

primary memberships, which is called toetprint of uncertaintfFOU) of A, i.e.
FOU(A) = Uyxex/, ={(x,u):u €/, < [01]} (2.24)

The upper membership functioUMF) and lower membership function
(LMF) of A are two type-1 MFs thabtound the FOU (as shown in Figure 2.18). The

UMF is associated with the upper boundF@U (A) and is denotegi,(x) , OxOX,
and the LMF is associated with the lower bound=6fU ( A) and is denoted(x) ,

OxOX, i.e.
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L;(x)=FOU(A)  [OxOX (2.25)
pa(x)=FOU (A)  OxOX (2.26)

Note thatJy is aninterval seti.e.

Je = {wiu € |pa ), T} (2.27)

Theorem 1 (T2FS Representation Theorem Speciatzeah T2 FS):For an
IT2 FS, for whichX and U are discrete, the domain &f is equal to the union

of all of its embedded T1 FSs, so thfatan be expressed as
A=1/FoU(A) = 1/U4 AL = T, u] /x; (2.28)

The set theory operations of union, intersectiod eomplement, which are
widely used in applications of fuzzy sets, are ey easy to compute for IT2FSs.

Given the IT2 FSs:

A=LFOU(AR1/ Uyxex |14 (0) L, (0] B=1FOU(B1/ Uvxex 1) , ()] (2.29)

then,
AUB =1/ Uysex [1a () V s () T2 (0) V i () (2.30)
ANB =1/ Uygex [1a() A ps () T2 (0 A 5 (%)) (2:31)
A =1/ Unex |1~ pa() 1~ Bz (0] (2.32)

Note that for each value afthe intersection and union operations are refetweas

themeetandjoin operations, respectively.
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2.1.7.2 Proceduresof Interval Type-2 Fuzzy L ogic Systems

The IT2FLS depicted in Figure 2.19 [Hagras 2004sumterval type-2 fuzzy sets
[Mendel 2001] to represent the inputs and/or ostdthe FLS. In the interval type-2
fuzzy sets all the third dimension values are eqaabne [Hagras 2004], [Mendel

2001]. The use of interval type-2 FLS helps to ditpphe computation.

The interval type-2 FLS works as follows [Hagra®2]) [Mendel 2001]. The
crisp inputs from the input sensors are first fliedi into input type-2 fuzzy sets;
singleton fuzzification is usually used in intentgbe-2 FLS applications due to its
simplicity and suitability for embedded processarsl real time applications. The
input type-2 fuzzy sets then activate the inferegrogine and the rule base to produce
output type-2 fuzzy sets. The type-2 FLS rule ba&seains the same as the type-1
FLS but its Membership Functions (MFs) are represkhy interval type-2 fuzzy sets
instead of type-1 fuzzy sets. The inference engombines the fired rules and gives a
mapping from input type-2 fuzzy sets to output t@ptuzzy sets. The type-2 fuzzy
output sets of the inference engine are then psecdeby the type-reducer, which
combines the output sets and performs a centrdaliletion which leads to type-1
fuzzy sets. The latter are called the type-redwsmd. There are different types of
type-reduction methods. In this chapter, we will useng the Centre of Sets type-
reduction as it has a reasonable computational lexityp that lies between the
computationally expensive centroid type-reductiond athe simple height and
modified height type-reductions which have problemisen only one rule fires
[Hagras 2004], [Mendel 2001]. After the type-redaictprocess, the type-reduced sets

are defuzzified to obtain crisp outputs.

38



___________________________________________________________________

Defuzzifier L
Crisp Outputs

Type-1 reduced 0

Crisp Inputs Fuzzifier fuzzy sets

X

Type-reducer

Type-2 input v Type2 O“tP“tT

nzzy fuzzy sets
f sets Inference

\ 4

____________________________________________________________________

Figure 2.19 Structure of the type-2 FLS.

2.1.7.3 Singleton Fuzzification

The fuzzifier maps a crisp input vector with inputs X = (x;...x, ) e Xy x
X, ... X, = X into input fuzzy sets; these fuzzy sets can othele be type-2 fuzzy
input setsA, [Mendel 2001], [Hagras 2004]. However, we will usigleton
fuzzification since it is fast to compute. In thegleton fuzzification, the input fuzzy
set has only a single point of nonzero memberslipA, is a type-2 fuzzy singleton

if uz, (x) = 1/1forx = x"anduz (x) = 0 for all otherx # x’ [Mendel 2001].
2.1.7.4 RuleBase

According to [Mendel 2001], the structure of rulasa T1FLS and a T2FLS is the
same. The difference is that in T2FLS the antedsdand the consequents will be
represented by interval type-2 fuzzy sets. Theeefor a T2FLS for behaviour

recognition there arp inputsx; € Xy,..., x, € X, representing thp input behaviour

features and outputsy, € V;,..., y, € Y, representing the occurring possibilities of
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the target behaviours. Suppose thereMareles then thé" rule in this multiple-input-
multiple-output (MIMO) FLS can be written as follsw
Rimo: \FxqyisFf ..andx, isEf, THENy, isGf ...andy. isG/, i=1,..,M
(2.30)
According to [Mendel 2001], the!,,,,, can be considered as a group of multiple-
input—single-output (MISO) ruleRt, s, .
2.1.75 Inference

In the T2FLS the inference engine combines rulespanvides a mapping from input
type-2 fuzzy sets to output type-2 fuzzy sets [ldag2004], [Mendel 2001]. In the
inference engine, multiple antecedents in the rales connected using thdeet
operation, the membership degrees in the inputaetsombined with those in the
output sets using the extended sup—star composéiahmultiple rules are combined
using theJoin operation [Hagras 2004], [Mendel 2001]. In a MIB@e base, théh

rule can be written as follows [Hagras 2004], [Meln2001]:
Riyso: Fix .XEl > GL= A" >GL, i=1,..,M (2.31)
Rlyso is represented by the membership funcfigr(x, y) = pgi(xy, ..., xp, ¥),where
Mpi (6, ) = Waisqi (6 y) (2.32)
can be written as [Hagras 2004], [Mendel 2001]:
e (6 ) = Wt (6 1) = MarCen) M1 e () Mgt ) = [MB s () g 0) (2:39)

In the T2FLS we will useneetunder product t-norm so the result of the input

and antecedent operations, which are containedenfiting setn?_, Mgt x'y) =

Fi(x"), is an interval type-1 set, as follows [HagrasZpMendel 2001]:
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Fie) = [0 F @) = £ F ] (2.34)
wheref(x’) and]_fi(x’) can be written as follows,

fr) = pa(x'y) * ox et (X'p) (2.35)

and

—t — / — ’

) = Rpg('s) = ox e (') (2.36)
where * denotes the product operation.
2.1.7.6 TypeReduction

The type reduction returns type-1 fuzzy set outpwtsich are then defuzzified to
generate crisp outputs to represent the occurisgipility of the target behaviours in
the current frame so that behaviour recognition lbamperformed. In our T2FLS for
behaviour recognition, we used a centre of sets)(tgoe-reduction, which has a
reasonable computational complexity. The type-reduset using the centre of sets
type-reduction can be described in the followingiatpn, and/,,s(x); for the k"
output which is an interval set determined by éff$ inost pointy;, and its right most

pointy,, can be expressed as [Hagras 2004], [Mendel 2001]

ZLzlfiylic
o /5 (2.37)

Yeos = Wik yriel = fyke ki fy MM ff1€ IRk ffMe M7

To compute’,,, the centroids of the type-2 output sgfs which correspond

to the rule consequents, must be calculated teigtusing the following equation in
advance and before initializing the vision T2FL8agnition, where =1, ..., Z, and

Z is the iteration count =1,..,T, and T is the amount of output fuzzy sets

representing this output [Hagras 2004], [Mendel1200
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t [t ot ] i 1y,0,
yk - [ylk’yrk] - f91€]y1 "'fgzejyz 1/m (238)

After that, we can perform the type-reduction bynpaotingY,,,. For this we
need to compute the two end poiggs andy,, and then attach the firing strength

to the centroid of théh rule consequent calculated in the previous steghown in

the following equations [Hagras 2004], [Mendel 2P01

— Zlililfliylik 2.39
Vik —Zlililfli (2.39)
_ Z?i1friy1iﬂk
Vrk = Z{\ilfri (2-40)

2.1.7.7 Defuzzifier

Based on the&,,, returned from the type-reduction, the defuzzifmatcan be
performed by using the averageypf andy,, to get the crisp output for each outgut

[Hagras 2004], [Mendel 2001]:

Y (x) = Tk (2.41)

2.2 Overview on Optimization Methods for Fuzzy Systems

In recent decades fuzzy logic systems have beenessitlly utilized to solve
complex problems in various applications such aslassification (recognition) [Chi
1996], modelling [Pedrycz 1996], as well as confidhgras 2004] in a significant
number of applications [Hagras 2004] [Mendel 200f&].most of these application
cases, the importance factor for achieving sucukssfcuracy and performance was
the capability to incorporate human expert knowkedgo fuzzy systems. However,

complex applications usually come with large amoohiparameters to model the
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problem so that the uncertainties can be handlédrefore, it is not reasonable to
only use human expert knowledge to decide and meéter the parameters when
building the fuzzy logic system. The main reason ftios is that high-levels of
uncertainties require much more adaptiveness $0 ascommodate their changes in
the real-world environments. In order to improvee tkearning capability and
adaptiveness of the fuzzy logic system, two ofrtfesst successful methods are genetic

algorithm (GA) and Big Bang-Big Crunch (BB-BC) apikation algorithm.

Overall, a genetic fuzzy system [Goldberg 1989 fsizzy logic system which
was improved because of the enabling of the auiortesirning capability by tuning
the parameters of the fuzzy system using a geatgarithm [Man 2000], which is a
robust but slow learning method by imitating theunal evolution; in this way the
system can have robust search capabilities in doatptl problem spaces and thus
provide a valid solution of the parameters to beetli[Goldberg 1989], [Goldberg
2002], [Holland 1975]. The learning procedures efefic algorithm involve different
levels of complexity in relation to the evolving afges generated by the GA
procedures and complex problem spaces [DeJong 1988F, parameter tuning and
optimising has been one of the main approachegadilto adapt a wide range of
different fuzzy systems to the large amount of peaters associated with the complex
problems by employing genetic fuzzy algorithms [ 2007a] [Alcala 2007b]
[Cordon 2004], [Casillas 2005]. The main disadvgataf these methods, which are
based on genetic algorithm, is the extremely paafogomance due to their slow
convergence speed. This problem is especially olsvioehen solving complex

problems which usually involve large number of paeters.

Another important optimization algorithm is the BiBang-Big Crunch

optimization. The BB-BC optimization is a heuristmopulation based on an
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evolutionary approach, which was presented by Bra Eksin [Erol 2006]. It is
derived from one of the theories of the evolutioh umiverse in physics and
astronomy, namely the BB-BC theory. The key adwgedaof BB-BC are its low
computational cost, ease of implementation, antl daavergence. In [Erol 2006],
comparisons between BB-BC against GA were perform&ccording to their
comparison results, the performance of BB-BC exdibuperiority over an improved
and enhanced genetic search algorithm, and BB-Bfedorms the GA for many
benchmark test functions and comparison experimemith a much faster
convergence speed. In [Kaveh 2010], BB-BC demotesirbetter performance and
outperforms the other optimisation algorithms sashgenetic algorithms, evolution
strategies algorithm, simulated annealing, tabuckeant colony optimization, and
harmony search. Similar comparison can be fourjéfshar 2011] which shows that
BB-BC outperforms GA in their experiments. The mrador this fact is that,
according to [Erol 2006], GA suffers from prematuwenvergence, convergence
speed and execution time problems in global optirsearching as they are generally
sluggish in reaching the global optimum accurageig reliably in a short period of
time; and by contrast, BB-BC finds the exact glabyatimum point for the sphere,
step, Rastrigin functions within the maximum numlaérallowed iterations and
outperforms the GA method The BB-BC theory is fodnby two phrases: a Big Bang
phrase where candidate solutions are randomlyilaliséd over the search space in a
uniform manner [Kumbasar 2011] and a Big Crunclapémwhere candidate solutions
are drawn into a single representative point vieeatre of mass or minimal cost
approach [Erol 2006]. All subsequent Big Bang pbage randomly distributed to the
centre of mass or the best fit individual in a $amfashion. The procedures of the
BB-BC are as follows [Kumbasar 2011]:
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® Step 1 (Big Bang Phase): An initial generationrNo€andidates is generated
randomly in the search space; similar to the otbeolutionary search
algorithms.

® Step 2: The cost function values of all the can@idalutions are computed.

® Step 3 (Big Crunch Phase): Big Crunch phase consea @&onvergence
operator. Either the best fit individual or the rerof mass is chosen as the

centre point. The centre of mass is calculated as:

T (2.42)

wherex, is the position of the centre of massjs the position of the candidate,

£ is the cost function value of thid candidate, ani is the population size.

® Step 4: New candidates are calculated around tiveppat calculated in Step
3 by adding or subtracting a random number whos$eevdecreases as the

iterations elapse, which can be formalized as:

xnew — X, + Vp(xma;_xmin) (243)

wherey is a random numbep, is a parameter limiting search spacg;, and

Xmax @re the lower and upper limits, akds the iteration step.

® Step 5: Return to Step 2 until stopping criterizvehdeen met. Examples
stopping criteria are: (1) current iteration numleguals to the maximum
iteration number; (2) the error (the differencewssn the current actual
output and the expected output) is lower than astiwld value; (3) the
accumulated running (consumed) time of the enfitérozation procedure is

larger than the given time for example five hours.
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2.3 Overview on Human Event and Behaviour Detection

Detecting human events and activities from a video@ne of the most promising
applications of video processinghis research area has recently caught the attentio
of researchers from industry, academia, securigneigs, and consumer agencies. The
problem of human behaviour recognition has beenidelw studied subject in the
computer vision literature [Weinland 2010], [Aggah2011]. In most of the existing
methods, the first procedure is the feature extractwhich is used to describe the
characteristics of the subject, and where the nastluan be roughly classified into
four categories: motion-based [Efros 2003], [F2008], [Wang 2008], [Wang 2007],
appearance-based [Elgammal 2003], [Thurau 2008fespfime volume-based [Blank
2005], [Ke 2007], [Laptev 2007], space-time intérpsints and local feature-based
[Dollar 2005], [Laptev 2008], [Niebles 2007], [Nowia 2007], [Schuldt 2004].
Behaviour recognition approaches are mostly basechachine learning techniques
employed in the pattern recognition literature. sTmcludes techniques such as k-
Nearest Neighbour (k-NN) [Efros 2003], [Wang 20(JRiebles 2007], [Blank 2005],
[Thurau 2008], [Weinland 2008], Support Vector Maeh (SVM) [Dollar 2005],
[Laptev 2008], [Schuldt 2004], [Jhuang 2007], [2008], [Schindler 2008], boosting-
based classifiers [Nowozin 2007], [Fathi 2008],gtev 2007], Hidden Markov Model
(HMM) [Elgammal 2003], [Vezzani 2010], [Yamato 1992n [Blank 2005], M.
Blank et al. proposed a feature set of pose pusstifor behaviour representation and
n-Gram models which were utilised for behaviourcehatg and recognition. In [Wang
2007], Y. Wang et al. developed a feature set nliodebehaviour as a set of the
lowest distances from exemplars to behaviour imageasn exemplar-based space.
Yamato et al. [Yamato 1992] used discrete HMMsdoognise image sequences of

six different tennis strokes among three subje¢ezzani et al. in [Vezzani 2010]
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proposed an HMM-based action recognition methodgusnodel based feature set.
However, it remains a challenging problem to achiean automatic behaviour
classification due to the huge complexity and utaceties of the dynamic
environments such as complicated scene backgraoetysion, and varying postures
and sizes of moving objects. To handle the unceisa from the real-world
environments, Type-1 Fuzzy Logic Systems (T1FLSs)ehbeen applied to human
activities analysis [Anderson 2008], [Anderson Z0Qghich performs well in
predefined situations such as a quick change otitheuette orientation. However,
they lack general applicability and they alwaysuieg| time-consuming multi-camera
calibration and manual operations. In order to wwprthe robustness of T1FLSs in
handling uncertainties in the fields of image pssteg and pattern recognition, type-2
fuzzy logic systems have been proposed and reptotbdve successfully enhanced
the reliability of the type-1 fuzzy logic systemsAlfhohammadi 2014],

[AImohammadi 2015], [Yao 2012], [Yao 2014].

In this thesos, we will present a robust framewiorkmachine vision based on
human behaviour recognition using Interval Typet2#y Logic Systems (IT2FLSs).
In order to obtain the optimized parameters ofrtfenbership functions and rule base
of the IT2FLS, we employed an optimization approaelsed on the Big Bang-Big
Crunch (BB-BC) [Erol 2006], [Kumbasar 2011] algbnt. We will present several
experiments which were performed on the publiclgilable Weizmann human action
dataset. It will be shown that the proposed IT2Fa&tperformed its T1FLS

counterpart as well as other traditional non-fuggstems.

47



24 Overview on 3D Human Daily Activity Recognition

Robustly recognizing people’s daily activities (e gtting on a sofa, reading a book,
falling down, drinking, and eating food, etc.) ifaav-cost and automatic way (e.qg.,

vision-based) for elders and children who are alonea house is essential for

providing them with proper healthcare and medi@lises. Vision-based human

activity analysis has been one of the most actegearch topics in machine vision
over the past decades. However, the limitatiorhefdensors (i.e., 2D colour camera)
is that it restricts traditional methods [BobickO2( in that they are barely capable to
detect simple behaviour in a not very robust wagwelver, since human bodies and
behaviour are in essence of a three-dimensionadtste, the loss of information and

feature cues in the depth feature leads to a hagedation of the demonstration for

those 2D feature models [Efros 2003], [Black 199¥],2009].

To solve this problem, the recent presentationeptthd sensor (e.g., Microsoft
Kinect v1, as shown in Figure 2.19, has been ptedeand has become a feasible and
reliable 3D sensor which is able to capture bogéhcblour images (by using the video
RGB camera) and depth information (by its 3D dep#imsor) with appropriate
resolution and accuracy in real time speed. Itaffar the users the three-dimensional
structure of the monitoring background as well bBs three-dimensional motion
movement of the human/objects in the view. Theetbe human behaviour analysis
and daily activity recognition can be performedatally and robustly by using this 3D

visual sensor [Ni 2013].
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Figure 2.20: The Structure of 3D Sensor. (a)Thacltre of Kinect v1, (b) Components Diagram of

In indoor intelligent environments where privacynist a limitation, there is a
growing need to develop linguistic summarizatioroltowhich are capable of
summarizing in layman’s terms the information otenest within a long video
sequences recorded at such spaces. Such sumnoaricati be used to automatically
detect serious events that need immediate attestimh as attempted burglaries,

serious injuries, etc. A linguistic summarizatioancalso provide valuable context

Depth video
S libireenect
e . ) i
usSB (driver) application
(b)

Kinect v1.
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information from the video which cannot be extrddby other sensors. For example,
an important application in elderly care in inigdint environments is ensuring that the
user drinks enough water throughout a day to asleldydration. Similarly, a warning
message can be sent to social services nearbys@aofaan elderly person falling so
that proper actions can be taken instantly. Likewiights can be turned off

automatically when a user is detected to be slgepmthe sofa.

Various studies have been conducted for the litigussimmarization of video
sequences where type-1 fuzzy logic systems haven lagplied for linguistic
summarization and activities analysis. For exampldAnderson 2008], [Anderson
2009] voxel person analysis was implemented whichnip focuses on fall down
detection for eldercare. These type-1 fuzzy baspproaches perform well in
predefined situations such as a quick change ostitheuette orientation. However,
they require time-consuming multi-camera calibmatiovhen a camera is moved
slightly, the whole system needs to be re-calilbhateAnother linguistic
summarization system based on type-1 fuzzy logis pr@posed in [Trivino 2008]
using wearable devices to summarize and analyskuiman activity. However, such

wearable devices are intrusive and can be incoaméfor the users.

As a key procedure in linguistic summarization,lgsia of human behaviour
and activity has attracted a great deal of scholaterest. Most previous research on
behaviour and activity recognition is based on 2f®g data [Aggarwal 2011], [Ryoo
2009] or RFID sensors [Wu 2007]. However, the u$e2D data in real-life
circumstances has relatively low accuracy due tsendactors and uncertainties
associated with real-world environments. The useRBID tags is intrusive and
inconvenient as it requires a deployment of RFIBstan the humans or on the

objects. One traditional method is to employ sptdioporal features to describe
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points of interest in 2D video data [Laptev 2008jis method can be later improved
by adding more information to model the featurdsufhg 2007]. There have been
various works for activity analysis employing thédélen Markov Model (HMM),
which was firstly used to analyse two-hand behavjBuand 1997]. Later HMM was
used to recognize gesture and posture through lmabpilstic framework [Elgammal
2003]. However, the accuracy was not satisfacidypnamic Time Warping (DTW) is
another method to measure similarity and distaretevden two behaviours [Zhou
2008]. However, DTW only returns exact values dmastit is inadequate to model

the uncertainty and ambiguity of behaviour.

In this thesis, we will present a robust behavitegognition algorithm for
video linguistic summarization using a 3D Kinectnaa based on Interval Type-2
Fuzzy Logic Systems. In order to automatically obthe optimized parameters of
the membership functions and rule base of the IRRFe employed an optimization
approach based on the Big Bang-Big Crunch (BB-B@Gdrahm. Our experiments
have been successfully conducted in real-worldlligésmt environments and the
experiment results show that the proposed IT2FL$pastormed the T1FLS
counterpart as well as other traditional non-fugggtems. Based on the recognition
results, higher-level applications are presentectlucing video linguistic

summarizations event searching and activity reatiplayback.

2.5 Discussion

At the beginning of this chapter, we introducedziusets and the concept of fuzzy
logic. Overall, there are type-1 fuzzy logic systseand type-2 fuzzy logic systems.
The major problem of type-1 fuzzy logic system hattit is incapable of robustly

modelling the high levels of complex uncertaintiassociated with real-world
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environments. To solve this problem, interval typkizzy logic system was proposed
and widely used. The main advance extension of IB2F that it utilizes type-2
fuzzy sets which have proven to be very robustandfing the uncertainties when
compared to type-1 fuzzy sets. In this chapteralse elaborated on the interval type-
2 fuzzy logic system and the modules that distisigui from the type-1 fuzzy logic

system.

Since an interval type-2 fuzzy logic system is maoepable of robustly
handling the complex uncertainty there are alsoenparameters involved in interval
type-2 fuzzy logic system than in type-1 fuzzy ogystem. To achieve a robust
performance, these parameters need to be decidemhartuned in a reasonable

paradigm so that the adaptiveness of the systemsisred.

We presented the basis of Big Bang-Big Crunch whidteuristic population
based on an evolutionary approach that is derivech fone of the theories of the
evolution of the universe in physics and astrononamely the BB-BC theory. The
main advantages of Big Bang-Big Crunch optimizatialgorithm are its low
computational cost, ease of implementation, andl ¢asvergence. Unlike classic
conventional optimization algorithm genetic algonit that needs days or weeks to
finish the convergence, Big Bang-Big Crunch optatian algorithm normally
achieves the convergence in hours or even minufes advantage is highly
important for intelligent systems in solving the aeon problems which are usually
complicated by hundreds or even thousands of pdaeaseBig Bang-Big Crunch
models possible solutions to this problem by usangopulation structure which is
Crunch, we can produce a random set of populatiand we can also use

sophisticated algorithms such as Fuzzy C-MeansVd@adg-Mendel to calculate a
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reasonable starting point (which will be discussedetail in the rest of the chapters
in this thesis) of the optimization algorithm scatthBig Bang-Big Crunch can
converge to the ideal solution more quickly anduaately. After that the Big Bang-
Big Crunch assesses each population (candidatéisglwia a fitness function to
compute a score value for each candidate solugsnribing how good the solution is
and then save the best solution while regeneratiegother population. The Big
Bang-Big Crunch then goes through this procedumniiterative way. Each iteration
determines whether the current optimization hasfsad the stopping criterion, and
therefore, this iterative optimization procedurévels the population towards better
solutions by keeping only the best solution witk thighest fithess score from one

generation to another.

In this chapter, we briefly elaborated on humanaledur recognition and its
common steps. Generally speaking, the first step tes perform a
background/foreground segmentation so that we efinadthe areas and locations of
the moving targets in the current frame. For mquxilieations of the smart vision
system, the main analysis targets are human useveever, due to the complexity of
the real-world environments, the obtained foregtbueontexts are not only human
users but also various non-human objects. Thergloeenext step involves the human
silhouette extraction based on the foreground imaddere are several methods
which have been reported regarding this in recesarg; and these conventional
methods are able to extraction human silhouetté tiigare are still problems in these
traditional algorithms such as an extracted humbuowsette being degraded due to
misclassifications caused by the noise factors andertainties. Our proposed
method, which is based on interval type-2 fuzzyd®ystem, can solve this problem

since the type-2 fuzzy logic can accommodate mossipilities in the solution space
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and model more uncertainty. As a result, perforraaaad accuracy are improved in
comparison to when the conventional methods ardiemppOnce we obtained the
silhouette, we deciphered the area of the humajesulb the current frame. Then the
next step was to build a model to describe thedeheal features based on which we
could classify the current action. After that waetler developed the conventional
algorithms for behaviour recognition and the typ&tizy logic based methods with
the aim of solving this problem. To improve the wecy and to achieve better
recognition performance in the high-levels of uteeties, we introduced our

proposed recognition method based on interval B/pezzy logic system.

In the last part of this chapter, we introducegstesn framework of behaviour
recognition and event summarization using 3D semsaeal-world environments.
Choosing the proper sensor according to the aaalication scenario is always the
first and also a very important step in designimg application system since different
types of sensors have different advantages andhdistages. In the scenario of
ambient assisted living environments, the main lerob are the high-level of
uncertainties caused by the casualty of the hureawiour, the occlusion problem of
the multiple crowded subjects and the various nd@etors existing in the
environments. There are two solutions for AAL. Osidased on a 2D video sensor
but the problem is that it is not able to achiemeaacurate recognition since a 2D
video sensor cannot capture robust features agsinstany uncertainties and noise
factors. The other solution involves wearable senskhis is a robust solution but it is
also too intrusive for the users as the wearabie@s are usually attached to the skin
or muscle of the human users. We therefore propasggstem framework for AAL

based on a 3D sensor which is very robust andnibtisvearable. We used an interval
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type-2 fuzzy logic system based recognition to leamide high-level of uncertainties

during the recognition procedure.

In the following chapter, we will mainly discussetlalgorithms of human

silhouette extraction.

55



Chapter 3: A IT2FL SBased Approach for Human
Silhouette Extraction in I ntelligent Environments

3.1 Introduction

In this chapter, we will explain the fundamentat oportant module of vision-based
AAL environments, human silhouette extraction, vimhaietects the area and location of
the subject in the view. This provides the basatuee information for further higher-
level modules such as human tracking, behaviourogr@ton and event
summarisation. There are several traditional methéal silhouette extraction.
However, several noise factors (shadow, reflectabstacles attached to the human
subjects, etc.) exist in real world environments. alddress this problem, a T1FLS-
based algorithm was proposed and was able to wigceliminate the noise factors
during the procedure of silhouette extraction. Bué the high-levels of uncertainty,
this method has a problem of silhouette degradatiothis chapter, in order to solve
this problem, we will propose an IT2FLS-based metfus silhouette extraction which

is capable of robustly extracting the silhouetteé aliminating the noise factors.

3.2 Background of Human Silhouette Extraction

Automatic human event detection is an essentialeptasite for many advanced
applications, such as smart home, visual survedlapervasive computing. In this
research, we are interested in automatically deggtiuman event from video stream
for smart inhabited environments [Callaghan 2064 human event detection, the
first procedure is to segment (or outline) a huredimuette from a video sequence.
Since silhouettes in images and videos give impbrtaformation about the

foreground objects that can be utilized for a Hegrel analysis, silhouettes are usually
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critical hints of an image and video understanding will impact the robustness of
human event detection significantly. However, ialdlde environments, for example
in a smart living-room monitoring, due to the huggenplexity of such environment,
there are numerous noise factors and uncertaiptiesent for silhouette extraction

and event detection which include:
* Varying light condition
* Reflections and shadows
* Moving objects attached to human silhouette (a baathair, etc.).

Advanced human detection and identification apgreadike [Dalal 2005],
[Wu 2006] can be utilized for silhouette extractidhowever, such methods are
commonly of high computational complexity and henog suitable for dynamic and
complex environments. Hence, there is a need fociarit silhouette extraction
methods and that are able to operate in dynamiaraments. Therefore, in this
research, and as a fundamental part of our projdse long-term vision is to
construct a large scale intelligent system that eamomatically detect human
behaviour and event to provide related serviceswilepropose an effective and
efficient way to extract human silhouette and totHer detect particular human
events. Specifically, CCTV cameras have been deplag our laboratory of smart
living room to capture video data of the usersutagactivity. Via these cameras, we

analyse the occupants’ behaviour and detect p&atievents.

The first step of detecting a human event is a ¢waxknd subtraction for
silhouette extraction to detect moving targetsomsdround objects. In [Aubert 2001],
an approach based on a single Gaussian modal wa$oded which employed a

simple adaptive method. However, there are selierdhtions in this method such as
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learning stage necessity for background distrilmjtioobustness deficiency for
situations like sudden illumination changes, slowving objects, and so on. To
address these problems, the Gaussian Mixture M&MM) was proposed [Stauffer
1999] [Katz 2003]. Since GMM is extensively recaggd as a robust method for
background subtraction, in this chapter, GMM idizéd for foreground detection.
However, it is unreasonable to simply consider GEbkéground as human silhouette
in real-life environments due to the noise factorentioned above. For example,
GMM may segment objects (a book, a chair, etc.)edowr held by a person as part
of the foreground which will cause noise to furtpescedures such as event detection

module and thus lead to false alarms.

To handle these problems and detach the movingcsbjeom the human
silhouette, a type-1 Fuzzy Logic System (T1FLS) wagposed [Chen 2006]. T1FLS
is capable of handling to an extent the unceresnithentioned above, however, the
extracted silhouette will be degraded due to mssifecation of the proposed T1FLS.
Hence, here we present an Interval Type-2 Fuzzycd 8gstem (IT2FLS) which will
be able to handle the high uncertainty levels miesa real-world dynamic
environments while also reducing the misclassifcainf extracted silhouette. The
IT2FLS uses a similar type-1 membership functiotha@sones presented in [Mendel
2001] as principal membership functions which &entblurred to produce the type-2
fuzzy sets used in this chapter. We also used dhee gule base as [Chen 2006] to

allow for a fair comparison with the results reparin [Chen 2006].

In this proposed system, GMM is adopted to detagiral foreground which
may include a moving object such as a cup, a bowkeshor held by human. Then, in
order to eliminate these noise factors and extgmire human silhouette, an IT2FLS

is performed to detach the moving objects from theman silhouette. Several
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Variables such as SAD, distance, neighbours arzileaed for the IT2FLS to get the
silhouette degree of each pixel (or image bloclddtermine whether it belongs to the
human silhouette. Finally, pixels (or image blockaying a higher silhouette degree
than 50% are considered as human silhouette. Wiorped several real-world

experiments where it was shown that the propos28L$ is effective in reducing the
misclassification and that the quality of the estea human silhouette is much

improved when compared to the T1FLS.

3.3 TheProposed Fuzzy based Human Silhouette Extraction

Figure 3.1 provides an overview of the proposechoulogy for human based event
detection in real-world public spaces. In the fstige, source images are captured
using a video camera. The images are then analysed) GMM to detect the
foreground. The foreground detected by GMM is thmefined to eliminate noise
factors and detach moving objects by utilizing salvéeature variables and human
centroids obtained by human tracking module whglperformed by global nearest
neighbour (GNN) [Blackman 1999]. In this way, refthhuman silhouette is achieved
which is then analysed to recognize the semanftitsiman behaviour. Finally, event
inference is carried out by conjointly considerthg behavioural semantics and human

trajectories to detect particular human events.

Source Background Foreground Silhouette B
Images Subtraction “l  Extraction [~
Human
Centroids
Detected Event Semantics Behaviour 2 i
Events | Inference | Analysis = Silhoustte & Tracking

Human Trajectories

Figure 3.21: An overview of the proposed human t&sent detection methodology.
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Among these stages, silhouette extraction is anointapt and fundamental
procedure which greatly impacts the accuracy ofstiiesequent stages. However due
to the complexity of the environment, numerous @dectors and uncertainties exist
during this procedure. Indeed, advanced human titeteand identification approaches
can be utilized for silhouette extraction, but #hnosethods are commonly of high
computational complexity and not adaptive for dyiaemvironments. Hence in [Chen
2006] a T1FLS was presented while in this chaptdif@FLS for silhouette extraction

will be presented.

Suppose that we are working on frameand the foreground image of frame
obtained by GMM is denoted hy, and the silhouettes in framél that have been
properly segmented are denoteddy,. As described above, the foregroundoin

may contain the human body and moving non-humaectbpttached to silhouette. To
detach the moving objects and refine the humarmwsitie, the IT2FLS is developed

based on the following observations:

1. If an image block iro, belongs to a human body, it is of high probabilay

match an image block io,_, in a good match degree. The SAD (sum of

1

absolute difference) between their correspondingkd in framea and frame

i-1 is used to measure the matching degree betweemage block irp, and

its best match block i, .

2. If the distance between the left-top pixel of thisck and human centroid is

large, the probability that this block belongste human body is low.

3. If the amount of the neighbouring block with higholpability belonging to

human body is huge, such as having good matches, inor having low
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distance to human centroids etc., then, the probalnf this block also

belonging to the human body is high.

Based on the observations above, the followingabées of each block are

calculated.

* SAD of motion estimation. For every image bloclpinits best match block

in framei-1 is searched. The matching degree is used taibdedbe SAD

variable.
* The distance between left-top pixel of this blooki he human centroid.

* The amount of its neighbourhood with a high proligbof belonging to
human body, for example, by having a good matchkolio human body, low

centroid distance, and so on.

The rules of the type-2 fuzzy system should rertte@nsame as the T1FLS in [Chen
2006]. Moreover, in our IT2FLS we will use a similgpe-1 fuzzy sets as those in
[Chen 2006] as the principal membership functioisctv can be then blurred a6
(0 = 10, 20, 30, 40...) to produce the Footprint of Uncertainty (FOU) thfe
corresponding type-2 fuzzy sets. The impact okd#ht FOU to our proposed IT2FLS
was analysed and the results are shown in FigareTBe membership functions for
the inputs and output of the IT2FLS are shown iguF@ 3.2. The rule base of the

IT2FLS is the same as [Chen 2006] and it is as\id!
1. If SAD is very low AND Neighbourhood is huge AND $bance is close,
THEN Silhouette is high.
2. If SAD is large AND Neighbourhood is small AND Dasice is very large,

THEN Silhouette is low.
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3. If SAD is low AND Neighbourhood is large AND Distesis medium,

THEN Silhouette is high.

4. If SAD is medium AND Neighbourhood is medium ANDsIance is medium,

THEN Silhouette is medium.

5. If SAD is large AND Neighbourhood is medium AND Edace is medium,

THEN Silhouette is medium.

6. If SAD is large AND Neighbourhood is large AND [asice is close,

THEN Silhouette is high.

7. If SAD is medium AND Neighbourhood is large AND Edace is medium,

THEN Silhouette is high.

8. If SAD is medium AND Neighbourhood is large AND Eaace is close,

THEN Silhouette is high.

9. If SAD is very large AND Neighbourhood is small ANDstance is large,

THEN Silhouette is low.

10.1f SAD is medium AND Neighbourhood is small AND Easice is very large,

THEN Silhouette is low.

11.1f SAD is low AND Neighbourhood is huge AND Distants medium,

THEN Silhouette is high.

12.1f SAD is low AND Neighbourhood is medium AND Distee is medium,

THEN Silhouette is high.
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Figure 3.22: The interval type-2 fuzzy sets emptbiyethe inputs of our IT2FLS for (a) SAD, (b)

Neighbourhood, (c) Distance, (d) The Silhouettgpaubf IT2FLS.

34 Experimental Results

We performed several real-world experiments todeté# our proposed approach and
to compare the performance of the proposed IT2Fh$ the T1FLS presented in
[Chen 2006]. The aim of the experiments was to ioonthat the proposed IT2 fuzzy
system is effective to detach the moving objeatsnfrhuman silhouette with much

fewer misclassifications than a T1 fuzzy system.

In our experiments of this chapter, twelve humahjexts were involved in
four video sequences. And we performed four sesgiom to analyse to the results. In
the experiment of detaching the moving objectdrueted behaviour was used while

free behaviour was in other tests of this chapter.
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As shown in Figures 3.3 to 3.7, (a) shows the soimtages; (b) shows the
original foreground detected by GMM; (c) illustrateesults after the T1FLS and (d)
exhibits results after using IT2FLS. In our caséuanan silhouette is represented by

pixels having a higher degree than the 0.5 dedréeeduzzy silhouette.

In Figure 3.3, the results of “Raising a book” demstoate that the book
attached to human is eliminated after using theyfiurased systems. The experiment
shows that two fuzzy systems extract a proper gdtie and that they are able to
detach the book from human body. However, as meatioabove, the silhouette
extracted by T1FLS is degraded due to a misclassidin (as confirmed by [Chen

2006]) while IT2FLS can address this problem amilice the misclassification.

In Figure 3.4 enlarged silhouette images of “R@sanbook” are provided. As
can be seen in Figure 3.4b, the edge the silhooéff@dFLS, (highlighted with red
rectangles) is degraded to a coarser edge duestassification when compared to
the original foreground. However, as displayed iguFe 3.4c, the IT2FLS with the
uncertainty factor ofa=20% achieves the same human silhouette as the drigina

foreground while the book is detached.

To demonstrate the robustness of the proposedisystere experiments were
conducted in various environments. In Figure 318,results obtained from an outdoor
environment of single pedestrian under snowy candt are shown. Through this
experiment, we can see that the proposed systamrisng effectively in an outdoor
environment. In the images of figure 3.6, one cem the reflection of human body
where a noise factor is detected as foreground MMGwhile the reflection is
eliminated by utilizing fuzzy logic. In Figure 3.the results obtained from an outdoor

environment crowded with people are shown. In tasplex outdoor environment
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with more noise and uncertainties, the proposetésyslemonstrates its robustness by
extracting the human silhouette with a promisingule In relation to these
experiments and for the purpose of comparison, efal provides the average
misclassification and accuracy for T1 and IT2 fugggtems. In Table 3.1, it is clearly
demonstrated that the misclassification of the psed IT2FLS is significantly
reduced compared to the T1FLS while the IT2FLS a¢swlts in a higher accuracy

than the T1FLS.

One fact in choosing the block size for the SAD ioroestimation is that the
block size needs to be properly tuned and chosardiog to the video resolution and
the size of the target subject. If the block s&sadt to a high value, for example, 64x64
in a VGA video (640%x480), the accuracy of SAD motstimation will degrade and
further lower the robustness of the entire systewven though the speed of the entire

system would be higher compared to a smaller bdok usage.

The accuracy is obtained using the following payadi Suppose we are
working on the refined silhouette images procedseduzzy logic, in which noise
factors are eliminated and moving objects are tethavhile degradation exists. We
then compare the extracted human silhouette wair ttorresponding human targets
foreground in the original foreground images anrel tamber of misclassified pixels
can be obtained because there is no degradattbe ioriginal foreground images. The
misclassification is defined by the difference betw the pixel count of original
moving objeciD; and its according silhouette obj&et(The number of missing pixels
on the silhouettes). And the accuracy is defineaddgulating the correct percentage
of the pixel number of the silhouette objects conmgawith its according original

moving objec;. After that, the accuracy can be calculated:
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Accuracy =1- Zn: (O, -S)/ Zn: O (3.1)

i=1 i=1

Misclassifications= 2, (O; = S)) (3.2)

i=1

Where n is the number of human silhouette targets in thezy refined

silhouette images, ang represents the pixel count of extracted human sdtie
target in fuzzy silhouette images whiedenotes the pixel count of the corresponding

human target of in original foreground images.

Figure 3.8a shows that for the experimentlwiag multiple people in an open
real-world public space (see Figure 3.8), the rassification of T1FLS fluctuates a lot
with more video frames used, while IT2FLS remaitadble near to O (thus indicating
nearly zero misclassification). In Figure 3.8bcdin be seen that the accuracy of the
T1FLS against the number of video frames demorstritictuation between 92.5%
and 95.7% while the accuracy of our proposed IT2Btabilizes at around 99.99%.

This shows the robustness of the employed IT2FLS.

From Figure 3.9 it is obvious that the best IT2RESults in terms of the least
average misclassification (Figure 3.9a) and higlaesturacy are obtained for the
uncertainty factor o#=20%. This means that the corresponding FOU to anrtaiogy
factora=20 % was the appropriate FOU to handle the encouht@neertainties in the

given environment.
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Experirnent Name T1 Avg Accuracy | T1 Avg Misclasaify | T2 Avg Accuracy | T2 Avg Misclassify | Frame Used

1. Bingle person in outdoor snow enwirormment 93.23% 125,74 pizels 99.9791% 0.61 pixels 383
2.1 Multiple person with reflection in ;
95.23% 22138 pixels 99.9951% 0.54 pixels 246
outdoor clear environment
2.2 Multiple persoriin ) )
: 86.59% 393.86 pixels 99,8960 % 6.4 pizels 386
outdoor snow enviranment
3. Crowded outdoor envirenmert in snow condition 90.21% 637.62 pixels 99.9004%% 12.84 pixels 255

Table 3.1: Comparison of Misclassification and Aeay

(c) (d)

Figure 3.23: The experiment of “Raising a bookniddor environment”; (a) source images, (b)
foreground detected by GMM, (c) extracted silhauetfter using T1FLS, (d) extracted silhouette after

using IT2FLS.
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)( (b) ©)

a

Figure 3.24: Enlarged images of “Raising a bookdoor environment”; (a) foreground detected by

GMM, (b) extracted silhouette after using T1FLS,dxtracted silhouette after using IT2FLS.

(b)

(©) (d)

Figure 3.25: The experiment of “Single person itdoor snowy environment”.
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(©) (d)

Figure 3.26: The experiment of “Multi-person witflection in outdoor environment”.

@) (b)

(©) (d)

Figure 3.27: The experiment of “Crowded outdooriemment with snow”.
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Figure 3.28: Average misclassification and accui@ayparison in different frames for Experiment 2.2
multiple person in an outdoor snowy environmentA\erage misclassification in different frames (b)

Average accuracy in different frames
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Figure 3.29: Average misclassification and accu@myparison in different FOU of IT2FLS for
Experiment 2.2 multiple person in outdoor snowyiemment and Experiment 3. crowded outdoor
environment in snowy condition. (a) Average missifisation in different FOU (b) Average accuracy

in different FOU.3
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3.5 Discussion

In this chapter, we presented an interval typeZzyuogic system for an improved
silhouette extraction in dynamic real-world envinments. Due to the huge complexity
of real-life environments, the problem of detachimgpving objects from human
silhouette is complicated. To address this problsithout a high computational
complexity, we firstly use GMM to detect the foregnd, then an interval type-2
fuzzy logic system is employed for moving objeatsadhment. We conducted several
real-world experiments which have shown that theppsed interval type-2 fuzzy
logic system is effective in detaching objects dhd misclassification is greatly
reduced compared to a similar type-1 fuzzy logistay while the interval type-2
fuzzy logic system also results in high accuraaysithouette extraction compared to
the type-1 fuzzy logic system. Moreover, experirsen different FOU and frames
have been conducted to demonstrate the robustiebe @roposed interval type-2
fuzzy logic system. Hence, by utilizing an intentgpe-2 fuzzy logic system, the
proposed system obtains silhouette extraction gotbd robustness in relation to noise
factors and existing uncertainties such as ligitdden changes, reflection of human
body, and moving objects attached to the humanowdtie, etc., in dynamic

indoor/outdoor environments.
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Chapter 4: A BB-BC based IT2FL Sfor the behaviour
recognition on 2D video data in Intelligent
Environments

4.1 Introduction

Recent years have witnessed a significant progiesthe automation of human
behaviour recognition using machine vision in orde&r realize intelligent
environments which are capable of detecting ussr8bns and gestures so that the
needed services can be provided automatically @stdntly to users in such a way as
to maximize user comfort and safety as well as mizing energy. However, the
majority of traditional human behaviour machinemasbased recognition approaches
rely on assumptions (such as known spatial locatamd temporal segmentations) or
computationally expensive approaches (such asnglislindow search through a
spatio-temporal volume). Hence, it is difficult feuch methods to scale up and
handle the high uncertainty levels and complexit@gailable in real-world
applications. In this chapter, we propose a nowglzy machine vision based
framework for efficient humans’ behaviour recogmiti A model based feature set is
utilised to extract visual feature cues includifpaiette slices and movement speed
from the human silhouette in video sequences whiehanalysed as inputs by the
proposed fuzzy system. In this chapter, we empldyedy c-means clustering to
acquire the membership functions of the proposettyfusystem. The behaviour
recognition was implemented via selecting the lesididate’s behaviour category

with the highest output degree as the recognishewheur.

In this chapter, we will present several experitaevhich were performed on
the publicly available Weizmann human action dat&sdairly compare them with

the state-of-the-art algorithms. The experimergaltlts demonstrate that the proposed
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optimization paradigm is effective in tuning thergraeters of the membership
functions and the rule base of the IT2FLSs to imprthe recognition accuracy where
the proposed IT2FLSs outperformed the Type-1 FIIS$Ss) counterpart as well

as other traditional non-fuzzy systems.

4.2 TheProposed Fuzzy based Human Behaviour Recognition

It is worth pointing out that categorizing humanh&eour into one of several
behaviour classes falls under the generic claggmtiern recognition problem which
aims to determine the mapping between behaviowratufe space and action
categories. Unfortunately, behaviour features offedint subjects which are
representative of the same action classes haveda variance. In addition, the
behaviour of a given subject conducting multiplestamces of the same action
category is not unique. In fact, there are intrad anter- subject variations in
behavioural characteristics which cause uncertaintyhe behaviour recognition
problem. Fuzzy logic system is an established fiefdresearch which handles
uncertainties in complicated real world problems.this chapter, we will employ
fuzzy logic systems in order to handle the faceckuainties associated with humans’

behaviour recognition in intelligent spaces.

Figure 4.1 shows an overview of the proposed syst@re in the training
stage a human silhouette is detected and extrasiad our previous work based on
an Interval Type-2 Fuzzy Logic System (IT2FLS) [YA012]. After that, from the
extracted silhouette, input feature vectors are prded for our fuzzy-based
recognition method based on a model based feasirésse section 2.1) to describe
the shape and motion characteristics. The fuzzy lmeeship functions of the inputs to
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the fuzzy systems are then acquired via Fuzzy Crlsledustering. During the testing
stage, we first tried to detect human subjects Wwiwere later tracked to extract the
silhouette image based on which input shape-mdaatures are computed and used
as input values for the fuzzy-based recognitiortesys In our fuzzy system, each
membership function corresponds to a behaviour natide each output degree
represents the likelihood between the behavioucurrent frame and the trained
behaviour model in the knowledge base. The behawothe current frame is then
classified and recognised by selecting the canelidabdel whichhas the highest
output degree. In the following subsection, we wiksent the various components of

the proposed system.

Recognition
Test Sequences Recognition Results
. | = 511110l1§tte | Input Fegture -
... M Extraction Extraction N...... w

Running

v

Training Sequences Leaming
Y
4 |

Fuzzy Logic System

f/
[ \

1

Snlllotlgttc ) Fcauu.'c Fuzzy
Extraction Extraction C-Means

Figure 4.30: Overview of our proposed system.

4.2.1 Silhouette Extraction

Accurate human silhouette segmentation from a viseguence is important and
fundamental for advanced video procedures suchedesfrian detection, human
activity detection and behaviour recognition. Irder to obtain robust silhouette
segmentation, the Gaussian Mixture Models (GMM) wasposed in [Katz 2003]

which can extract the foreground images. Howeuels iunreasonable to simply
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consider GMM foreground as a human silhouette at-werld environments due to
the noise factors including varying light conditspmeflections/shadows problems and
moving objects attached to a human silhouette.€labd With these problems, a Type-1
Fuzzy Logic System (T1FLS) was proposed in [Che@620This T1FLS is capable
of handling to an extent the uncertainties mentloabove, however, the extracted
silhouette will be degraded due to misclassificatiblence, in [Yao 2012], we
proposed an Interval Type-2 Fuzzy Logic System Wwhias able to handle the high
uncertainty levels present in real-world dynamigiemments while also effectively
reducing the misclassification of extracted silhteie By utilising our proposed
IT2FLS, the average accuracy for silhouette exvadgs improved to 89.94% which

is 8.26% higher than the accuracy achieved by the T1FLBl@yad in [Chen 2006],
meanwhile, the average misclassification of ouppsed IT2FLS is reduced ®©71
pixels which was446.26 lower than the misclassification of the T1FLS inhfD

2006].

4.2.2 Feature Representation

Our approach uses an efficient feature set [Vez2@d0] with low computational
complexity based on multi-feature model includingu@ment speed and appearance
shape. Based on the extracted silhouette imagehagn in Figure 4.2, the silhouette
region is separated into five slices s,, s, S,, Ss according to polar coordinates
partitioning centred at the gravity centre.§), y.(t)}. Ideally, the divided slices
should be located at the areas of the head, the amd the legs of the human
silhouette. Suppose that we are working on franand the human silhouette image
of framet is extracted from the proposed algorithm basedT@kLS. Then, in the
obtained silhouette image, as shown in Figure the, area of the entire human

silhouette is denoted by the letterwhile the areas of each silhouette slice are
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denoted by{Al};—; s. Based on these values, the 7-dimensional feagiréor our
fuzzy-based recognition system is constructed, wlgcsimilar to the 17-dimensional
the feature set in [Vezzani 2010] but which usegefeinput feature categories and a
lower computational complexity. The seven inputtieas are motion speed in
horizontal directiond*), motion speed in vertical direction?, area ratio of the head
silhouette ¢3), area ratio of the right hand sillouett®), area ratio of the right leg
silhouette ¢°), area ratio of the left hand silhouettg)( and area ratio of the left leg
silhouette ¢7). Thus the feature set contains both motion in&drom (!, 0?) and
shape descriptionof...07). The 7-dimensional feature set for the fuzzy exystis

obtained as follows:

qlzi|>$(t—i)—>g(t—i—1)|/3
q :{Qld}: q2 :iZOJ yc(t_ i)_yc(t_ |_1)|/3 (4.1)
2 :ik k=1.5
o) A’

@) (b) (©)

Figure 4.31: (a) original image, (b) silhouette gaaxtracted by our proposed method based on

IT2FLS, (c) silhouette slice partitions.
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4.2.3 TheProposed Type-1 Fuzzy System for Behaviour Recognition

In our type-1 fuzzy system, the antecedents arensérguistic variables which are:
motion speed in horizontal direction'f, motion speed in vertical direction?), area
ratio of the head silhouette?), area ratio of the right hand silhouette)( area ratio
of the right leg sillouetteof), area ratio of the left hand silhouettg)( and area ratio
of the left leg silhouetteo(). Each of these antecedents is represented byfiany
sets which are VERY LOW, LOW, MEDIUM, and HIGH. Thaitput of the fuzzy
system is the behaviour possibility which is repréed by two fuzzy sets which are
LOW and HIGH. The fuzzy Membership Function (MFgpwn in Figure 4.3 has
been obtained via Fuzzy C Means (FCM)-based alguritin this FCM-based

algorithm, the centres clustered by FCM will be duses the Meansy, of our

Gaussian membership functiofg,, oy, x) = exp( L (%)) wherek = 1,...,p;

T2
p is the number of antecedents. And the variatgnaere obtained by, = (m;, —

my_,)/3, wherek = 2,...,p; p is the number of antecedents. And kor 1,0, =
(Myey1 —my)/3

Suppose, we measur@!..0’} on silhouette images expressing the
possibilities of the candidate behaviour classesning walking jumping-in-place
jumping-jack jumping-forward galloping-sideways waving-two-hands skipping
bending waving-one-hand The mapping between measurement and behaviour
classes is accomplished by fuzzy rules. In ouresysthe size of the rule based is
191, and the rule base is constructed via learfiiagn the input/output data by
experts in human behavioural analysis. One illasgguzzy rule from our rule base

could be written as follows:
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Rulei: IF (horizontal-motion-speed HIGH) & (head-silhouette-ratios MEDIUM)
(vertical-motion-speeds VERY LOW) & (leftHand-silhouette-ratio islIGH) &
(rightHand-silhouette-ratio iEOW) & (leftLeg-silhouette-ratio iEOW) &
(rightLeg-silhouette-ratio itOW) THEN

(running-possibilityis HIGH), (otherBehaviours-possibilitis LOW)

Each behaviour class uses the same output mempédusitiion that is shown
in Figure 4.3h. In our system, we use product tmeo represent the AND logical
connective and the implication operation. The béhavrecognition is done via
selecting the best candidate behaviour class wghhighest firing strength as the
recognised behaviour type. However, if two diffdreandidate behaviour classes are
assigned with the same output degree, this meanghbse two candidate behaviour
classes have significantly high behavioural sintyaand cannot be distinguished

effectively in the current frame.

0
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Figure 4.32: Membership functions from FCM for duzzy-based recognition system. a) MF €0,
b) MF for 02, ¢) MF for03, d) MF for0*, e) MF for0®, f) MF for 0°, g) MF for0?, (h) MF for

Output.
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4.2.4 TheProposed Interval Type-2 Fuzzy System for Behaviour Recognition

In this subsection, we will present the manual giegirocess of the IT2FLS which
will be optimized by the proposed BB-BC algorithmegented in the next section. In
the experiment section, we will compare the resoligained by this manually
designed IT2FLS against the IT2FLS optimized by B8- The interval type-2 fuzzy
set Footprint of Uncertainty (FOU) is bounded byotMFs which are the Upper
Membership Function (UMF) and the Lower Memberstipnction (LMF),
respectively. As shown in Figure 4.4, for examplee fuzzy set MEDIUM is
represented by the Gaussian membership functiosevimean and standard deviation

are obtained from numerous measurements of theréehorizontal-motion-speed.

0.8

0.6

0.4

0.2

0

W] 0.6 1.2 1.8 2.4 3.0 3.6 4.0 4.4
Figure 4.33: Gaussian MF of numerous instancesattife horizontal-motion-speed for the linguistic

variable MEDIUM

To construct the type-2 MFs modelling the FOU, wansform the type-1
fuzzy sets (shown in Figure 4.4) to the intervpley? fuzzy sets with uncertain mean.

We consider the case of a Gaussian primary mempefghction having a fixed
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standard deviatiom and an uncertain mean m that in the rargg,,, m},] [Mendel

2001], i.e.,

xk—m;(

ul G = expl—3 (2%)), mh € (b mi) (4.2)

wherek = 1,...,p; p is the number of antecedentss 1,..., M; M is the
number of rules. The upper membership functionhef type-2 fuzzy set can be

written as follows:

l
uy(xg) = 1, mk, < x, <mk, (4.3)
l l
N(meI O-kl xk)r xk > m}lcz

And the lower membership function can be writteficdlews:

mb, +m!

. N(mk,, o}, x;.), X < —klz =
w () = l l ! ! (4.4)

N(miy, ok xc), 5 s matmi

2
where
l 1 1 (x—m}

N(mky, 0, x;) = exp <_E (%)) (4.5)

In our IT2FLS, in order to construct the type-2 Mks use the mean of the
given type-1 fuzzy set (extracted by FCM clusteringhe previous subsection) to
represent thenl,, m., is obtained by blurringn},, with a certainu% (a = 10, 20, 30,

40...) such that
mk, = (1+ a%) mk, (4.6)

Whereo{( is the same as the given type-1 fuzzy set. In cetlow for a fair
comparison between the type-2 fuzzy logic systethtgpe-1 fuzzy logic system, we

used the same rule base for the IT2 FLS and th& S1F
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Figure 4.34: Average accuracy comparison in difieF€OU of IT2FLS. The horizontal axis represents
a% used in the system while the vertical axis isaherage recognition accuracy.

The uncertainty factown was chosen in order to maximise the achieved
accuracy. Figure 4.5 shows the accuracy plottethagthe various sizes of FOUSs. It
is obvious that the best IT2FLS results in the bgihaverage accuracy which is
obtained by using the uncertainty factoroefl8%. As can be seen in Figure 4.5,
when the FOU percentagedsO, the type-2 system is degraded to the type-tesys
and when the FOU percentage increases, the accofdbg type-2 system is higher
than the type-1 system proving that the IT2FLSshwany FOU) are more reliable in

handling the uncertainties in the given environraent

Note that thex=18% is the same for all the fuzzy sets for thaous inputs.
We will employ the type-2 fuzzy sets18% as the initial population for the BB-BC
algorithm which will optimize the values afwhich might be different for the various

input and output type-2 fuzzy sets.
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4.25 TheProposed Optimization Method for the | T2FLS
To optimize the proposed IT2FLS, the MFs and the base have to be determined.
In this proposed system, the BB-BC is utilized #dcalate the optimized parameters

for the MFs and the rules of our IT2FLS in the diien of having higher accuracy.

4.3 BigBang-Big Crunch (BB-BC) Optimization
A. Optimizing the Type-2 membership functions with BB-

In order to apply BB-BC, the feature parametertheftype-2 MFs have to be
encoded into a form of a population. As depictedEquation (4.6), to construct the

type-2 MFs, the parameter has to be determined to obtait},, while m}, is

provided by FCM. To be more accurate, the uncet;teﬁsmtorsa,{,i for each fuzzy set
of the MFs are computed, whekes 1,...,p, pis the number of antecedents; 1,...,
g, gq is the number of input features. For illustrati@s, in the MFs of proposed
system, four type-2 fuzzy sets are utilized for eldg each of the7 features
linguistic terms including VERY-LOW, LOW, MEDIUM ah HIGH, the total
number of the parameters for the input type-2 MF4xir=28. In a similar manner,
parameters for the output MF are also encoded whietw?%t for the linguistic
variable LOW andrq%* for the linguistic variable HIGH of the output MFherefore,

the structure of the population is built as dispthyn Figure 4.6.

ai || oz [[as || ea || |[ af || @7 || @3 || @4 ||« || =5

Figure 4.35: The population representation forghemeters of type-2 MFs

The optimization problem is a minimization taskdamith the parameters of

the MFs encoded as shown in Figure 4.6 and thermtsd rule base, the recognition
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error in our solutions space can be minimized bggighe following function as the

cost function for BB-BC:
Y= (1 — Accuracy?) (4.7)

where f!is the cost function value of the ith candidate Aocuracy' is the
scaled recognition accuracy of the ith candidate.
B. Optimizing the rule base of the IT2FLS with BB-BC

In a similar fashion of optimizing the MFs using B, the parameters of the
rule base are encoded into a form of a populafidre IT2FLS rule base can be

represented as shown in Figure 4.7.

ofl[o2|l..-| o3 | okuc Il - oR || & || --- || oF || 0,

Figure 4.36: The population representation forghemeters of type-2 MFs

As shown in Figure 4.%;, are the antecedents anff,; is the consequent of
each rule, respectively, wheke= 1,...,p, pis the number of antecedents; 1,...,R,
Ris the number of the rules to be tuned. In thislgtthe rule base constructed by the
experts is employed as the initial generation ofdadates. After that, the rule base

can be tuned by BB-BC using the cost function depgicn Equation (4.7).

4.4  Experiment Results

We tested the proposed system on the widely usedhbeark datasets for humans’
behaviour recognition, the Weizmann human actiotas#a [Blank 2005]. The
Weizmann actions dataset consists5687 frames andlO different categories of
behaviour classes (as shown in Figure 4.8): runnvadking, jumping-in-place-on-

two-legs (pjump), jumping-forward (jump), bendirjgmping-jack (jack), galloping-
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sideways (side), skipping, waving-two-hands (waye&aving-one-hand (wavel).
Video sequences in this dataset are captured wdtateonary camera and a simple
background. However, it provides a good experinggironment to investigate the
recognition accuracy of the proposed method whemtimber of behaviour categories
is large. Example frames of the behaviour categasire shown in Figure 4.8. Each
behaviour category is performed once or sometiwetper video by nine different

people (subjects) resulting @8 video sequences in total.

(a) bend (b) jack anjol (d) pjump (e) run

(f) side (g) walk (higk (i) wavel (k) wave2

Figure 4.37: Weizmann dataset for human behavieewgnition. a) bending, b) jumping-jack , c)

jumping-forward, d) jumping-in-place-on-two-le@9,running, f) galloping-sideways, g) walking, h)

skipping, i) waving-one-hand, k) waving-two-hands.

The type-2 membership functions obtained and opé&thiby BB-BC are
shown in Figure 20. By utilizing BB-BC to optimizée MFs and rule base, the
accuracy of per-frame recognition of our IT2FLSingproved to 100%. Table 4.2
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demonstrates that the BB-BC optimization improves performance of the T1FLS
and the IT2FLS where the per-frame accuracy is avgu when using BB-BC
optimization for either the T1FLS or the IT2FLS. Atown in Table 4.2, our
IT2FLSs-based method with BB-BC optimization ack®\.88% higher average per-
frame accuracy than the IT2FLS-based system witB&+BC optimization (using

manual rule base anc-18%).

Also note that the IT2FLSs-based system outperfatsnsounterpart T1FLSs-
based recognition system with the same rule bagke(emanually designed or
optimized by BB-BC). As shown in Table 4.2, our malty designed IT2FLSs-based
method (using manual rule base amll8%) achieves 4.09% higher average per-
frame accuracy than the manually designed T1FL&d¢hition, the BB-BC optimized
IT2FLS achieves 4.55% higher average per-frame racguthan the BB-BC

optimized T1FLS.

(@) (b)

(©) (d)

86



(e) (f)

0 0.03 0.06 0.09 0.12 0.15 0.18 0.21 00 0.10.20.30.40.50.60.70.80.9 1

(9) (h)

Figure 4.38: Type-2 membership functions optimikgdising BB-BC. a) Type-2 MF for
0%, b) Type-2 MF fol0?, c) Type-2 MF for03, d) Type-2 MF foi0*, €) Type-2 MF foi0®, ) Type-2
MF for 0, g) Type-2 MF foi07, h) Type-2 MF for Output.

Similar to [Vezzani 2010], our experiments are perfed by leave-one-out
cross validation as suggested by Scovanner é@abvipnner 2007]. During the testing
stage, our model was evaluated for per-frame andigdeo recognition. Specifically,
per-frame recognition means performing the analgtg®rithm on each frame and
then obtaining a recognition result for each indinal frame, while per-frame
recognition denotes achieving a global recogniti@sult for the entire video
sequence. The average accuracy of our method angacson with other traditional

non-fuzzy based algorithms are reported in Talle 4.

Our type-2 fuzzy logic system also outperforms trealitional non-fuzzy
based recognition method which used hidden Markmdets (HMM) [Vezzani
2010]. In order to conduct a fair comparison wiik traditional HMM-based method

[Vezzani 2010], our IT2FLSs-based system utilizeslar input features to the model
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proposed in [Vezzani 2010] which employed 7 featteitegories out of 17 feature
categories from the feature set in [Vezzani 201&¥. shown in Table 4.1, our
IT2FLSs-based method with BB-BC optimization ack®\3.3% higher average per-

frame accuracy than the HMM-based algorithm.

By using the proposed optimization method, ouresysbutperformed the per-
frame recognition accuracy of other state-of-tie-arethod based on hidden
conditional random field (hCRF) [Wang 2008] by @4 Tnd our method has also
outperformed the k-NN-based algorithm-based algorifNiebles 2007] by 45%
recognition accuracy. The per-video accuracy of pineposed method is 100%
outperforming the traditional non-fuzzy approachesuding hCRF-based method
[Wang 2008], SVM-based approach [Jhuang 2007] ardNkbased algorithm

[Niebles 2007] by 2.78%, 1.20% and 27.20%, respelsti In our experiment,

Methods per-frame  per-video frame rate
IT2FLSs with BB-BC 100% 100% 30 fis
IT2FLSs without BB-BC 98.12% 100% 30 1s
TI1FLSs with BB-BC 95.45% 100% 30 1ls
T1FLSs without BB-BC 94.03% 100% 30 fls
Jiang et al. [Jiang 2012] 100% 100% 1.06 /s
Vezzani et al. [Vezzani 2010] 86.70% N/A 15 s
Wang & Mori [Wang 2008] 90.29% 97.22% N/A
Jhuang et al. [Jhuang 2007] N/A 98.80% 0.431/s
Niebles & Fei-Fei [Niebles 2007] 55.00% 72.80% N/A

Table 4. 1: Comparison of Overall Average Recognithccuracy with Previous Traditional Non-

fuzzy Methods on the Weizmann Dataset.
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In our experiments of this chapter, nine humanettbjwere involved in ninety
three video sequences. And we performed nine sesgBim to analyse to the results. In

In our experiments of this chapter, instructed beha was used in all of the tests.

Our IT2FLSs-based approaches are computationdiigiezft. The proposed
IT2FLSs-based recognition system (including the kgemund subtraction and
updating, human silhouette extraction, multi-targacking, feature extraction and
behaviour recognition) works processing 30 framassgcond in real time. As shown
in Table 4.1, our method improves by 100% the cdatpn performance when
compared with the conventional HMM-based algoritfwazzani 2010] which has a
frame rate of 15 frames per second. We outperfortimedomputation speed of SVM-
based method in [Jhuang 2007] by 6876.74% whereSWe approach can only
process 0.43 frames per second. And similarly,pifogosed IT2FLSs-based system
has also outperformed the computation performamhd¢eee-based approach in [Jiang

2012] by2730.186

45 Discussion

This chapter presented a computationally efficieygtem based on interval type-2
fuzzy logic systems for the automatic recognitibineman behaviour using machine
vision for applications in intelligent environments$ is hoped that the proposed
method will be an enabling step towards the retimaof ambient intelligent
environments which can automatically detect the dmutmehaviour and adapt the user
environment accordingly. In our system, the origin@ages are first captured from
the input video sequences and the extracted huithaoustte is generated using our
proposed method based on interval type-2 fuzzyclaegstem. After that, the input
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features are computed from the extracted silhousidges using a seven-dimensional
model-based feature set including motion infornramd shape descriptors. Finally,
human behaviour is recognized based on the in@ttife set by using the proposed
IT2FLSs-based recognition method. The experimesilte demonstrate the superior
performance of the proposed BB-BC based approachptmizing the membership

functions and rule base of the IT2FLS which outpenfed the equivalent TLFLS and
the state-of-the-art non-fuzzy methods regardirgpgaition accuracy and analysis

performance.
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Chapter 5: A BB-BC based IT2FLSfor the Event
Detection and Summarisation using 3D sensor in real-
world Ambient Assisted Living Environments

5.1 Introduction

Video monitoring can provide vital context awareneasformation from indoor
intelligent environments where privacy is not astosint. However, there is a need to
develop linguistic summarization tools which arpaiale of summarizing in layman’s
terms the information which is of interest in lovigeo sequences. The key module
which can enable the linguistic summarization ofled monitoring is human
activity/behaviour recognition. Human behaviour agaition is an important yet
challenging task due to the behaviour uncertaiatyivity ambiguity, and uncertain
factors such as position, orientation and speedngnothers. In order to handle such
high levels of uncertainties in activity analysige introduce a system based on
Interval Type-2 Fuzzy Logic Systems (IT2FLSs) whpseameters are optimized by
the Big Bang-Big Crunch (BB-BC) algorithm which adls for robust behaviour
recognition using 3D machine vision techniquesnitelligent environments. In this
chapter, we will present several experiments whighe performed in real-world
intelligent environments to fairly make comparisomsth the state-of-the-art
algorithms. The experimental results demonstradettie proposed BB-BC paradigm
is effective in tuning the parameters of the mersii@rfunctions and the rule base of
the IT2FLSs to improve the recognition accuracyvilt be shown through real-world
experiments that the proposed IT2FLSs outperfortted Type-1 FLSs (T1FLSs)

counterpart along with other traditional non-fuzagsed systems. Based on the
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recognition results, higher-level applications wile presented including video

linguistic summarizations event searching and dgtretrieval/playback.

5.2 Overview of the Employed Hardwar e of RGB-D Sensor

The Kinect has become the most popular RGB-D sens@cent years. Most of the
other RGB-D sensors, such as ASUS Xtion and Prim&S€apri as shown in Figure
5.1a and 5.1b, normally use the PS1080 hardwaigrdesd chip from PrimeSense,

which was bought by Apple in 2013.

The original Kinect vl camera, as demonstrated igufé 5.1c, was first
introduced in 2010 and was mainly used to captw&rsl body movements and
motions for interacting with the program, but itsmapidly repurposed to be utilized
in a diverse array of novel applications from headte to robotics. It has been
repurposed in the field of intelligent environmeatsd robotics as an affordable but
robust replacement for various types of wearabhs@es, expensive distance sensors
and conventional 2D cameras. It has been succhssfgd in various applications
including object tracking and recognition [Han 2Da8 well as 3D indoor mapping
and human activity analysis [Yao 2014]. Howeveg $tructured-light technology of
Kinect v1 limited the usage of its depth cameraoutdoor environments where it
could not sense minor objects, and it had deptblugens (320x240) and field of
view (57°x43°) that were too low to satisfy the de@and requirements of some of the
real-world application scenarios. By contrast, th@v generation Kinect v2, as
presented in Figure 5.1d, was completely improve@mploy time-of-flight range
sensing where the infrared camera ejects strobarad light into the scene, and

calculates the time length for the bursts of lighteturn to each pixel. In this way, its
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infrared camera can produce high-resolution (512%4#pth images at a field of
view of 70°x60°. At the same time, Kinect v2 prodsichigh-resolution (up to
1920%1080) colour images at a field of view of 883% using a build-in colour
camera which performs as well as a regular higmidein (HD) CCTV camera. One
of the extra merits of the Kinect v2 is its low q@wiat about £130 as well as its
convenient software development kit (SDK) which caturn various robust features
such as 3D skeleton data for rapid developmentraselarch. The limitations of the
Kinect v2 sensor are: (1) if the human subjectasiad the boundary of the view, the
guality of skeleton detection would degrade andhiirleads to poor analysis result;
(2) if the distance of the human subject farth@antd.3 meter away from sensor, the
quality of skeleton detection would become poon Y8ithin the field of view
70°x60° and the distance range 4.5 meter, if taezanore than 4 people in the scene,
it would be crowded and lead to serious occlusiooblem which causes bad

recognition performance.

(@ (b)

(© (d)

Figure 5.39: Main RGB-D sensors. a) ASUS XtionPbjmeSense Capri, ¢) Kinect v1, d) Kinect v2.
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For most of the user-oriented applications in ligeht environments and
healthcare, the features of the user’s posturegcgslly skeleton data, make up the
core information since the skeleton data describesskeleton’s joint positions and
orientations of the user in the scene. There averakskeleton trackers available
including Kinect skeleton tracker, Open Naturakhattion (OpenNI/NIiTE) skeleton
tracker, and Point Cloud Library (PCL) skeletorcker [Rusu 2011]. For the Kinect
skeleton tracker, a random decision forest-basetthade[Shotton 2013] is used in
Kinect v1 to robustly extract the 20 joints fromeasubject. In the SDK of Kinect v2,
the skeleton tracker is improved and can robustlsaet up to 25 3D joints (as shown
in Figure 5.2) from a single user (with new joifids hands and neck, etc.). It also
handles the occlusion problem of different useis$ supports up to 6 users at a scene
at the same time. The effective sensing range efihect skeleton tracker is from
0.4 meters to 4.5 meters. In the PrimeSense’'s Wpem skeleton tracker was
provided and can extract the positions of 15 joirdm a single user. However, in our
experiment tests, it is not as accurate as thedKislkeeleton tracker but it supports
backward skeleton extraction. For the PCL skelétacker, 15 joints can be analysed
from a subject but this module requires a vided saipporting nVidia CUDA and the
PCL skeleton tracker is less robust than the dtiaekers according to our experiment

tests. Therefore we use the Kinect skeleton traickeur system.
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Figure 5.40: 3D Skeleton and joints of Kinect v2.

5.3 TheProposed BB-BC based Interval Type-2 Fuzzy Logic
System for the Event Detection and Linguistic Summarization of
Video Monitoring

Figure 5.3 provides an overview of our proposedesys There are two phases in the
system; these are the learning phase and the rdoogphase. During the learning
phase, the training data for each behaviour cayeg@ collected from the real-time
Kinect data captured from the subjects in differ@rdumstances and situations. Then
behaviour feature vectors based on the distanceaagteé feature information are
computed and extracted from collected Kinect daiaas to model the motion
characteristics. From the results of the featurgfraetion, the type-1 fuzzy
Membership Functions (TIMFs) of the fuzzy systems re a
recognized/known/discovered via Fuzzy C-Means €hug (FCM) [Pal 1995]. After
that, the type-2 fuzzy MFs are produced by usimgadibtained type-1 fuzzy sets as the
principal membership functions which are then ldrby a certain percentage to

create an initial Footprint of Uncertainty (FOUOé&n, with the acquired membership
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functions, the rule base of the type-2 fuzzy systemronstructed automatically from
the input feature vectors. Finally, a method bamedhe BB-BC algorithm is used to
optimize the parameters of the IT2FLS which will eémployed to recognize the

behaviour and activity in the recognition phase.

RGB-D Sensor Data Collection

1. Input Feature 2. T1IMFs building
Extraction via Fuzzy c-means

4. Rule base 3. Transforming
Optimization Rulebase Construction T1-MFs to T2-MFs

|

Optimized T2FLS

2. T2FLS-based 1. Feature

Recognition Extraction

RGB-D Sensor

.. Real-time
Recognition Phrase HD Video Data

3. Events Linguistic
. Front-end GUI
Summarization

HD Video playback

Figure 5.41: Overview of our proposed system.

It should be pointed that we generated initial fugets and rules for the FLSs
which we then optimized via the BB-BC approach wshsnitial fuzzy sets and rules
provided a good starting point for the BB-BC to werge quickly to the optimal
position. If we had started from random fuzzy setd rules, the BB-BC would have

taken very long time to converge to optimal values.

During the recognition phase, the real-time Kirgestta and HD video data are
continuously captured by the RGB-D sensor monitptire scene. From the real-time
Kinect data, behaviour feature vectors are firstlyracted and used as input values

for the IT2FLSs-based recognition system. In ourzfu system, each behaviour
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model is described by the corresponding rules,emwh output degree represents the
likelihood between the behaviour in the currentmieaand the trained behaviour
model in the knowledge base. The candidate behawothe current frame is then
classified and recognized by selecting the candidaddel with the highest output
degree. Once important events are detected by pghimined IT2FLS, a linguistic
summarization is performed using the key informatguch as the output action
category, the starting time and ending time of éwent, the user's number and
identification, and the relevant HD video data ardko descriptions. After that, the
summarized event data is efficiently stored in back-end server of event SQL
database from where the users can access localgnmastely by using our front-end
Graphical User Interface (GUI) system and perfonang searching, retrieval and
playback. The details of the employed phases aseussed in the following

subsections.

54 Learning Phase

5.4.1 Fuzzy c-means

The Fuzzy c-mean (FCM) algorithm developed by Dybann 1973] and later
improved by Bezdek [Pal 1995] is an unsupervisedteling method used to classify
the unlabelled data by minimizing an objective fume. The FCM uses fuzzy
partitioning such that each data point belongsdtuster to a certain degree modelled
by a membership degree in the range [0, 1], whiaticates the strength of the
association between that data point and a particaliaster centroid. Le =
{x1,%,, ..., x5} be a set of given data points dne- {v,, v,, ..., vy} be a set of cluster
centres. The idea of the FCM is to conduct a pantibf theN data points intadC

clusters based on minimization of the followingeatjve function:
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JXU V) = 3, ¥ ul||x; - v (5.1)

wherem is used to adjust the weighting effect of membiersfalues)| - || is
the Euclidean norm modelling the similarity betwebe data point and the centre,

andU = (u;;)cxn is a fuzzy partition matrix subject to:
Y u;=1,vj=1,.,N (5.2)
and
w; €[0,1], vi=1,..,C, Vj=1,..,N (5.3)

whereu;; is the membership degree of poigt to the clustef. The FCM is

performed via an iterative procedure with the Equma¢5.1) updatinge;; andc;.

In this chapter, the FCM is used to compute thetehs of each feature to
generate the type-1 fuzzy membership functions tfar fuzzy-based recognition
system. The optimization procedure of FCM can bearsarized in the following

steps:

Step 1. Set the iteration terminating threshaeldo a small positive number in the
range [0, 1], the weighting exponentand the number of cluste@s(in our systemg

is set to bé®.0005 mis initialized by using small positive random numgenging in
[0, 1] andC is set to be& representing the fuzzy sdt®W, MEDIUM, HIGH) and set

the number of iteratioh= 0.
Step 2: Increase the number of iteratibhy 1

Step 3: Calculate the cluster centres by using the falhgwequation:

t—1
v = B "y

t_
i S T ym

Vi=1,..,C (5.4)
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Step 4: Compute all thex;; using the following equation to update the fuzaytition

matrix by the newly obtained;;

ul = xj_lv@ . Vi=1,..,C ¥j=1.,N (5.5)

Teoa(

xj_v]((t)

Step 5: Check if[|U® — U¢=D||* < & then stop; otherwise go to Step 2.

These steps help identify the centre of each typerdy set and the associated
membership distribution. We will repeat the aboteps for each input and output

variable so as to extract their type-1 fuzzy setsntmership functions.
5.4.2 FeatureExtraction

5.4.2.1 Joint-angle Feature Representation

For each frame, the skeleton is a sequence of gnafih 15 joints, where each node
has its geometric position represented as a 3Dt poia global Cartesian coordinate
system. For any three different 3D poitg, P,, andP;, an angle featuré is defined

by these three 3D joinf3, P, andP; at a time instant. The angteis obtained by

calculating the angle between the vect®yB,, andP,P; based on the following

equation:

6 = cos‘1<

m&x&&)
|P1P;| |P2P5]

(5.6)

5.4.2.2 Joint-position Feature Representation

In order to model the local “depth appearance”tha joints, the joint positions are
computed to represent the motion of the skeleton.distance, between jointand

joint j, the arc-length distance is calculated:
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Di; = ||P. = Bl (5.7)

where || - || is the Euclidean norm.

5.4.2.3 Posture Representation

To perform efficient behaviour recognition, an agpiate posture representation is
essential to model the gesture characteristichisnwork, we use Kinect v2 to extract
the 3D skeleton data which comprises 3D jointsciwlare shown in Figure 5.4. After
that, based on the 3D joints obtained, we compheepbsture feature using the joint
vectors as shown in Figure 5.4. In the applicatioh&AL environments, the main
focus is to understand the users’ daily activiiad regular behaviour so as to create
an ambient context awareness such that ambierstedservices can be provided to
the users in the living environments. Thereforegun current application of scenarios
of ambient assisted living environments, we recogrand summarize the following
kinds of behaviour:drinking/eating, sitting, standing, walking, rungin and
lying/falling downto provide different ambient assisted services. é&@mple, if an
elderly person falls down our system will send aniey message to the nearby
caregivers or other people who can help. We alsonsarize the frequency of the
drinking activity to ensure that the user drink®wgh water throughout the day to
avoid dehydration. By a daily summarization of #iting andlying duration and
frequency, healthcare advice would be providechd tiser remains inactive/active
most of the time. The detection results of runrdegnonstrate a potential emergency
happening. From the detection results of standinthvealking, our system obtains the
location and trajectory of the subject so that iser; such as wandering prevention,
can be provided to dementia patients. Also, tHeafidalling down can be reduced by
analysing the pattern of standing and walking. fremmhore, cognitive rehabilitation

100



services can be provided to help the elderly wéhmdntia by summarizing this series
of daily activities. To achieve the robust recogmtand summarization of the
behaviour in AAL environments, we use the anglas$ distance of these joint vectors
as the input features which are highly relevantwimdelling the target behaviours
in AAL environments. The identified behaviour is t&xdable to enlarge the

recognition range of the target behaviour by addmegneeded joints.

Since most kinds of daily behaviour (e.g., drinkimgting, waving hands,
taking pills) are related to the upper body, inesrtb recognize behaviour and activity
we focus in this work on the following jointspine bas€P,;), spine shoulde(P,),
elbow left (P,;), hand left (Py;), elbow right (P.,.), hand right (Py,.). Since our
algorithm is highly extendable, more joints canilgdse added and utilized in more
application scenarios. Based on the discussioneglibe pose feature is obtained by
calculating the joint-angle feature and joint-piositfeature of the selected joints, as

given in the following procedure:

(1) Compute the vecto®,P,;, P;sP,; modelling the left arm, andP,.P.,,

P,. P, modelling the right arm.

(2) Angle features of the left aréy; can be obtained by calculating the angle
between vectorgP,;, P,s P, based on Equation (5.6). Similarly, angle featwés

the right armd,,. can be computed by applying the same proce$s,65., P, Py,

(3) Based on Equation (5.7), position featDyg, D;, of the vector®, Py,

P,; Py, can be obtained. In order to recognize activitibe status (3D position and
angle) of the spine of the human subject is modeaiea way that is invariant to

orientation and position.
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(4) Compute the vectadtP,;,, modelling the entire spine of the subject, and

PPy, PPy modelling the left knee and right knee. Computeahgled,,; between

PPy, andP Py, by using Equation (5.6). Similarly, the an@lg can be obtained by
applying Equation (5.6) on the vectdtsP;, and P, P,.. Then, the bending angig

of the body can be modelled, which is mainly usadahalysing thsitting activity

0, = maxby;, Okr) (5.8)

Figure 5.42: 3D feature vectors based on the Kim2akeleton model
(5) In order to recognize thlging/falling down activity, we compute the
distanceD; between the 3D coordinat&pine Basé, to the 3D Plane of thiéoor in

the vertical direction.

(6) We compute the movement speed of the humamalysingP:,* andP,
which are the positions of the joiA}, in two successive frames, framg and frame
i. The speed, can be obtained by applying Equation (5.7)Pdt andP},. The
movement speebly;, is mainly utilized for analyzing the common adies: falling

down, sitting standing walking andrunning
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For each tracked subject at a certain frame, thigoméeature vector is obtained:

M

(@a1» Oars Dnis Dpyy Oy, Dy, Dgp)

(5.9)

For simplicity, we also denote each featurdlimsing the following format:
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Figure 5.43: Type-1 membership functions constdibtgusing FCM, (a) Type-1 MF fan; (b) Type-
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As we can see, our system is a general framewarkdbaviour recognition,
which can be easily extended to recognize more \hetnatypes by adding more

relevant joints into the feature calculation.

5.4.2.4 Occlusion problemsand Tracking State Reliability

For most available 3D motion capture devices in ritegket, the hardware system
provides the level of the tracking reliability dfet 3D joints. Kinect also returns to the
tracking status to indicate if a 3D jointtrackedrobustly, orinferred according to the
neighbouring joints, onot-trackedwhen the joint is completely invisible. The 3D
joints, which are occluded, belong to tlwferred or not-tracked part. In our
experiments, we found out that batiferred and not-trackedjoints are unusually
unreliable and cause misclassifications. Thus,dlwesthe occlusion problem and
increase reliability, we only perform recognitiorhen the tracking status of the
essential parts related to our algorithm tiacked. In this way we can avoid

misclassifications.
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5.4.25 Transforming Type-1 Membership Functionsto Interval Type-2

Member ship Functions

In this subsection, we will present the initial id@sprocess of the IT2FLS, which will
be further optimized by the proposed BB-BC algantipresented in the next

subsection. Figure 5.6 shows the type-1 fuzzywhish were extracted via FCM.

|
I
I
0 1 2 3 - 5 6 7 8 9 10

Figure 5.44: Example of the type-2 fuzzy memberghietion of the Gaussian membership function
with uncertain standard deviatien The shaded region is the Footprint of Uncertdf®U). The thick

solid and dashed lines denote the lower and theruppmbership functions [Mendel 2001]

In order to construct the initial type-2 MFs modedl the FOU, we transform
the type-1 fuzzy sets to the interval type-2 fuzegs with certain mearmj and

uncertain standard deviatien[s},, oL,] [Hagras 2004], [Mendel 2001], i.e.,

xk—m}(

phCx) = expl=3 ()1 ot € [k, ot (5.1

wherek = 1,...,p; pis the number of antecederits; 1,...,R; Ris the number
of rules. The upper membership function of the {§pizzy set can be written as

follows:

A () = N(mj, 0z, %) (5.12)
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The lower membership function can be written a®tes:
tic (i) = N(m, 0y, %) (5.13)

where

_anl
N(mk, ok, x;) = exp <—%(xk—lm">> (5.14)

In order to construct the type-2 MFs in our IT2FlM#& use the standard

deviation of the given type-1 fuzzy set (extradbgd=CM clustering) to represent the

o},. o}, obtained by blurringr}, with a certaira% (« = 10, 20, 30, 40...) such that
ot, = (14 a%) a4 (5.15)

wherem,. is the same as the given type-1 fuzzy set. In daatlow for a fair
comparison between the type-2 fuzzy logic systethtgpe-1 fuzzy logic system, we

used the same input features for the IT2FLS and 11 S.

5.4.2.6 Initialize Rule base construction from the raw data

In this chapter, we use the Wang-Mendel approatdyrps 200} [Mendel 200},
[Wang 2003 to construct the initial rule base of the fuzzytem, which will be
further optimized by the proposed BB-BC algorithregented in the next subsection.
The type-2 fuzzy system considered in this chapkéracts various multiple-input—
multiple-output rules, which are known to model ttedation betweeM = (m,,

. .,my)and0 = (o4, . . .,04), and which use the following form:
IF myis X{ ...and my, is X}, THEN o, isY{ ...and o, is Y] (5.16)

wherep is the amount of antecedentgjs the amount of consequentsz=

1,..., R Ris the amount of the rules ands the index of the current rule. We also
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haveT;, interval type-2 fuzzy setXs, s =1, ...,T;, for each inputn,whereu =
1,2,....,p andT,,, interval type-2 fuzzy set&’, t =1, ...,T,,, for each output

o,Wherev = 1,2, ....,q.

For each training vectom((™;o™), n =1, ..., N, whereN is the amount the

training date vectors while the upper membershigree and lower membership
T m) _ (n) .

degree are calculatedﬁa my,~ Jandpxs(m, ) for each fuzzy set of each input

variableX$,s =1,...,T;,,, u=1,...,p. After that, for eachs =1,...,T;,, find

s* € {1, ..., T;,} such that Hagras 2004 [Mendel 200}, [Wang 200

1 (M) = s (m) (5.17)

Whereu§5(m£")) is the centre of the interval membershipXfatm”

5y(n) = s + ) s19

The following rule will be referred to as the rujenerated bynt™; 0™)

[Hagras 2004 [Mendel 200}, [Wang 2003
IF my is 7(15*(71) and my, is 7(;*(71) THEN o is centered at o™ (5.19)

An initial rule base will be constructed in thisrpbe. After that, conflicting
rules which have the same antecedents but diffe@mequents will be resolved by
using the rule weight obtained by the following atjpn [Hagras 2004], [Mendel

2001], [Wang 2003]:
w = Ty (i) (5.20)

We will then divide theN rules into groups such that the rules in one group

have the same antecedents so thatifas 2004 [Mendel 200}, [Wang 200%
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IF myis X{ ...and m,, is X}; THEN o is centered at o(%%)

Wherek = 1,...,N andd}, is the data points index of group Then, the

weighted average of the rules in grawwhose amount of rule i#/,. can be computed

by using the following equatiomdpgras 2004 [Mendel 200}, [Wang 200}

W(r) _ Zz’:lo(dZ)W(dz)

chv£1 W(d};)

(5.21)

After that, the conflicting rules in this group ca@ merged into one rule in the

following format:

IF myis X{ ..andmy, is X), THEN o0 is Y™

(5.22)

Where the choice of the output fuzzy ¥étbased is based on the following:

among theT,,, output fuzzy set§?, ..., YTout find theYt*such that flagras 200}

[Mendel 200}, [Wang 2003

(5.23)

To expand the algorithm so as to handle multipléputs, the steps of

Equations (5.21), (5.22) and (5.23) are repeateddoh output. An illustrative sample

of fuzzy rules from our rule base could be seehahble 5.3.

my m, ms my me meg m, Outputs
LOW MEDIUM HIGH MEDIUM | MEDIUM LOW MEDIUM 0 is High
LOW LOW MEDIUM HIGH LOwW HIGH MEDIUM o0, is High
LOW HIGH HIGH LOW LOW HIGH LOW 01, 03 is High
LOW MEDIUM HIGH HIGH HIGH MEDIUM LOW 0, is High
MEDIUM Low MEDIUM HIGH MEDIUM HIGH HIGH 05 is High
HIGH LOW LOwW MEDIUM HIGH MEDIUM LOW 01, 0, is High
LOW LOW HIGH HIGH LOW HIGH LOW 03 is High

Table 5.2: An illustrative sample of fuzzy rulesonfr rule base.
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where the inputs arkeft-arm-angle(m,), right-arm-angle (m,), left-hand-
distance(ms), right-hand-distance(m,), body-bending-anglen{s), spine-tofloor-
distance(mg), movement-spegdn,), and the outputs adrinking/eating-possibility
(01), sitting-possibility (0,), standing-possibility(o;), walking-possibility( o,),
running-possibility(os), lying/falling down—possibilityos). For each rule in Table
5.3, in the outputs colums, the unshown outputsladvbave had an associate@W

fuzzy set.

5.4.2.7 Optimizingthel T2FLSvia BB-BC

The main purpose of using FCM in order to genettademembership functions and
use the Wang-Mendel method to construct the inrigg¢ base before our BB-BC
optimization, is to obtain a good starting pointhe search space, since the BB-BC
quality of the optimization highly relies on theading state to converge fast to the
optimal position. If we had started from randomziyuzsets and rules, the BB-BC

would have taken a very long time to converge tiinaogd values.

The BB-BC optimization is an evolutionary approadhich was presented by
Erol and Eksin [Erol 2006]. It is derived from oakthe theories of the evolution of
the universe in physics and astronomy, namely tli&BB theory. The key
advantages of BB-BC are its low computational cease of implementation, and fast
convergence. The BB-BC theory is formed from twag#s: a Big Bang phase, where
candidate solutions are randomly distributed over search space in a uniform
manner [Kumbasar 2011], and a Big Crunch phaserevbandidate solutions are
drawn into a single representative point via ar@eat mass or minimal cost approach

[Erol 2006]. All subsequent Big Bang phases aredoamly distributed around the
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centre of mass or around the best fit individuahisimilar fashion. The procedures

followed in the BB-BC are as follows [Kumbasar 2011

Step 1: (Big Bang Phase): An initial generatiorNo€andidates is randomly

generated in the search space, similar to the etl@utionary search algorithms.
Step 2: The cost function values of all the candidalutions are computed.

Step 3 (Big Crunch Phase): The Big Crunch phaseesoas a convergence
operator. Either the best fit individual or the tenof mass is chosen as the centre

point. The centre of mass is calculated as:

N Xi
Zi=1ﬁ

Xe = Sy 1 (5.24)
Zi=1F

wherex, is the position of the centre of mass,is the position of the
candidatef! is the cost function value of th8 candidate, and\ is the population

size.

Step 4: New candidates are calculated around tivepp@t calculated in Step
3 by adding or subtracting a random number whosgevdecreases as the iterations

elapse, which can be formalized as:

xnew — X, + Vp(xma;_xmin) (525)

wherey is a random numbep, is a parameter limiting search spacg;, and

Xmax @re the lower and upper limits, akd the iteration step.

Step 5: Return to Step 2 until stopping criterisehbeen met.
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54271 Optimizing therule base of the I T2FL Swith BB-BC

To optimize the rule base of the IT2FLS, the patanseof the rule base are encoded
into a form of a population. The IT2FLS rule base be represented as shown below

in Figure 5.7.

1 1 1 1 R R R R
ml mp 01 Oq ml mp 01 Oq

Figure 5.45: The population representation forgammeters of the rule base

As showed in Figure 5.7y are the antecedents asdis the consequents of

each rule, respectively, where 1,...,p, pis the number of antecedenkss 1,...,q,

g is the number of the kinds of behaviours 1,..., R, andR is the number of the
rules to be tuned. However, the values descrildiegrtile base are discrete integers
while the original BB-BC supports continuous valugfus, instead of Equation
(5.25), the following equation is used in the BB-B@radigm to round off the
continuous values to the nearest discrete integkeres modelling the indexes of the

fuzzy set of the antecedents or consequents.

D" = D, + round [—yp(Dmai_Dmi”)] (5.26)

whereD, is the fittest individualy is a random numbep, is a parameter limiting
search spacd),,;, andD,,,, are the lower and upper bounds, &3 the iteration

step.

In this study, the rule base constructed by the §Mdendel approach
[Mendel 2001], [Hagras 2007], [Wang 2003] is usedtle initial generation of
candidates. After that, the rule base can be tlnyeBB-BC using the cost function

depicted in Equation (5.25).
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5.4.2.7.2 Optimizing the Type-2 member ship functionswith BB-BC

In order to apply BB-BC, the feature parametershef type-2 membership function
have to be encoded into a form of a populationd@gicted in Equation (15), in order

to construct the type-2 MFs, the parameiéras to be determined so as to obtgin

while o}, is provided by FCM. In order to be more accurtite,uncertainty factor:s,{,i

for each fuzzy set of the MFs are computed, whetrel,...,p, p is the number of
antecedentg;= 1,...,q, q is the number of input features. For illustratpurposes, as
in the MFs of the proposed system, three type-2yfigets including. OW, MEDIUM
andHIGH are utilized for modelling each of tlideatures. Therefore, the total number
of the parameters for the input type-2 MF8%3=21. In a similar manner, parameters
for the output MFs are also encoded; thesexgté for the linguistic variable LOW
andaJ*t for the linguistic variable HIGH of the output MFherefore, the structure of

the population is built as displayed in Figure 5.8.

1 1 1 7

ai || a3 || a3 |l 7 7 out out

a; || as || af ag

Figure 5.46: The population representation forghmmeters of type-2 MFs
The optimization problem is a minimization taskdamith the parameters of
the MFs encoded as shown in Figure 5.8 and thetrcmtsd rule base shown in
Figure 5.7, the recognition error in our solutispsice can be minimized by using the

following function as the cost function:
Y= (1 — Accuracy?) (5.27)

where f1is the cost function value of th8 candidate andccuracy! is the
scaled recognition accuracy of i candidate. The new candidates are generated

using Equation (5.27).
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5.5 Recognition Phase

In our fuzzy system, the antecedentsmatem,, ms, my, ms, mg, m, and each of
these antecedents is modelled by three fuzzy sé&t®, MEDIUM, andHIGH. The
output of the fuzzy system is the behaviour poBsibivhich is modelled by two
fuzzy sets:LOW andHIGH. The type-1 fuzzy sets shown in Figure 5.5 havwenbe

obtained via FCM and the rules are the same a9 g2#.S.

When the system operates in real time, we medsuyem,, ..., m,} on the
current frame and the IT2FLC is supposed to protheéepossibilities of the candidate
behaviour classes:drinking/eating, sitting, standing walking running and
lying/falling down In our system, each activity category utilizes tame output
membership function as depicted in Figure 5.11ll @roductt-norm is employed
while the centre of sets type-reduction for IT2RsSused (for the compared type-1
FLS the centre of sets defuzzification is used).récognize the current behaviour,

our system works in the following pattern:

* The Kinect v2 is continuously capturing the raw 8Keleton data from the

subjects in the real-world intelligent environment,

 Then the raw real-time 3D Kinect data will be asely by our feature
extraction module to get the feature vedwbr= (m;, m,, ms, my, ms, mg,

m-) modelling the behaviour characteristics in the enirframe.

* For the crisp input vectoM, a type-2 singleton fuzzifier will be used to

fuzzify the crisp input and obtain the uppep_rﬁli(x’) and lower

(wpi (x")) membership values.

» After that, we compute the firing strengﬂ‘iand j_fl of each rule, where
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i=1,..,R, andR is the number of rules. Wherg'(x") = uﬁli(xll) * Lk
—i _ _ ,
Eﬁé(xlp) andf (x") = uﬁli(xl) * .k uﬁli(x »)-

* The type reduction is carried out by using the Kppr@ach to compute the

type reduced set defined by the interga} [ v, «]-

« In the end, defuzzification is computed -ye’\%;y—”‘ to calculate the output

degree of the target behaviour class. For one ifgaitre vector analysed by
our fuzzy system, we will have one output degraecpedidate activity class,
which models the possibility of the candidate attielass occurring in the

current frame.

In our application scenario within AAL spaces, welat recognizing the
regular daily activities. However, the subject'sidty sequence happening at the
actual environment is not a continuous time-sedes to the occlusion problems,
capturing angle, and the casualness of the suljeich could lead to untargeted and
unknown types of behaviour which are out of ouramsn range. To solve this
problem, we do not use shoulder functions in oumivership functions since the
target behaviours are only modelled by the feataiees ranging in the sections
returned by FCM learned from the feature data of ttoncerned activities.
Additionally, we will check if the behaviour candig is confident in the current
frame by checking if its associated output degsg@gher than a confidence threshold
t; in our experiment we sdt= 0.62. The confident behaviour candidates will be

further considered to get the final recognitionputt

In our application scenario, some of the targetabilur categories are

conflicting because it is impossible for them to Happening at the same moment.
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Therefore, in our experiment, we divide the targehaviour categories into several
conflicting groupssitting, standing walking running, andlying/falling downare part

of the same group whildrinking/eatingis another group.

In the final step, the behaviour recognition isfpened by choosing the
confident candidate behaviour category with thehésy output degree as the
recognized behaviour class in its behaviour grdtgr. example, if the outputs of
sitting, standing walking, running andlying/falling downare0.25 0.75 0.64 0.0,
0.0, respectively, and the output dfinking/eatingis 0.25 then the final recognition
result would bestandingsince its output degree is the highest amongstdhédent
candidates (which argtanding and walkingn this case) in its group and the output
degree ofdrinking/eating in the other group is lower than the confidentelev
However, in a very rare situation that two confideandidate categories in a
conflicting group are allocated with a same ouipedree, this demonstrates that the
two candidates have extremely high behavioural lanty and cannot be
distinguished in the current frame. In that casesystem ignores these two candidate

categories in the behaviour recognition of the entrframe.

5.6 TheGUI of the Proposed System

The system detects six kinds of behaviour whichcaueial for AAL activities. These

are falling down, drinking/eating, walking, runnjrgitting and standing.

The GUI of the proposed system has two parts. Tisé ppart is shown in
Figure 5.9. It is used during the video capture stmalvs the detected behaviour and it
can send immediate alerts for important incidenthsas falling down. The left part
of Figure 5.9 shows the original colour high-defom video which is continuously
captured and displayed. The right part of Figu@ shows the captured 3D skeleton
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data (highlighted in green) of the subject in tberent frame. The GUI shows also the
detected behaviour for up to six users in the atiframe. As can be shown in Figure
5.9, the system was able to detect the event dirffadown/lying down” (highlighted

with the red rectangle) under strong sunshine ithaton and with the existence of

shadow changes.

The second part of the GUI is shown in Figure a0 it deals with the event
retrieval, linguistic summarisation and playbaakthe initial procedure of the GUI,
the connection between the GUI to the back-end te®€)L server will be built
automatically. After that, the user can searchtha events that are of interest by
entering their search criteria including the idgedition of the subject, the number of
the subject, event category, and event timestammp.eXample has been given in
Figure 5.10 where the user has selected to sehechvient category “Fallingdown”
from the target behaviour list as highlighted wille red rectangle in Figure 5.10a.
For further refinement of the retrieval criteribetparticular subject number as well as
a fixed time period described by the exact startlate and time and the ending date
and time of the event timestamp has been also gedvby the user, as highlighted
with the red rectangle in “Event Retrieval” sectminFigure 5.10b. After clicking the
“Retrieve” button, the front-end GUI will translatiee current searching criteria into
SQL scripts as shown in the edit box “SQL scrif¢t further editing of complex and
advanced searching if necessary). Then the traasBQL scripts will be sent from
the front-end GUI to the back-end event databasese retrieve the relevant events
according to the requests of the user. Finally, tbeieved events with details
including subject information, event descriptioasd the relevant video clips will be
sent from the back-end event server to the frodt-&Wl. The results of event

retrieval are depicted in the list showing the vald activities which have previously
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been detected and stored, as shown in Figure 5Ti#bdetails of the selected event
in the retrieval list is shown in the event infotina section, and the retrieved events

can be used to playback the video matching theesegs the user wants to see as

shown in Figure 5.10c.

Human Behavior Event Summarization by IIEG, Essex University E

Figure 5.47: The event detection GUI.

5.7 Event Summarisation

Based on the results of the behaviour recognitiba, event summarisation
will be performed by combining all the related kajormation and summarise them
into an event which will then be sent and stordd the back-end event database.
Since this event detection system is connecteldetdack-end event database, once an
activity is detected, the system will summarize tekevant details of an event (e.qg.
subject identification, subject number, behavioategory, event time stamp, event
video data, etc.) regarding the detected behavibditier that, the summarized event
will be sent to the back-end SQL event databasenalhtbe efficiently stored so that

event retrieval and playback can later be perforimgthe users using the front-end
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GUI system. Meanwhile, if the detected event isearergency, a warning message

will be sent to relevant caregivers so that inséatibn can be taken.

5.8 TheBack-end Server Event SQL Database of the Softwar e

System

The back-end event database is developed for fimeat storage of the detected

events including event details such as subijecttiittation, subject number, event

category, event starting time, event ending tinmgl the associated high-definition

video of the event. The event SQL database provlteservices of event search and

retrieval for different front-end user interfaceddcally or remotely retrieve and play

back the interesting events.

Event Retrieval and Playback

by IEG, Essex University

A User ID User NO. J Event Category | Event Starting Tme | _Event Ending Time | Video File Path ‘ Frame Rate Resolution
72057594037928176 0 Standing 2014-11-06 15:07:33  2014-11-06 15:07:47 C:/EventData... 30 960x540
72057594037928176 o Walking 2014-11-06 15:07:48 2014-11-06 15:07:54 C:/EventDatz... 30 960x540
72057594037928208 3 Drinking 2014-11-06 15:08:47 2014-11-06 15:08:51 C:/EventDatz... 30 960x540
72057594037928208 3 Drinking 2014-11-06 15:08:57 2014-11-06 15:08:59 C:/EventDats... 30 960x540
72057594037928208 3 Sitting 2014-11-06 15:09:06 2014-11-06 15:12:35 C:/EventDatz... 30 960x540
72057594037928224 3 Drinking 2014-11-06 15:13:24 2014-11-06 15:13:28 C:/EventData... 30 960x540
72057594037928224 3 Sitting 2014-11-06 15:15:25 2014-11-06 15:15:45 C:/EventData... 30 960x540
72057594037928288 1 Sitting 2014-11-06 15:16:58 2014-11-06 15:17:4@ C:/EventData... 30 960540
72057594037928288 1 Sitting 2014-11-06 15:17:54 2014-11-06 15:17:56 C:/EventData... 30 960x540
72057594037928288 1 Drinking 2014-11-06 15:17:59 2014-11-06 15:18:05 Ci/EventDatz... 30 960540
72057594037928384 3 Falingdown 2014-11-06 15:18:24  2014-11-06 15:18:42 C:/EventDatz... 30 960x540
72057594037928384 3 Sitting 2014-11-06 15:18:43 2014-11-06 15:19:27 C:/EventData... 30 960x540
72057594037928448 2 Falingdown 2014-11-06 15:29:21 2014-11-06 15:29:28 C:/EventDatz... 30 960540

w 72057594037928496 1 Falingdown 2014-11-06 15:35:15 2014-11-06 15:35:26 C:/EventData... 30 960x540
< >

Event Information Options

User ID:
Category:

User Number:

Starting Time:

Ending Tirme:

Video Path: |
Frame Rate:

Event Retrieval

User ID:

Resolution:

User Mumber:

Between: [["201503-10 2336144 ~| and [20150210 233644 -] Retriev

Event Categony

alingdo
‘Walking

Running

SQL Script: |Sa\ect * from eventdetected

(@)
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Event Retrieval and Playback by IIEG, Essex University n—

User ID i User NO. | Event Category i Event Starting Time | Event Ending Time | Video File Path i Frame Rate | Resolution

72057594037928144 3 Falingdown 2014-11-04 11:04:13 2014-11-04 11:04:18 C:/EventData... 30 960x540

72057594037928176 3 Falingdown 2014-11-04 5 2014-11-04 17:06:59 C:/EventData... 30 960%540

72057594037028384 Falingdown 2014-11-D 124 2014-11-06 15:18:42  C/EventData... 960%540
~Event Information ~Options

User ID: [72057594037928384  User Number: |3

Category: |Falingdown Starting Time: |2014-11-06 15:18:24 Ending Time: [2014-11-06 15:18:42

Video Path: |C:;‘EventDatahase[User3—hHDawn72m+Il—nErl51E}24.avi

Frame Rate: |30 Resolution: |960x540

Connect

Playback

ail

User ID: User Mumber: |3 Evgnt Category: |Falingdown -
Batwaen: |l72014—11-03 11:00:00 j and |l72014—11—ns 15:59:59j Retrieve | Shaw Al |

SQL Script: |;e\e:t * from eventdetected where  userNumber=3 and eventCategory="Falingdown’ z Execute |

(b)

Event Retrieval and Playback by IIEG, Essex University ﬂ
[__Userno. [ Event Categos Event Starting Time | Event Ending Time | Video File Path Frame Rate Resolution
72057594037928144 3 Falingdown 2014-11-04 11:04:13  2014-11-04 11:04: 30 960x540
72057594037928176 Falingdown  2014-11-04

72057504037928384 Falngdown  2014-11-06

Event Information [~ Options:

User ID: |72057594037928384 User Number: |3 Connact
p—
Category: |Falingdown Starting Time: (2014-11-06 15:18:24 Ending Time: (2014-11-06 15:18:42 |

Video Path: |C:lEVentDatahase/ User3-falDown-2014-11-06-15-18-24.avi

Frame Rate: |30 Resolution: |960x540 £

~Event Retrieval -

User ID: User Number: |3 Event Category: |Faingdown b

Show Al

5QL Script: |se1=cc * from eventdetected where  userNumber=3 and eventCategory="Falingdown’ z Execute

Between: [[¥ 2014-11-03 11:00:00 v| and [ 20141106 15:59:59 ]

(©)
Figure 5.48: The front-end GUI for the event sealidigustic summarisation and video playback (a)
Candidate event categories for event retrievaDier search criteria for event retrieval and teeits

of the selected event from the retrieval list (epf playback
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5.9 Experiments and Results

In our application scenarios, we aim at recognizivgfollowing types of behaviour:
drinking/eating, sitting, standing, walking, runginand lying/falling down Our
experiments were performed in different places sashthe intelligent apartment
(iSpace) [Hagras 2007] and intelligent Classrooas€oom [AImohammadi 2014]
at the University of Essex. The purpose of choodimgse behaviours as target
categories is that they are common behaviours atiditees in AAL environments.
We detect fall-down event so that our system card s warning message to the
nearby caregivers or other people who can help d8lap2012] [Nait-Charif 2004].
And our system summarises the frequency of thekishgnactivity to ensure that the
user drinks enough water throughout the day to cawtghydration [Tham 2014]
[Maierdan 2013]. By a daily summarization of thétisg and lying duration and
frequency, healthcare advice would be providechd tiser remains inactive/active
most of the time [Barnes 1998] [Nambu 2008]. Théedion results of running
demonstrate a potential emergency happening [Fora2@08]. From the detection
results of standing and walking, our system obté#weslocation and trajectory of the
subject so that services, such as wandering prieverdan be provided to dementia
patients [Wan 2011]. Also, the risk of falling dowan be reduced by analysing the
pattern of standing and walking [Wu 2008]. Furtherey cognitive rehabilitation
services can be provided to help the elderly wéhmdntia by summarizing this series

of daily activities [Hoey 201().evinson 1997].

We tested our methods using the Type-1 Fuzzy L&gstem (T1FLS) and
Type-2 Fuzzy Logic System (T2FLS) compared agaihst non-fuzzy traditional
methods including Hidden Markov Models (HMM) and riaynic Time Warping

(DTW) on 15 subjects ensuring high-levels of intaad inter- subject variation and
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ambiguity in behavioural characteristics. In thi® &xperiment, we don’t use
Weizmann dataset anymore, as the Weizmann humiam alctaset [Blank 2005] was
firstly published in 2005 and finally revised in@Q and the main purpose of the
Weizmann dataset is to fairly benchmark algorithims behaviour recognition on
CCTV camera or video sequence, so the data in Wariandataset are all two
dimensional. Another reason for that fact that WWeinn dataset doesn’t contain three
dimensional data is that there was no 3D video®eins2005 and the first 3D video

sensor (Kinect v1) with development kit was releaiseJuly 2011.

In the training stage, the training dataeygroduced by different subjects. The
subjects were asked to perform each target behavio@average two to three times.
This resulted in aroun220 activity samples for training. In the real-worktognition
stage, we divided the subjects into different gsoapd we performed the experiments
with different subject numbers in a scene to maliiéérent uncertainty complexity.
The experiments were conducted on average withr@petitions per target behaviour
by each subject in the group analysed by the ned-behaviour recognition system.
This resulted in around,600 activity samples for testing. To perform a fair
comparison, all methods share the same input fEmtuAs in real-world
environments, occlusion problems exist in our testes, which lead to behavioural
uncertainty caused by the occlusions of the suhjddte experiments were conducted
with different subjects and different scenes inios circumstances including
different illumination strength, partial occlusiorndaytime and night time, moving
camera, fixed camera and different monitoring asigéénong others. The experiment
results demonstrate that our algorithm is robust effective in handling the high
levels of uncertainties associated with real-watyironments including occlusion

problems, behaviour uncertainty, activity ambiguignd uncertain factors such as
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position, orientation and speed and so on.

The type-2 membership functions used in our systehich are constructed

and optimized by BB-BC, are shown in Figure 5.11.

Our experiment result demonstrates that the BB-B@rozation improves the
performance of our type-2 fuzzy logic system. la BB-BC optimization procedure
of the type-2 membership functions, we sg}, andx,,,, to 50% and 300%, which
influences the FOU blurring factarin type-2 MFs construction. In order to achieve
robust recognition performance, in our experiméetpopulation sizé&l of BB-BC is
set to 200,000. In addition, owing to the high-perfance of BB-BC, each iteration

of the optimization procedure can be conductedfewaminutes.
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Based on the optimized type-2 fuzzy sets and rake by utilizing BB-BC,
our IT2FLSs-based system outperforms its counterpaFLSs-based recognition
system (see Table 5.4), where the type-2 systemne\asb.296 higher average per-
frame accuracy than the type-1 system over thedast in the recognition phrase.
Our type-2 fuzzy logic system also outperforms treditional non-fuzzy based
recognition methods based on Hidden Markov ModélMN) [Kim 2010] and
Dynamic Time Warping (DTW) [Reyes 2011]. In orderrhake a fair comparison
with the traditional HMM-based and DTW-based methodll methods share the
same input features. As shown in Table 5.4, ouFI1S5-based method with a BB-
BC optimization achieved5.6%6 higher recognition average accuracy than the

HMM-based algorithm, and it also achiev&%.626 higher recognition average

123



accuracy than the DTW-based algorithm. For thedstahdeviation of each subject’s
recognition accuracy, the T2FLS-based method is lolmeest, demonstrating the

stableness and robustness of our method whengestiarent subjects.

When the number of subjects increases, this leads liigher possibility of
occlusion problems with a higher-level of behaviomcertainty, and the difference
between our method compared to the T1FLS-basedoahethd the traditional non-
fuzzy methods is even higher, as shown in Table Bable 5.6 and Table 5.7. Our
T2FLS-based method remains the most robust algontith the highest recognition

accuracy which remains roughly the same when addimig users to the scene.

Based on the recognition results of our optimiz8@HLS, higher-level
applications including video linguistic summaripatj event searching, activity
retrieval, event playback, and human-machine iotemas have been developed and
successfully deployed in iSpace and iClassroonauinexperiments of this chapter,
fifteen human subjects were involved in one thodsaight hundred twenty activity
sequences. And we performed fifteen sessions ruanébyse to the results. In our

experiments of this chapter, free behaviour wad usall of the tests.

Method | Average Accuracyl Standard Deviation
HMM 70.9266% 0.175258
DTW 74.9614% 0.129266
T1FLS 81.2903% 0.110410
T2FLS 86.5798% 0.086551

Table 5.3: Comparison of Fuzzy-based methods agaatstional methods with One subject per

Group in a scene (Fifteen groups)
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Method | Average Accuracy] Standard Deviation
HMM 72.4134% 0.078800
DTW 71.6549% 0.051693
T1FLS 79.0394% 0.157738
T2FLS 85.8864% 0.092471

Table 5.4: Comparison of Fuzzy-based methods aga@titional methods with Two subjects per

Group in a scene (Six groups)

Method | Average Accuracy] Standard Deviation
HMM 70.1782% 0.042738
DTW 73.7452% 0.103744
T1FLC 78.3855% 0.128380
T2FLC 86.1305% 0.082625

Table 5.5: Comparison of Fuzzy-based methods agaatitional methods with Three subjects per

Group in a scene (Five groups)

Method | Average Accuracy] Standard Deviation
HMM 69.5274% 0.083920
DTW 70.1220% 0.112780
T1FLC 76.6017% 0.080618
T2FLC 84.7253% 0.072113

Table 5.6: Comparison of Fuzzy-based methods agaatktional methods with Four subjects per

Group in a scene (Three groups)

The results of detected events and the associaed data are stored in the
SQL Event database server so that further datangnicean be performed by using our
event summarization and retrieval software. Furtioge, the user can easily

summarize the event of interest at the given tirmmé and play them back.
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Figure 5.12 provides the detection results of thal-time event detection
system deployed in different real-world intelligasrtvironments such as iClassroom
and iSpace at the University of Essex. The numbesubjects changes according to
the application scenario. In Figure 5.12a, two shisl are using our immersive
learning platform [Rios 2013] in iClassroom witheoKinect v2. In Figure 5.12b, the
system analysed the activity of the three subjecthe scene in the iClassroom. In
Figure 5.12c, behaviour recognition is performedhi@ iSpace with four subjects. As
the scenario is in a living environment, the udege more freedom to act casually
and occlusion problems are more likely to occurhwat large crowd of subjects.
Consequently, there are higher-levels of uncestaifss it can be seen, user 1 who is
drinking coffee is heavily occluded by the tablefiont, and so is user 2 who is
walking towards the door. Our IT2FLS-based recagnisystem handles the high-

levels of uncertainty robustly and returns the ectrresults.

Human Behavior Event Summarization by IIEG, Essex University ﬂ

(@)
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Human Behavior Event Summarization by lIEG, Essex University ﬂ

Results

User 0: Sittng

(b)

= Qe Human Behavior Event Summarization by IEG, Essex University E3

()

Figure 5.50: Detection results from our real-tim@FLS-based recognition system, (a) recognition
results in the iClassroom with two subjects inshene (b) recognition results in the iClassroonm wit
three subjects in the scene (c¢) recognition resulise iSpace with four subjects in the sceneileatb
occlusion problems and high-levels of uncertainty
As shown in Figure 5.13a, in order to retrieve angresting events conducted
by a certain subject during a fixed time period,imutted a subject number and time
duration, and performed event retrieval via thenfrend GUI. After that, the relevant

retrieved events were shown in the result listmfrewhich we selected the retrieved

event and played back the HD video. Similarly, igufe 5.13b, we were interested in
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the drinking activities that happened in the iSpaCherefore, we selected the
“Drinking” activity from the event category and alprovided a certain time period.

Then, the events associated with “Drinking” in gieen time period were retrieved.

Event Retrieval and Playback by IIEG, Essex University
User ID User NO. Event Categor Event Starting Time Event Ending Tme Video Fie Path Frame Rate Resolution
Standng 2015-03-04 12:56:22 2015-03-04 12:57:08 C:/EventData...
72057594037936496 o Wakng 2015-03-04 12:57:08 2015-03-04 12:57:19 C:/EventData... 30 960x540
72057594037936496 o Standing 2015-03-04 12:57:19 2015-03-04 12:59:23 C:/EventData... 30 960x540
Event i,

User ID: |72057594037936496 User Number: (0
Category: [Standng Starting Tme: |2015-03-04 12:56:22 Ending Time: (2015-03-04 12:57:08

Plyback
Video Path: |0/Evenwanbmfuwm»standﬂu»20154)34)4»!2»56—22,:\01
el

Frame Rate: (30 Resolution: (960x540

Event Retrieval

User ID: User Number: |0 Event Category:
Between: [7 20150304 12:56:00 »| and [[F201503-04 13:00:00 ~] - Show Al
SQL Srpt: [select = from where and Time>"2015-03- Execute

@)

- - r‘" - Event Retrieval and Playback by IIEG, Essex University | x |
! ‘ User ID | userno. | Event Category | Event Starting Tme | Event Ending Tme | Video File Path | Frame Rate Resolution
72057564037931728 1 Dikng  2015-03-03 14:28:31 2015-03-03 14:28:34 C:/EventData... 30 S60x540
: | |720575%4037931728 1 Drikng _ 2015-03-03 14:28:46 _2015-03-03 14:28:47 _C:/Eventbata... 30 S60x540
72057504037931728 g 2015-03-03 14:28:50 20150303 14:29:01 Cy/EventData...
Event Information

User ID: |72057594037931728 User Number: |1
Category: |Drinking Starting Time: |2015-03-03 14:28:59 Ending Time: (2015-03-03 14:29:01

Playback |
Video Path: [C:ll?vmmmhawumlamknuims-o.’.«a}ltzﬂo.aw

Frame Rate: |30 Resolution: |860x540 i

Event Retrieval

User D: User Number: Event Category: [Drnking -

Between; [[7 20150303 14:28:00 | and [[7 20150303 14:29:02 v|  Retrieve Show Al

SQL Script: ‘ule:! * from eventdetected where  eventCategory="Drinking’ and eventStartingTime> Execute

(b)

Figure 5.51: Event retrieval and playback, (a) Evetrieval and playback with a given subject numbe
and time period in the iClassroom (b) Event rettleand playback with a given event category and

time period in the iSpace
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5.10 Discussion

In this chapter, we presented a robust behaviocogration algorithm for video

linguistic summarization using a 3D Kinect camesasdal on Interval Type-2 Fuzzy
Logic Systems. In order to automatically obtain th@imized parameters of the
membership functions and rule base of the IT2FL8,employed an optimization
approach based on the Big Bang-Big Crunch algoritbaor experiments have been
successfully conducted in real-world intelligenvieanments. The experiment results
show that the proposed IT2FLS outperformed its TR Ebunterpart as well as other
traditional non-fuzzy systems. Based on the redayniresults, higher-level

applications were presented including video lingoissummarizations event

searching and activity retrieval/playback.
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Chapter 6: Conclusionsand Future Work

This thesis starts with the introduction in Chagtevhich presented the background of
event detection and summarization and the correspgrapplications in intelligent
environments and ambient assisted living. Evergaiein and summarization is used
to detect important and interesting informatiomirmassive raw data captured by the
sensors. In this way further data mining can beedorsummarise the detection results
into events from which the user can easily andldyiorowse core information. After
that, we explained the problem of high-levels otentainties existing in ambient
assisted living caused by the noise factors agsakcwith the real-world environments.
Then we presented the application of fuzzy setsvant detection and summarization
which can handle the uncertainty and achieve robettction. Next we introduced

the objectives, the novelty and significance, deddtructure of this thesis.

In Chapter 2, we laid out the theoretical backgtbohthis work. We firstly
introduced the basic concepts and theory of a fuagic system and the relevant
concepts including fuzzy logic, fuzzy set and ie@tions and linguistic variables.
Subsequently, we explained the type-1 fuzzy logstesn and interval type-2 fuzzy
logic system as well as their main calculation pthaes. We also explained that type-
1 fuzzy logic are not robust enough for handling thigh-level of uncertainties
associated with the real-world environment. Theeefwe concluded that there is a
demand for a system that is capable of robustlydiran these uncertainties
automatically and adaptively in order to adjusthe variations and changes in real-
world environments. To perform automatic optimiaati we reviewed the recent
popular methods for optimizing fuzzy logic syste¥de introduced the basis of big

bang-big crunch which is capable of tuning the peters of the fuzzy membership
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functions and the rule base of the fuzzy logic eystFinally the fuzzy logic system
will use these optimized parameters so that thenojh performance and accuracy
can be achieved. Then, we discussed the convehtanks in the field of 2D human

behaviour recognition and detection.

In Chapter 3, we presented a type-2 fuzzy logicebasystem for robustly
extracting the human silhouette which is a fundaalesind important procedure for
advanced video processing applications, such assp&h tracking, human activity
analysis, and event detection. Due to the huge lexity of a dynamic and real-life
environment, the problem of detaching moving olgietbm human silhouette is
complicated. In order to address this problem withogh computational complexity,
we firstly use GMM to detect the foreground andntivee employ an IT2FLS for
objects detachment. We conducted real-world exmgarismwhich have shown that the
proposed IT2FLS is effective in detaching objeetsy misclassifications are greatly
reduced compared to the similar T1FLS. At the séime, the IT2FLS results also
high in accuracy for silhouette extraction compacethe T1FLS. Hence, by utilizing
IT2FLS the proposed system achieves a silhoueti@ation with good robustness

against noise factors and uncertainties:
» Light condition changes.
» Reflection of human body.
* Moving objects attached to the human silhouette, et

In order to demonstrate the robustness of the pexpsystem, plenty of
experiments have been performed in various enviemsn such as indoor

environments and outdoor environments in diffesinations:

» Single subject at the scene.
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* Multiple subjects at the scene.
» Strong sunshine (illumination) at the scene.

e Snowy weather in the scene.

For comparison purposes, in our experiment reguitn be seen clearly in our
experiment results that the misclassification @& proposed IT2FLS is significantly
reduced compared to T1FLS, while the IT2FLS alsalte in higher accuracy than the
T1FLS in silhouette extraction. In the experimehtsimgle subject indoors, T2FLS
improves the accuracy [.74% and reduce the average misclassificatiorl®y.13
pixels comparing against TLFLS; When we move tisé éavironment outdoors, the
difference between T1FLS and T2FLS became largehe multiple subjects outdoors,
T2FLS improves the accuracy By78% and reduce the average misclassification by
220.84 pixels comparing against T1FLS. And the gap wamnesnlarged when the
environment is snowy causing more uncertainty.thin multiple subjects in outdoor
snow environment, T2FLS improves the accuracylBy® and reduce the average
misclassification by387.46 pixels comparing against T1FLS. And in the last
experiment, when the environment was crowded wébpfe causing high-level of
uncertainties, T2FLS improves the accuracy 98%6 and reduce the average
misclassification by24.78pixels. Silhouette extraction the fundamental e task

in advanced smart vision system for event dete@mhsummarization.

Based on the extracted silhouette by our proposgatidam as the starting
module in the smart vision system, in Chapter 4 psg@posed a computationally
efficient fuzzy logic based system for the automagicognition of human behaviour
using machine vision for applications in intelligemvironment. It is hoped that the
proposed method will be an enabling step towardsehlization of ambient intelligent

environments which can automatically detect humelmaliour and adapt the user’s
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environment accordingly. To the best of the auth&riowledge, this thesis is the first
in the literature applying fuzzy logic systems fasual-based humans’ behaviour
recognition. In so doing, the original images drst fcaptured from the input video

sequences and the extracted human silhouette é&gajed using our proposed method
based on an interval type-2 fuzzy logic system.eAftat, the input features are
computed from the extracted silhouette images usingeven-dimensional model-

based feature set including motion information ahdpe descriptors. Finally, human
behaviour is recognized based on the input featateoy using the proposed fuzzy-

based recognition method.

We have successfully tested our system on the gyldvailable Weizmann
human action dataset [31], where our fuzzy basestesy produced an robust
recognition accuracy di00%, which outperformed the traditional non-fuzzyteyss
based on hidden Markov models by an enhancemerit3@% accuracy. It also
outperformed the recognition accuracy of otherestditthe-art approaches including
hCRF-based method and codebook-based algorithnchwinere also applied on the
Weizmann dataset, 8.71% and45%, respectively. Also it is important to note that
the IT2FLSs-based system outperforms its T1FLSebasecognition system
counterpart with the same rule base (either manusigned or optimized by BB-
BC). Our manually designed IT2FLSs-based methothgumanual rule base and
a=18%) achieves4.09% higher average per-frame accuracy than the mignual
designed T1FLS. In addition, the BB-BC optimize@FLS achievegl.53% higher
average per-frame accuracy than the BB-BC optimiZddrLS. The per-video
accuracy of the proposed methd®(% outperforms the traditional non-fuzzy
approaches including hCRF-based method [5], SVMtbaspproach [6] and EM-

based algorithm [3] b®2.78%, 1.20% and27.20%, respectively. Moreover, our system
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provides a relatively computationally efficient arabust response since our method
can proces80 frames per second, which improvE30% of the analysis speed when
compared to the HMM-based algorithm in [25], whaan only proces$5 frames per
second. We have also outperformed the computatieadsof SVM-based approach in
[37] by 6876.746 whereas the SVM approach can only prodg4s frames per
second. The experiment results demonstrate theisuperformance of the proposed
BB-BC based approach for optimizing the member&imgtions and rule base of the
IT2FLS which outperformed the equivalent T1FLS &nel state-of-the-art non-fuzzy

methods regarding recognition accuracy and anghgsi®rmance.

In Chapter 5 and in relation to ambient assistethdi we introduced a
framework for behaviour recognition and event lisgja summarization utilizing a
RGB-D sensor Kinect v2 based on BB-BC optimisecrivdal Type-2 Fuzzy Logic
Systems (IT2FLSs) for AAL real world environmeni8e showed that the proposed
system is capable of handling high-levels of uraeties caused occlusions, behaviour
ambiguity and environmental factors. In the proposgstem, the input features were
first extracted from the 3D Kinect data capturedtby RGB-D sensor. After that,
membership functions and rule base of the fuzzyteayswere constructed
automatically based on the obtained feature vectBisally, we used a Big Bang—Big
Crunch (BB-BC) based optimization algorithm to tuhe parameters of the fuzzy
logic system for behaviour recognition and evemhmarization. For the real-world
application in AAL environments, we developed al-teae distributed analysis
system including front-end user interface softwdog operational commands
inputting, a real-time learning and recognitiontsgs to detect the users’ and a back-
end SQL database event server for smart evengstonagh-efficient activity retrieval,

and high-definition event video playback. Our prega system has been successfully
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deployed in real world environments occupied byioter users ensuring a high-level
of intra- and inter- subject behavioural uncertainOur experiment results
demonstrated that the BB-BC based optimizationdigna is effective in tuning and
optimizing the parameters of our fuzzy system. adidition, our experiment results
with single users show that the proposed IT2FLS dlesn the high-level of
uncertainties well and achieves robust recogniib®6.5%%6 and it also outperformed
its TLFLS counterpart by an enhancemens.@B8% as well as other traditional non-
fuzzy systems, including the HMM-based system afd\Ebased method by5.6%%
and11.6P4, respectively. Moreover, it was shown that theppsed IT2FLS delivers
consistent and robust recognition accuracy whike TAFLS and other conventional
methods based on HMM and DTW show degradationgdngnition accuracy when

one increases the number of users.

For our on-going research, we will focus on apmyour system in different
applications such as ambient assisted living aralthhere. We will explore other
types of hardware platforms and sensors to buitavacost but practical solution for a
wider and scale-up application range. In the siderctionality, we will investigate in
the application of person identification using teehnologies of face recognition, and
object identification to identify the users in cr®d environment and re-identify the
human subject when he re-enters the scenario. AndiW develop this new module
into our current system and allows further humarmimree interaction for example to
communicate with human user and improve the ugeereence and satisfaction. Also,
we will develop more user interface system whidoved the users to configure the
parameters of the target behaviour/event. In theeroside of algorithm, we will
investigate in the state-of-the-art algorithms sashsupport vector machine, random

forest classifier, deep neural network, etc. Asdbmplexity of the problem of human
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identification, behaviour recognition and event swansation, we will explore and
benchmark the state-of-the-art techniques and aoftwbraries in machine learning
and deep learning (e.g., Torch, Theano, Caffe,SmilditLearn) in our system and try
to utilize the modern big-data computing ecosystsuoth as Apache Spark in mining

the massive data from the real-world environment.
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