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Abstract 

 
The recent years have witnessed the prevalence and abundance of vision 

sensors in various applications such as security surveillance, healthcare and Ambient 

Assisted Living (AAL) among others. This is so as to realize intelligent environments 

which are capable of detecting users’ actions and gestures so that the needed services 

can be provided automatically and instantly to maximize user comfort and safety as 

well as to minimize energy. However, it is very challenging to automatically detect 

important events and human behaviour from vision sensors and summarize them in 

real time. This is due to the massive data sizes related to video analysis applications 

and the high level of uncertainties associated with the real world unstructured 

environments occupied by various users. Machine vision based systems can help 

detect and summarize important information which cannot be detected by any other 

sensor; for example, how much water a candidate drank and whether or not they had 

something to eat. However, conventional non-fuzzy based methods are not robust 

enough to recognize the various complex types of behaviour in AAL applications.  

Fuzzy logic system (FLS) is an established field of research to robustly handle 

uncertainties in complicated real-world problems. In this thesis, we will present a 

general recognition and classification framework based on fuzzy logic systems which 

allows for behaviour recognition and event summarisation using 2D/3D video sensors 

in AAL applications. I started by investigating the use of 2D CCTV camera based 

system where I proposed and developed novel IT2FLS-based methods for silhouette 

extraction and 2D behaviour recognition which outperform the traditional on the 

publicly available Weizmann human action dataset. I will also present a novel system 
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based on 3D RGB-D vision sensors and Interval Type-2 Fuzzy Logic based Systems 

(IT2FLSs) ) generated by the Big Bang Big Crunch (BB-BC) algorithm for the real 

time automatic detection and summarization of important events and human 

behaviour. I will present several real world experiments which were conducted for 

AAL related behaviour with various users. It will be shown that the proposed BB-BC 

IT2FLSs outperforms its Type-1 FLSs (T1FLSs) counterpart as well as other 

conventional non-fuzzy methods, and that performance improvement rises when the 

number of subjects increases. It will be shown that by utilizing the recognized output 

activity together with relevant event descriptions (such as video data, timestamp, 

location and user identification) detailed events are efficiently summarized and stored 

in our back-end SQL event database, which provides services including event 

searching, activity retrieval and high-definition video playback to the front-end user 

interfaces. 
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Chapter 1: Introduction 

 

The World Health Organization estimated that in 2050 there will be 1.91 billion 

people aged 65 years and over worldwide [WHO 2014]. Hence, recently there has 

been an increased interest in Ambient Assisted Living (AAL) technologies not only 

due to the increase of ageing population but also because of shortage of caregivers 

and the increasing costs of healthcare. Employing advanced machine vision based 

systems for behaviour and event detection as well as event summarization in AAL 

applications can help increase the level of care and decrease the associated costs. In 

addition, machine vision based systems can aid in detecting and summarizing 

important information which cannot be detected by any other sensor (like how 

frequently did the candidate walk, or whether the candidate is falling down, etc). 

However, the great expansion of deploying and utilizing video sensors can lead to 

massive amounts of unnecessary video data which can result in high costs because of 

data storage as well as because of the human resources spent on watching and/or 

manually extracting key video information. This problem is becoming increasingly 

obvious as the number of video cameras in use is estimated to be 100 million 

worldwide [Vos 2011], while in the United Kingdom, which owns the largest number 

of Closed-Circuit Television (CCTV) cameras in the world, the estimated number of 

in-use cameras is 5.9 million.  

Conventional video systems based on human monitoring are highly labour-

intensive since watching and analysing video content requires a higher level of 

concentrated attention. It has been reported that maintaining the necessary attention 

and reacting to rare events from multiple input video channels is a very challenging 
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task, which is also extremely prone to error due to the degradation in the engagement 

level [Miller 1998]. Thus, there is a dramatically growing demand to develop real-

time video detection and automatic linguistic summarization tools which are capable 

of autonomously detecting important events instantly and summarizing the interesting 

information from the massive raw video data in AAL applications in layman’s terms. 

In order to automatically detect important events that need immediate attention, there 

is a need to analyse the real-time input data and provide valuable context information 

which cannot be extracted from other sensors. For example, an important application 

in elderly care within AAL environments ensures that the user drinks enough water 

throughout the day to avoid dehydration. The system also needs to send a warning 

message to social services nearby in case an elderly person falls and needs help so 

that proper actions can be taken instantly. Furthermore, in intelligent environments 

the electric appliances can be intelligently tuned and controlled according to the user’s 

behaviour and activity to maximize their comfort and safety while minimizing the 

consumed energy. 

Many AAL and healthcare applications based on behaviour and activity 

recognition have been reported in the literature. Single activity monitoring systems 

were proposed to analyse a single activity where in [Nambu 2008] a method was 

introduced to analyse the behaviour of watching TV for diagnosing health conditions. 

In [Wu 2008], researchers proposed an algorithm to analyse walking patterns in order 

to notify the elderly users in time so as to avoid the risk of falling down. However, a 

single activity analysis system is unable to recognize other important kinds of 

behaviour and it is not sufficient to create an effective AAL environment. In [Wan 

2011], Wan et al. developed a behaviour recognition system to prevent the wandering 

behaviour of dementia patients and to notify the caretakers if deviation from 
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predefined routes is detected. For the prevention of indoor stray, Lin et al. [Lin 2006] 

utilized Radio-frequency identification (RFID) sensors to detect if a dementia patient 

approaches an unsafe region in order to avoid potentially injurious situations. 

However, these kinds of locations and trajectory-based systems can only estimate the 

status of the subject via the position; they cannot recognize their actual behaviour and 

activity. Remote telecare systems can be constructed by using AAL based on activity 

recognition. For example, Barnes et al. [Barnes 1998] presented a low-cost solution to 

creating an intelligent telecare system by utilizing the infrastructure of British 

Telecom to assess the lifestyle feature data of the elderly. The system uses IR sensors, 

magnetic contacts and temperature sensors to collect the data of the temperature and 

the user’s movement. An alarm notifies a remote telecare centre and the caregivers if 

abnormal behaviour is detected. However, the system is simple and is limited to only 

recognizing abnormal sleeping duration, uncomfortable environmental temperature, 

and fridge usage disarray. In another case, Hoey et al. [Hoey 2010] introduced a 

cognitive rehabilitation system using AAL technologies to help the elderly with 

dementia. Another cognitive orthotics system [Levinson 1997] analysed a model of 

the everyday activity plan according to multi-level events, and evaluated the patient’s 

implementation of the plan for the purpose of cognitive orthotics. However, unlike 

our system, extendable recognition for complex behaviour and activity together with 

the summarization of the frequency, duration, timestamp and the user information has 

not been implemented in these conventional systems.  

Most previous research on behaviour and activity recognition was based on 

2D video data [Gowsikhaa 2014] or RFID sensors [Mehrjerdi 2014]. However, 2D 

video data based sensors are normally inadequate for capturing robust visual detailed 

features especially for those highly complex vision applications such as behaviour 
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recognition. Hence, the use of 2D video data in real-world environments leads to 

relatively low accuracy due to the noise and uncertainties associated with sunshine, 

shadow, occlusion and colour similarity among other things. The use of RFID tags is 

intrusive and inconvenient as it requires a deployment of RFID tags on the human or 

objects. Dynamic models of behaviour characteristics can be constructed by utilizing 

statistics-based algorithms, for example Conditional Random Fields (CRF) [Ji 2010] 

and Hidden Markov Model (HMM) [Kim 2010]. However, the accuracy is not 

satisfactory. Dynamic Time Warping (DTW) is another classic algorithm [Reyes 

2011] for behaviour recognition. However, DTW only returns exact values and thus it 

is inadequate for modelling the behaviour uncertainty and activity ambiguity. 

 Machine vision based behaviour recognition and summarization in real-world 

AAL is a very difficult task due to the high levels of encountered uncertainties caused 

by the large number of subjects, by behaviour ambiguity for different people, 

occlusion problems from other subjects (or non-human objects such as furniture) and 

environmental factors such as illumination strength, capture angle, shadow and 

reflection. To handle the high-levels of uncertainty associated with the real-world 

environments, Fuzzy Logic Systems (FLSs) have been employed. Various linguistic 

summarization methods based on Type-1 FLSs (T1FLSs) have been proposed; for 

example, [Anderson 2008], [Anderson 2009] employed T1FLSs for fall down 

detection. These type-1 fuzzy-based approaches perform well in predefined situations 

where the level of uncertainty is low. But these methods require multi-camera 

calibration, which is inconvenient and time-consuming.  

In [Lara 2013], [Trivino 2008] T1FLSs were used to analyse the input data 

from wearable devices to recognize the behaviour and summarize human activity. 

However, such wearable devices are intrusive and can be uncomfortable and 



 

 5   

 

inconvenient as their deployment is invasive for the skin and muscles of the users. 

T1FLS was used in [Yao 2014], [Yaouanc 2012] to analyse the spatial and temporal 

features for efficient human behaviour recognition. In [Acampora 2015], a novel 

hierarchical neuro-fuzzy based algorithm was proposed for human behaviour analysis 

and recognition which enables both a quantitative and qualitative behavioral analysis 

that efficiently face the intrinsic people/objects tracking imprecision and provide 

context aware and semantic capabilities for better identifying a given activity. In 

[Acampora 2012], a novel algorithm based on combined neural networks and fuzzy 

systems was presented for the area of human behaviour understanding. This system 

[Acampora 2012] shows high level of scalability, robustness and tolerance for 

tracking imprecision and could represent a valid choice for improving the 

performance of traditional systems. In [Chang 2009] a fuzzy rule-based human 

activity recognition system for e-health was introduced and achieved an accuracy of 

about 90%. In [Medjahed 2009] human activities of daily living (ADL) recognition 

system for ubiquitous healthcare was proposed, which used hybrid sensors based on 

the fuzzy logic system, and the analysis result was robust. In [Almohammadi 2014], 

fuzzy logic was employed to recognize students’ engagement degree so as to evaluate 

their performance in an online learning system. However, there are intra- and inter- 

subject variations in behavioural characteristics which cause high levels of uncertainty 

in the behaviour recognition. In [Yao 2014], [Almohammadi 2014], [Yao 2012], 

IT2FLS performed much better than T1FLS in human event detection and 

summarization.   

In our research, we will present a robust behaviour recognition system for 

video linguistic summarization using the latest model of the 3D Kinect camera based 

on Interval Type-2 Fuzzy Logic Systems (IT2FLSs) optimised by Big Bang Big 
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Crunch (BB BC) algorithm [Erol 2006], [Kumbasar 2011] in order to obtain the 

parameters of the membership functions and rule base of the IT2FLS. We will present 

several real world experiments which were conducted for AAL related behaviour with 

various users. It will be shown that the proposed BB-BC IT2FLSs outperforms its 

Type-1 FLSs (T1FLSs) counterpart as well as other conventional non-fuzzy methods, 

and the performance improvement rises when the amount of subjects increases. It will 

also be shown that by utilizing the recognized output activity together with relevant 

event descriptions (such as video data, timestamp, location and user identification) 

detailed events are efficiently summarized and stored in our back-end SQL event 

database, which provides services including event searching, activity retrieval and 

high-definition video playback to the front-end user interfaces. 

1.1  Aims, Significance, Novelty 

1.1.1 Aims 

In general, our research aims to contribute towards creating ambient assisted living 

environments which can intelligently understand the users by action and gesture 

recognition so that the needed healthcare services can be provided automatically and 

immediately to maximise user comfort and safety. In order to achieve this goal, in the 

fundamental first phase of this research, we will propose an effective and efficient 

system to extract human silhouette and to further detect particular human events. 

Then, we will propose a novel recognition algorithm based on fuzzy logic for human 

actions understanding. Specifically, various types of vision sensor such as 3D Kinect 

sensor (both Kinect v1 and Kinect v2) and CCTV (Closed Circuit TV) cameras were 

deployed in our smart ambient assisted living environment laboratory and in open 

outdoor/indoor public spaces to capture visual behavioural features of users’ activity. 
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Through these vision sensors, we can analyse the users’ behaviour and we are 

automatically able to detect particular events of interest. 

1.1.2 Significance of this Research 

For this research, we constructed the framework for ambient assisted living enabling 

the behaviour recognition and event summarization based on interval type-2 fuzzy 

logic system which is very good at handling the high-level of uncertainties in the 

environment being modelled. We constructed and deployed our system in real-world 

environments. According to the test feedback of the users, our method is robust in 

real-world usage. It is hoped that our framework has built an enabling system 

prototype of the ambient assisted living environments which helps reduce the stress 

caused by the dramatically increasing expenses being invested in healthcare and 

provide a reliable and affordable solution for smart healthcare and ambient assisted 

living. At the same time we are interested in automatically detecting human events 

from video streams for smart ambient environments, such as an intelligent living 

room and an intelligent classroom. The main challenge facing automatic event 

detection in videos is to detect human related events especially when the environment 

is complex as in the case of open public spaces. Hence, automatic human event 

detection is an essential prerequisite for many advanced video analysis systems.  

1.1.3 Novelty  

There are several challenges to the realization of this research’s aim. These are human 

silhouette extraction, human behaviour recognition, event detection and 

summarisation, which our proposed methods have effectively addressed. The thesis 

provided possible solutions for behaviour recognition and event summarisation which 
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can be applied in various applications including healthcare, surveillance, sport, 

entertainment and education, and others. 

For human event detection, the first challenge is to segment (or outline) the 

human silhouette (human frame) from a video sequence. Since silhouettes in images 

and videos imply important information about foreground objects that can be utilized 

for high level analysis, silhouettes usually provide critical hints for image and video 

understanding and have a significant impact on the robustness of human related event 

detection. In our research, we will propose a robust method to eliminate the noise 

factors and extract the silhouette using interval type-2 fuzzy logic systems. Our 

method outperforms a similar method that is based on type-1 fuzzy logic systems by 

effectively reducing the misclassification. With a reliably extracted silhouette, various 

vision analysis algorithms and applications which focus on human subjects can be 

performed. 

Based on the extracted silhouette, we here propose a recognition method for 

behaviour recognition using 2D vision sensor. The main advantage of 2D vision 

sensor (CCTV camera) is the hardware reliability and the convenience of its 

installation which is very beneficial for outdoor environments. However, the 

disadvantage is that the 2D video data captured form the camera is not robust enough 

to describe the behavioural features and it thus leads to relatively low recognition 

accuracy. We suggest a novel recognition framework based on interval type-2 fuzzy 

logic system and we tested our methods on the online dataset against various 

conventional methods including type-1 fuzzy logic system. Our method has the 

capability to acquire the parameters from the raw data and automatically tune the 

parameters in such way so as to adjust the fuzzy logic system to the changes of the 
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environments. According to our results, our methods outperform the other 

conventional algorithms.  

So far we have built an automatic learning and recognition framework which 

can find out the relevant parameters according to the input data so that more 

uncertainties and changes can be handled and accommodated. To further improve the 

performance and accuracy of behaviour recognition and event summarisation in 

relation to the main scenario, i.e., ambient assisted living, we chose a special sensor 

which particularly fits the requirements of constructing the ambient intelligence 

context awareness. We use Kinect v2 as our main sensor after taking into 

consideration its advantages and features, which are: 1) highly robust in sensing the 

visual and depth information in a short-middle range such that it can be applied 

perfectly in indoor environments and the nearby outdoor areas, 2) friendly low-cost 

(£130) but extremely reliable in indoor environments, and 3) detailed support 

documents and easy-to-use SDK providing the robust visual features which enable 

rapid research-and-development. However, one disadvantage is its request for an extra 

computer to run the analysis program. This causes a huge increase in the required 

budget for outdoor deployment since the price of special industrial computer which is 

robust against outdoor temperature and humidity is high (around £800-£1000). The 

other disadvantage is the inconvenience of its deployment caused by its shape and its 

cables. These problems can be solved by improving the hardware platform of the 

sensor. This can be done by utilizing an embedded system rather than a computer. 

Based on the Kinect v2, we developed a robust analysis system for behaviour 

recognition and event summarisation. Our system firstly captures the sensing data 

from the Kinect v2, and then analyse the input data by our proposed IT2FLS-based 

method for robust 3D behaviour recognition to understand the current behavioural 
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status of the human subject. After that, based on the results of the behaviour 

recognition, to condense the massive raw information into key events, the event 

summarisation will be performed by combining all the related details key information 

(e.g. subject identification, subject number, behaviour category, event time stamp, 

event video data, etc.) regarding the detected behaviour and summarise them into an 

event which will then be sent and stored into the back-end event database so that 

event retrieval and playback can later be performed by the users using the front-end 

GUI system.  

Due to the limitation of the field-of-view and sensing distance of the hardware 

platform of the Kinect, according to our experiments, we found out that the reliability 

of the sensing data 3D skeleton will degrade if there are crowded multiple users since 

some of the users will be around the boundary of the view or there would be serious 

occlusion problem. And in our research we only focus on behaviour recognition and 

event summarisation, in our current system, we don’t recognise or detect who the 

people are. And this module of person identification will be developed in our future 

work.  

To the best of the author’s knowledge, this work is the first in the literature to 

apply a type-2 fuzzy logic system to visual-based humans’ behaviour recognition and 

event summarisation and to construct a practical solution and system prototype for the 

application of ambient assisted living.  

 

1.2  Research Objective 

The general research objective of my research is to construct an ambient assisted 

living environment by proposing and using novel computer vision techniques, type-2 
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fuzzy logic systems, and optimisation algorithms. For the entire vision-based AAL 

system, the basic step is to segment the human silhouette from the original video 

sequence so as to extract significant information (such as area, position, shape, 

contour, etc.) of the human target. After that, our proposed IT2FLS-based recognition 

system will be carried out to understand the behaviour of the human subject. And 

then, to further improve the robustness and performance of our AAL system, we will 

present 3D sensor-based event summarisation system for robust event detection in 

indoor AAL environment. Our system is designed to detect the important AAL 

behaviours and to summarise the target events happened in the AAL environments. 

To further guarantee the adaptiveness, the parameters of our system is designed to be 

automatically optimised by our system.  

 

1.3 The Structure of the Thesis  

The rest of the thesis is organized as follows. In Chapter 2, we will provide an 

overview of the relevant techniques and aspects employed in the thesis. Specifically, 

we will provide an overview on type-1 and type-2 fuzzy logic systems and we will 

give an outline of human behaviour recognition and event summarisation and of the 

various approaches that were taken so as to solve the problem. Chapter 3 presents our 

proposed type-2 FLSs based method for human silhouette extraction which is the first 

step in event detection and summarisation. Chapter 4 introduces the proposed BB-BC 

based IT2FLS for the behaviour recognition on 2D video data. In Chapter 5, we 

proposed BB-BC based IT2FLS for the event detection and summarisation using 3D 

sensor in real-world ambient assisted living environments. Finally, both our 

conclusions and our plan for future work are presented in Chapter 6.  
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1.4 Discussion 

In this chapter, we introduced behaviour recognition and event summarisation in 

ambient assisted living. Behaviour recognition enables the computational intelligence 

to understand what the subject (human user) is doing and it classifies the subject’s 

current action/behaviour/gesture into the learned categories of the knowledge base. 

After that and based on the results of behaviour recognition and other relevant 

information such as time stamp, location, user’s information among others, event 

summarisation can be performed to abstract the detected key information into events 

based on which smart services, such as healthcare or security surveillance, can be 

provided automatically and instantly to the users so as to maximize user comfort and 

safety.  

For our research, we also compared our proposed system with the recent 

commercial smart vision system so as to demonstrate the potentials and advantages of 

our proposed system. Generally commercial cameras consist of several major 

modules: hardware platform, management software, and analysis intelligence. During 

the past decades, huge improvements were conducted on the hardware platform of the 

vision system. For example, there were changes from local analogue signal-based 

camera to network IP signal-based camera, from PC-based smart vision system to 

embedded integrated smart vision system, from standard-definition (640×480) 

resolution to high-definition (1920×1080) resolution and so on. Meanwhile, the 

software (management, storage, compression) was simply adapted to the development 

of the hardware. With the development of the hardware, the analysis intelligence has 

become increasingly feasible and available for the commercial vision system in the 
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recent years. However, the existing commercial vision systems barely focus on 

“Tracking” to obtain the bounding box (area and position) and trajectory (movement 

history) of the target. Several basic event detections based on the trajectory can be 

performed such as when the target crosses a border line, enters the dangerous area, 

approaches the door/car, and so on. Important events cannot be distinguished 

effectively. No high-level analysis is conducted “inside the bounding box” to achieve 

a detailed and deep-level recognition of a human’s behavioural features. For example, 

a person being at a specific location of a living room can be detected but it remains an 

unsolved problem to distinguish whether the subject is falling down on the floor or is 

sitting safely and comfortably on the sofa since the recent commercial vision systems 

are trajectory-based and they are unable to perform detailed behaviour recognition. 

This problem generates the gap and blank between the vision (camera) system and 

real-world applications. In our research, most of the famous international companies 

(such as HikVision, HoneyWell, Axis Communication, Bosch, Samsung, Mobotix, 

Sony, etc.) which manufacture cameras have been investigated so as to prove that this 

problem exists. In order to fill this gap and further address this problem, a higher-level 

analysis system is developed, which performs a detailed and deep-level recognition of 

the human’s visual cues and behavioural features as well as a trajectory analysis. As it 

can be seen in our experiment results of the remaining chapters, high-level 

important/interested events can be robustly detected and efficiently summarised in 

intelligent ambient assisted living environments in our proposed system. In this way, 

an advanced smart vision system which is capable for both large-scale monitoring and 

detail-level features analysis is successfully constructed. In a similar manner, an 

advanced system can be developed for the applications including healthcare, 

automation and security in intelligent ambient assisted living environments.  
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To sum up, our research aims to develop a type-2 fuzzy logic based analysis 

system that enables human behaviour recognition in machine vision systems in order 

to fill the gap in the current commercial vision systems and construct high-level 

applications such as healthcare, education, automation and surveillance in ScaleUp 

intelligent environments, which is also the major development trend of machine 

vision in both academia and industry.  
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Chapter 2: Overview of the Relevant Techniques and 
Aspects Employed in the Thesis 

 

2.1  Overview on Fuzzy Logic Systems 

Logic-based algorithms are a computational model, which is able to emulate nature in 

problem solving. Logic-based methods provide a means of reasoning that allows the 

system to receive input values and use the reasoning method to analyse them in order 

to provide the corresponding output values. Overall, there are boolean logic and fuzzy 

logic methods.  

2.1.1 Boolean Logic Methodology 

One major feature of the boolean logic model is that the inputs are discrete. 

Specifically, the input value of boolean logic can either be 0 or 1, and the relation 

between inputs are modelled as mixtures of the logical operator ‘AND’, ‘OR’ and 

‘NOT’ based on which, the generated rules are computed in the reasoning procedure 

of the boolean logic system. Basically, the generated rules come from a truth table 

which consists of lookup values mapping all the possible combinations of the inputs 

to their corresponding outputs where the output membership value is either 0 or 1 

[Kassem 2012].  

 Besides boolean values, the boolean logic also uses crisp sets. According to 

[Mendel 1995], a crisp set A in a universe of discourse U can be represented by 

finding the elements x ϵ A which is performed by finding a condition by which x ϵ A 

such that A = {x | x meets the condition}. This means that for any element x who 

belongs to the set A, x has a membership degree of 1, otherwise if x does not belong to 

A, then x has membership degree 0 [Mendel 1995]. 
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 Figure 2.1 shows an example of a crisp set which models tips (in a restaurant). 

It shows that if the tip amount is less than or equal to £3, then this tip amount is cheap 

and belongs to the crisp set of cheap tip whose membership degree is 1. Otherwise 

this tip amount does not belong to the crisp set and the membership degree by which 

it belongs to the set “Cheap” is 0. 

 
 

Figure 2.1: Example of a Crisp Set 

The main feature of this type of model is that it is simple to understand and 

easy to implement; however, it is incapable of handling a variety of situations 

[Aldridge 2009]. This is because it is very difficult to define the turning point between 

the concepts “cheap” and “generous”. There are differences in people’s opinions and 

some people may define £2 as the turning point while others may define £5 as the 

turning point. Due to this problem, this kind of system cannot handle the uncertainty 

created or the imprecise inputs which are very common in real-world scenarios. To 
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solve this problem and better handle the uncertainty, fuzzy logic was proposed as well 

as widely used.  

2.1.2 Fuzzy Logic Methodology 

Fuzzy logic is an analysis methodology which is closer to the way a human solves a 

problem rather than the conventional logic based methods.  Fuzzy logic is capable of 

providing a robust way to model the approximate, inexact nature which commonly 

exists in the real-world problems, and it represents the system behaviour via a rule 

base where each rule consists of antecedents and consequents [Kassem 2012].  

 One major analysis feature of fuzzy logic is that it converts linguistic control 

procedures into automatic control procedures by using expert knowledge. A fuzzy 

logic system especially performs better than traditional control methodologies in the 

tasks where the data are too complex to be processed by traditional analysis methods 

or when there are high-levels of uncertainties in the input sources of data causing 

huge inexact blurred ambiguity.  

 A difference between fuzzy logic and boolean logic is that boolean logic uses 

a two-state representation while fuzzy logic uses membership degrees which range 

between 0 to 1 [Kassem 2012]. Thus, a single input of fuzzy logic can have multiple 

membership degrees belonging to more than one set.  

2.1.3 Fuzzy Sets 

Fuzzy set was introduced by [Zadeh 1965] and it has been frequently extended by 

researchers in the recent decades. Owing to the advantages of fuzzy set, we can 

impose different structures on the membership space. There are several types of 

available fuzzy sets in the literature. Here we mainly focus on type-1 fuzzy set and 

type-2 fuzzy set, which are important in recognition and classification applications. 
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 Basically, a fuzzy set is a class of objects with continuous membership 

degrees [Zadeh 1965]. Thus the membership function assigned to each element X in a 

universe of discussion with membership degree ranging between 0 and 1 and the non-

membership degree equals one minus the membership degree. This membership 

degree combines the evidence for X and the evidence against X [Dubois 2000]. The 

definition that fuzzy sets are based on is: 

Definition 2.1 [Zadeh 1965] Let X be a space of points (object), with a generic 

element of X denoted by x. Therefore, X = {x}. A fuzzy set (class) A in X is 

characterised by a membership (characteristic) function 
�(�) which associates with 

each point in X a real number in the closed interval [0, 1] with the value of 
�(�) at x 

representing the “grade of membership” of x in A. Specifically, a fuzzy set in a 

classical set X is defined as follows:          

         � = {(�, μ�(�))|���}                                               (2.1)  

The closer the degree of 
�(�) to unity is, the higher the membership degree 

of x in A is. When A is a set in the ordinary sense of the term, its membership function 

can take on only two values 0 and 1, with 
�(�) or 0 according as x does or does not 

belong to A. When it is necessary to differentiate between such sets and fuzzy sets, the 

sets with a two-state characteristic function will be referred to as ordinary sets or 

simply sets [Zadeh 1965].  

Definition 2.2 [Zadeh 1965] The support of a fuzzy set A, S(A), is  the crisp set of all 

��� such that μ�(�) > 0 

Definition 2.3 [Zadeh 1965] The (crisp) set of elements that belongs to the fuzzy set 

A at least to the degree � is called the �-level set: 

 �� = {���|μ�(�) > �}                                               (2.2) 
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�� = {���|μ�(�) > �} is called  “strong level � – level set” or “strong � cut”. 

Definition 2.4 [Zadeh 1965] A fuzzy set A is convex if 

μ�(�� + (1 − �)�#) ≥ min(μ�(� ), μ�(� )} , � , �#��, ��[0,1]        (2.3) 

Alternatively, a fuzzy set is convex if all �-level sets are convex. 

Definition 2.5 [Zadeh 1965] For a finite fuzzy set A, the cardinality |A| is defined as: 

|�| = ∑ μ�(�)*+,                                             (2.4) 

‖�‖ = |�||,|  is called the relative cardinality of A. The relative cardinality of a fuzzy set 

has to be in the same universe when making a comparison of fuzzy sets by their 

relative cardinality. 

 Figure 2.2 displays an example of a type-1 fuzzy set. Figure 2.3 shows the 

support of a fuzzy set where the support of a fuzzy set is the set of all points � in X 

such that μ�(�) > 0. Figure 2.4 shows an example of a singleton fuzzy set, where a 

singleton is a fuzzy set whose support is a single point in where μ� = 1.0 [Kassem 

2012]. 

 
 

                Figure 2.2: Example of a type-1 fuzzy set. 
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       Figure 2.3: Support of a Fuzzy Set. 

 

 
 

              Figure 2.4: Example of a Singleton Fuzzy Set. 
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2.1.4 Operations with Fuzzy Sets 

The analysis procedure of fuzzy sets allows the calculating of the sets in a general 

way. In order to conduct operations on fuzzy sets such as union or intersection, set 

operations are applied such as t-norm (for intersection) and t-conorm (for union) on 

the fuzzy sets’ membership functions, and the most commonly used t-norms and t-

conorms in fuzzy logic engineering applications are the product or minimum t-norm 

and the maximum t-conorm [Mendel 1995]. Namely, A, B are fuzzy sets with 

membership functions μ�, μ/ , respectively. The following equations show the 

intersection and the union between A and B, respectively, where *  is the chosen t-

norm and ⊕ is the chosen t-conorm [Mendel 2000]. 

 � = 1 �(2)/24                                               (2.5) 

5 = 1 5(6)/67                                             (2.6) 

  � ∩ 5	 = μ�(2) ∗ μ/(6)                                     (2.7) 

� ∪ 5	 = μ�(2)⊕ μ/(6)                                  (2.8) 

 

Then the complement	�< , union � ∪ 5 and intersection  � ∩ 5 are also fuzzy 

sets, and their membership functions are defined for ��� by [Klir 2001]. 

 

  μ�(�) = 1 − μ�(�)                                            (2.9) 

μ=∪>(�) = max	Aμ�(�), μ/(�)B                                         (2.10) 

μ=∩>	(�) = min	Aμ�(�), μ/(�)B                                         (2.11) 
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Illustrative examples of union, intersection, and complement of fuzzy set are 

demonstrated in Figure 2.5, 2.6, 2.7, 2.8 [Kassem 2012]. 

 
 
 

 

      Figure 2.5: Two Fuzzy Sets A and B. 

 

 

 

 

          Figure 2.6: The Union of two A and B. 
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               Figure 2.7: The Intersection of two Fuzzy Sets A and B. 

 

 
                 (a)                                                          (b) 

                       Figure 2.8: a) Fuzzy Set A. b) The Complement of a Fuzzy Set A. 

 

As it can be seen from the above figures, fuzzy sets can be used for the 

manipulation of vague imprecise concepts; in particular a fuzzy set can be employed 

to represent linguistic variables [Kassem 2012]. Moreover, a linguistic variable is a 
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term whose values are fuzzy or whose values are defined in other linguistic terms 

[Lee 1990]. 

2.1.5 Linguistic Variables 

Figure 2.9 shows an example that explains the concept of fuzzy variables. The 

linguistic variable in fuzzy logic system is a concept which represents a certain input. 

For each linguistic variable, there is a corresponding set of terms denoting the 

different fuzzy sets. Each of the linguistic terms has a corresponding fuzzy set 

representing linguistic concepts such as “very small”, “small”, and “medium” and so 

on and so forth. In linguistic variables there subsist linguistic hedges such as “very”, 

“more” or “less” and “extremely” which stress the linguistic modifiers. (v, T, X, G, m) 

such that linguistic variable may be characterised by a quintuple where, [Klir 2001]: 

v - is the name of the variable. 

T - denotes the set of linguistic terms of v; that is the set of the name of 

linguistic value of x, with each value being a fuzzy variable denoted 

generically by x and ranging across a universe of discourse X which refers 

 to a base variable whose values range over a universal set X. 

G - is a syntactic rule for generating linguistic terms, and m is a semantic rule 

that is assigned to each linguistic term, t� T its meaning, m(t), which is a 

fuzzy set on X (m: T → f(X)). 
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Figure 2.9: Example of Linguistic Variables [Klir 2001] 

An example of a linguistic variable performance, which is taken from [Klir 

2001], is given in Figure 2.9  

For further clarification, we use here an example of the temperature of the 

weather to explain the linguistic variable and membership functions. As shown in 

Figure 2.10 for example, if temperature is a linguistic variable, then its term set T 

(temperature) could be {cool, warm, hot}. Each term in this set is characterized by a 

fuzzy set in a universe of discourse X = [0, 100]. “cool” expresses that “the 

temperature is below 10 degrees”, “ warm” expresses that “the temperature is below 

20 degrees” and “hot” expresses that “the temperature is below 30 degrees”. As it can 

be seen in Figure 2.10, the membership functions and the linguistic variable’s terms 

are displayed. 
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      Figure 2.10: Linguistic Variable Temperature's Membership functions. 

There are plenty of types of membership functions that can be used including 

triangular, trapezoidal, Gaussian function and others [Cirstea 2002] [Kassem 2012]. 

• Triangular: the triangular membership function (shown in Figure 2.11 and 

represented by Equation (2.12)) depend on three parameters a, b and c; where 

a is the starting point, b is the vertex and c is the end point of the triangle. The 

triangular function can be given by: 

 


(�: D, E, F) =
GHI
HJ 0,				� < D		*LMNLM ,			D ≤ � ≤ EPL*PLN ,			E ≤ � ≤ F	0,				� > F				

                                          (2.12) 

 

• Trapezoidal: the trapezoidal membership function (shown in Figure 2.12 and 

represented in Equation (2.13)) depends on four parameters, a, b, c and d. a 
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and d are the start and end points, b and c are the two points in between. The 

trapezoidal function is given by: 

 


(�: D, E, F) =
GH
I
HJ 0,				� < D		*LMNLM ,				D ≤ � ≤ E					1,				E ≤ � ≤ FQL*QLP ,				F ≤ � ≤ R	0,				� > R				

                                          (2.13) 

 

• Gaussian: the Gaussian membership function (shown in Figure 2.13 and 

represented in Equation (2.14)) depends on two parameters and m; where	S is 

the standard deviation and m is the mean. The Gaussian function is given by: 

 


(�: S,�) = T�U VL(*LW)X#YX Z                                             (2.14) 

 

 

Figure 2.11: Triangular Membership Function. 
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Figure 2.12: Trapezoidal Membership Function. 

 
 

 

Figure 2.13: Gaussian Membership Function. 
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So far we have discussed how the fuzzy logic systems convert a crisp number 

into a linguistic variable and assign a membership value to it. In what follows, we will 

discuss the main modules of a type-1 fuzzy logic system with more details.  

 

2.1.6 Type-1 Fuzzy Logic Systems  

A type-1 fuzzy logic system maps crisp inputs into crisp outputs. It consists of four 

major components. These are the fuzzifier, rule base, inference engine, and 

defuzzifier as shown in Figure 2.14. 

 

Figure 2.14: Type-1 fuzzy logic system 

 

2.1.6.1   Fuzzification  

The fuzzifier maps input crisp value into fuzzy sets. This procedure is done by 

mapping each input to its corresponding set, and accordingly finding the membership 

value by which this input belongs to the sets [Lee 1990].  

There is more than one method of fuzzification. In our research we mainly 

focus on singleton fuzzifier. Singleton fuzzification unit converts a crisp value into a 
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fuzzy singleton within a certain universe of discourse and a fuzzy singleton is a 

precise value; hence no fuzziness is introduced by the fuzzification in this case 

[Kassem 2012]. Singleton fuzzification expresses an input �[ as a fuzzy set A with the 

membership function μ�(�)  equal to zero unless at the point �[  at which μ�(�[) 
equals one [Mendel 1995].  

2.1.6.2   Rule Base  

The rule base is composed of the rules representing the routine and paradigm that the 

system behaves. In each rule, there are antecedents and consequents in an If-Then 

statement. Antecedents are represented by the fuzzy sets of input linguistic variables 

of the fuzzy logic system while consequents are represented by the fuzzy sets of 

output linguistic variables. In order to obtain the result outputs, the system needs to 

map the input crisp value into fuzzy sets; therefore logic rules need to be activated 

which are in terms of linguistic variables which are associated with the logic rules 

[Mendel 1995]. Rules may be given by experts or can be extracted from the raw 

numerical data [Mendel 1995].  

2.1.6.3   Inference Engine 

The inference engine of fuzzy logic system maps fuzzy sets into fuzzy sets [Mendel 

1995].  

Equation (2.15) shows an example [Kassem 2012] of a rule from the fuzzy 

rule base:  

\]: ^_	` 	is	_ ]	and	`#is	_#] …and	`d		is	_e]	THEN	2	jk	l]  (2.15) 

where l=1,2,…M, M is the number of rules in the rules base, p is the number 

of inputs.  _ ],	_#],…,	_e] are fuzzy sets in m 	, m#,…, md	 and  l] are fuzzy sets in V. 

The inference engine uses these IF-THEN rules to map the input sets in m = m 	 ×
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m#	 ×…× md	 to output sets in V. Each rule in the rule base can be interpreted as a 

fuzzy implication. Specifically the ‘THEN’ operator is modelled by using the fuzzy 

implication → [Kassem 2012]. Let _ ] × _#] ×…× _e]  be A, and l]  be B, the rule 

shown in Equation (2.15) is interpreted by the inference engine as A→B [Mendel 

1995].  

The mapping is done from μ�(`)	to μ/(2),		where u∊U and v∊V. u and v are 

linguistic variables, their numerical values are x and y where x∊U, y∊V [Kassem 

2012], and by taking x and y into consideration the interpretation performed by the 

inference engine can be written as in Equation (2.16).  

μpq(�, r) = μ�→/(�, r)                                              (2.16) 

To compute the firing strength 
](�) of the l th rule \], the calculation shown in 

Equation (2.17) is conducted, where * is the chosen t-norm. 

 
](�) = μ*s(� ) ∗ μ*X(�#) ∗ …∗ μ*tA�eB                            (2.17) 

After the calculation of the firing strength 
](�)  for each rule \]  we can 

determine the output fuzzy set 5] . The final output fuzzy set B is determined by 

combining the output fuzzy set for each rule using a t-conorm operator [Kassem 

2012]. 

2.1.6.4   Defuzzification  

The defuzzifier map output sets into a crisp number. There are several methods for 

defuzzification, including [Mendel 1995]: 

• Maximum Defuzzifier: this defuzzifier chooses as its crisp output the value y 

from the set B for which μ/(r) is the maximum. 
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• Mean of Maxima Defuzzifier: this defuzzifier starts by determining the values 

of y from the set for which μ/(r) is the maximum. It then computes the mean 

of these values as its crisp output. 

• Centroid Defuzzifier: This defuzzifier uses Equation (2.18) in order to 

determine the centre of gravity (centroid) r of the output fuzzy set B and uses 

this value as the crisp output. The summation from i = 1 till I denotes the 

support of the fuzzy set B. 

r = u∑ vwxwys z{(vw)|u∑ z{(vw)qqys | 	                                        (2.18) 

• Centre of sets Defuzzifier: This defuzzifier determines the centroid r] for the 

fuzzy sets 5] (which is associated with the rule \]). Then the crisp output	y~ is 

calculated using Equation (2.19) 

r = V∑ �q�qys z{qA�qBZV∑ z{qA�qB�qys Z 	                                        (2.19) 

            μ/qAr]B represents the firing strength of the l th rule. 

 

2.1.7 Interval Type-2 Fuzzy Logic Systems 

A fuzzy logic system is capable of handling the various sources of uncertainties 

associated with the environments being modelled. Hence there is a need for a system 

that does not need to be frequently redesigned or tuned in order to accommodate for 

the changes resulting from the high-levels of uncertainties [Hagras 2007].  

Unfortunately, for human behaviour and event detection, there are plenty of 

sources of uncertainties in an environment. Behaviour features of different subjects 

which are representative of the same action classes have a wide variance. In addition, 

the behaviour of a given subject while conducting multiple instances of the same 
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action category is not unique. Thus there are intra- and inter- subject variations in 

behavioural characteristics which cause uncertainty in the behaviour recognition 

problem. Besides this intra- and inter- subject uncertainty, there are also plenty of 

noise factors, such as the occlusion problem caused by the crowdedness of multiple 

subjects, and the objects in the environment hiding parts of the visual behaviour 

features from the camera. 

The main procedure of Fuzzy Logic Systems (FLS) which enables FLS to 

handle a high-level of uncertainties is the conversion from crisp values into linguistic 

variables based on fuzzy sets [Kassem 2012]. At this point the main objective is that 

the uncertainties associated with environment are modelled into uncertainties by using 

the fuzzy set membership functions. Most of the fuzzy logic systems which have been 

used and reported so far were based on the conventional type-1 fuzzy logic systems, 

which use type-1 fuzzy sets. However, type-1 fuzzy sets cannot fully handle or 

accommodate the linguistic and numerical uncertainties because they use precise 

type-1 fuzzy sets; thus once the type-1 membership ship functions have been chosen 

all uncertainty disappears because type-1 membership functions are precise [Mendel 

2001]. In order to solve this problem and handle the uncertainties, type-2 fuzzy sets 

are used in type-2 fuzzy logic system.  

2.1.7.1   Type-2 Fuzzy Sets 

According to [Mendel 2002], the concept of a type-2 fuzzy set was introduced by 

[Zadeh 1975] as an extension of the concept of an ordinary fuzzy set (type-1 fuzzy 

set). A type-2 fuzzy set is a set in which we also have uncertainty about the 

membership function, i.e., a type-2 fuzzy set is characterised by a fuzzy membership 

function whose grade for each element is a fuzzy set [0, 1].  
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The membership functions of type-2 fuzzy sets are three dimensional and 

include a footprint of uncertainty; it is the new third-dimension of type-2 fuzzy sets 

and the footprint of uncertainty that provide additional degrees of freedom that make 

it possible to directly model and handle uncertainties [Kassem 2012].  

Generally, type-2 fuzzy sets can take any shape or value in the third 

dimension; this is called general type-2 fuzzy sets. In the interval type-2 fuzzy sets all 

the third dimension values are equal to one [Mendel 2001]. The use of interval type-2 

FLS helps simplify the computation (as opposed to the general type-2 FLS) [Mendel 

2001]. Figure 2.15 shows an example of an interval type-2 fuzzy set [Kassem 2012]. 

 

 Figure 2.15: Example of an Interval Type-2 Fuzzy Set. 

As shown in Figure 2.15, the difference between type-1 and type-2 fuzzy sets 

does not only lie in the third dimension since the two-dimensional part of the fuzzy 

set has also changed [Kassem 2012]. In order to explain this change, we provide an 

example of a trapezoidal type-1 fuzzy set A [Kassem 2012]. A trapezoidal fuzzy set is 

controlled by 4 parameters a, b, c and d as shown in Figure 2.16a. Now, if these 

parameters are blurred (fuzzy), i.e., exact values for these parameters cannot be given, 

then this will mean that these values lie somewhere between the parameters of A and 
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A’ as shown in Figure 2.16b [Kassem 2012]. What happens in case A and A’ are 

embedded into one set is shown in Figure 2.16c. Similarly to type-1 fuzzy sets, type-2 

Fuzzy sets can take different shapes. Some of these shapes are shown in Figure 2.17 

[Kassem 2012].  

 

 
                         (a)                                                    (b)                                                  (c) 

Figure 2.16: (a) Type-1 Trapezoidal Fuzzy Set, (b) Two Type-1 Trapezoidal Fuzzy Sets, (c) A Type-2 

Trapezoidal Fuzzy Set. 

 

   

Figure 2.17: Some possible Type-2 Fuzzy Sets shapes. 
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Figure 2.18  An interval type-2 fuzzy set. 

 

An interval type-2 fuzzy set (IT2FS) A is characterized as [Hagras 2004], [Mendel 

2006]:    

� = 	1 11/(�, `)	 = 	1 V1 1/`	�∈�	�⊆[[, ] Z	*∈,	*∈,	�∈�	�⊆[[, ] /�										         (2.23) 

where x, the primary variable, has domain X; u∈U , the secondary variable, 

has domain ��		at each x ∈ X ;	�	�	is called the primary membership of x and is 

defined in (5), and the secondary grades of  A   all equal 1. Note that (1) means: A  : 

X→{[ a, b] : 0 ≤ a ≤ b ≤ 1} . Uncertainty about A  is conveyed by the union of all the 

primary memberships, which is called the footprint of uncertainty (FOU) of  A  , i.e. 

_�m(�) = 	⋃ �	�∀*∈, = {(�, `): ` ∈ �	� ⊆ [0,1]}																												(2.24) 

The upper membership function (UMF) and lower membership function 

(LMF) of A   are two type-1 MFs that bound the FOU (as shown in Figure 2.18). The 

UMF is associated with the upper bound of FOU (A ) and is denoted �����(�)	, ∀x∈X, 

and the LMF is associated with the lower bound of FOU ( A ) and is denoted ��(�)	, 
∀x∈X, i.e.                      
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                                 �����(�)	≡ _�m(	�	)         ∀x∈X                                      (2.25) 

                                  ��(�)	≡ _�m	(	�	)        ∀x ∈X                                     (2.26) 

Note that J x is an interval set, i.e. 

                                  �* = �(�, `): ` ∈ V��(�)	, �����(�)Z�                               (2.27) 

Theorem 1 (T2FS Representation Theorem Specialized to an IT2 FS): For an 

IT2 FS, for which X and U are discrete, the domain of A is equal to the union 

of all of its embedded T1 FSs, so that A can be expressed as     

� = 1/_�m(�) = 1/⋃ ������� = ∑ `����� /��                    (2.28) 

The set theory operations of union, intersection and complement, which are 

widely used in applications of fuzzy sets, are especially easy to compute for IT2FSs. 

Given the IT2 FSs:        

  A = 1/FOU(A)=1/⋃ V��(�)	, ������(�)Z∀�∈�    , B = 1/FOU(B)=1/⋃ V�5(�)	, �5����(�)Z∀�∈�      (2.29) 

then,            

� ∪ 5 = 1/⋃ V��(�) ∨ �/(�)	, �����(�) ∨ �/���(�)Z∀*∈,               (2.30) 

� ∩ 5 = 1/⋃ V��(�) ∧ �/(�)	, �����(�) ∧ �/���(�)Z∀*∈,            (2.31) 

 � = 1/⋃ V1 − ��(�)	, 1 − �����(�)Z∀*∈,                       (2.32) 

Note that for each value of x the intersection and union operations are referred to as 

the meet and join operations, respectively.  
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2.1.7.2   Procedures of Interval Type-2 Fuzzy Logic Systems 

The IT2FLS depicted in Figure 2.19 [Hagras 2004] uses interval type-2 fuzzy sets 

[Mendel 2001] to represent the inputs and/or outputs of the FLS. In the interval type-2 

fuzzy sets all the third dimension values are equal to one [Hagras 2004], [Mendel 

2001]. The use of interval type-2 FLS helps to simplify the computation.  

The interval type-2 FLS works as follows [Hagras 2004], [Mendel 2001]. The 

crisp inputs from the input sensors are first fuzzified into input type-2 fuzzy sets; 

singleton fuzzification is usually used in interval type-2 FLS applications due to its 

simplicity and suitability for embedded processors and real time applications. The 

input type-2 fuzzy sets then activate the inference engine and the rule base to produce 

output type-2 fuzzy sets. The type-2 FLS rule base remains the same as the type-1 

FLS but its Membership Functions (MFs) are represented by interval type-2 fuzzy sets 

instead of type-1 fuzzy sets. The inference engine combines the fired rules and gives a 

mapping from input type-2 fuzzy sets to output type-2 fuzzy sets. The type-2 fuzzy 

output sets of the inference engine are then processed by the type-reducer, which 

combines the output sets and performs a centroid calculation which leads to type-1 

fuzzy sets. The latter are called the type-reduced sets. There are different types of 

type-reduction methods. In this chapter, we will be using the Centre of Sets type-

reduction as it has a reasonable computational complexity that lies between the 

computationally expensive centroid type-reduction and the simple height and 

modified height type-reductions which have problems when only one rule fires 

[Hagras 2004], [Mendel 2001]. After the type-reduction process, the type-reduced sets 

are defuzzified to obtain crisp outputs.  
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Figure 2.19  Structure of the type-2 FLS. 

 

2.1.7.3   Singleton Fuzzification 

The fuzzifier maps a crisp input vector with p inputs x = (� …�e )T ∊ 	� ×
	�#… 	�e ≡ � into input fuzzy sets; these fuzzy sets can on the whole be type-2 fuzzy 

input sets ���	  [Mendel 2001], [Hagras 2004]. However, we will use singleton 

fuzzification since it is fast to compute. In the singleton fuzzification, the input fuzzy 

set has only a single point of nonzero membership, i.e.,	���	 is a type-2 fuzzy singleton 

if ����	(�) = 1/1	for � = �′ and	����	(�) = 0		for all other � ≠ �′ [Mendel 2001].  

2.1.7.4   Rule Base 

According to [Mendel 2001], the structure of rules in a T1FLS and a T2FLS is the 

same. The difference is that in T2FLS the antecedents and the consequents will be 

represented by interval type-2 fuzzy sets. Therefore in a T2FLS for behaviour 

recognition there are p inputs � ∈ � ,…, �d ∈ �d representing the p input behaviour 

features and c outputs r ∈ � ,…, rd ∈ �� representing the occurring possibilities of 
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the target behaviours. Suppose there are M rules then the i th rule in this multiple-input-

multiple-output (MIMO) FLS can be written as follows: 

\����� :  IF �  is _� � …and �d is _�e�, THEN r  is l� �  …and r� is l�P�,  j = 1,… ,    

(2.30) 

According to [Mendel 2001], the \�����  can be considered as a group of multiple-

input–single-output (MISO) rules \��¡�� . 

2.1.7.5   Inference 

In the T2FLS the inference engine combines rules and provides a mapping from input 

type-2 fuzzy sets to output type-2 fuzzy sets [Hagras 2004], [Mendel 2001]. In the 

inference engine, multiple antecedents in the rules are connected using the Meet 

operation, the membership degrees in the input sets are combined with those in the 

output sets using the extended sup–star composition, and multiple rules are combined 

using the Join operation [Hagras 2004], [Mendel 2001]. In a MISO rule base, the ith 

rule can be written as follows [Hagras 2004], [Mendel 2001]: 

\��¡�� : _� � × …× _�e� → l�£� =	��� → l�£� ,   j = 1, … ,           (2.31) 

\��¡��  is represented by the membership function μpw(�, r) = μpwA� , … , �d, rB,where 

μpw(�, r) = μ��w→¤�¥w (�, r)       (2.32) 

can be written as [Hagras 2004], [Mendel 2001]: 

μpw(�, r) = μ��w→¤�¥w (�, r) = μ¦�sw(� ) ⊓ …⊓ μ¦�tw A�dB ⊓ μ¤�¥w (y) = V⊓M� e μ¦�̈w (�©)Z μ¤�¥w (y) (2.33)  

In the T2FLS we will use meet under product t-norm so the result of the input 

and antecedent operations, which are contained in the firing set ⊓M� e μ¦�̈w(�′©) ≡
_�(�′), is an interval type-1 set, as follows [Hagras 2004], [Mendel 2001]: 
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_�(�ª) = V
�(�ª), 
�(�ª)Z ≡ V
�, 
�Z    (2.34) 

where 
�(�ª) and 
�(�ª) can be written as follows, 


�(�ª) = μ¦�sw(�′ ) ∗ …∗ μ¦�tw (�′e)    (2.35) 

and 


�(�ª) = μ¦�sw(�′ ) ∗ … ∗ μ¦�sw(�′e)    (2.36)  

 where * denotes the product operation. 

2.1.7.6   Type Reduction 

The type reduction returns type-1 fuzzy set outputs, which are then defuzzified to 

generate crisp outputs to represent the occurring possibility of the target behaviours in 

the current frame so that behaviour recognition can be performed. In our T2FLS for 

behaviour recognition, we used a centre of sets (cos) type-reduction, which has a 

reasonable computational complexity. The type-reduced set using the centre of sets 

type-reduction can be described in the following equation, and �P«¬(�)£ for the kth 

output which is an interval set determined by its left most point r]£ and its right most 

point r­£ can be expressed as [Hagras 2004], [Mendel 2001] 

�P«¬ = [r]£ , r­£] = 1 …�¥s∈[�q¥s ,�®¥s ] 1 1 …¯s∈[¯s,¯s]�¥�∈[�q¥�,�®¥� ] 1 1/ ∑ ¯w�¥w�wys∑ ¯w�wys¯�∈[¯�,¯�]        (2.37) 

To compute �P«¬, the centroids of the type-2 output sets r£° , which correspond 

to the rule consequents, must be calculated iteratively using the following equation in 

advance and before initializing the vision T2FLS recognition, where	± = 1,… , ², and 

Z is the iteration count, ³ = 1, … , ´ , and T is the amount of output fuzzy sets 

representing this output [Hagras 2004], [Mendel 2001]. 
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 r£° = [r]£° , r­£° ] = 1 …µs∈¶·s 1 1/ ∑ �¸µ¸¹̧ys∑ µ¸¹̧ysµ¸∈¶·¸    (2.38) 

After that, we can perform the type-reduction by computing �P«¬. For this we 

need to compute the two end points r]£ and r­£ and then attach the firing strength 
� 
to the centroid of the ith rule consequent calculated in the previous step, as shown in 

the following equations [Hagras 2004], [Mendel 2001]: 

    r]£ = ∑ q̄w�q¥w�wys∑ q̄w�wys      (2.39) 

r­£ = ∑ ®̄w�®¥w�wys∑ ®̄w�wys                 (2.40) 

2.1.7.7   Defuzzifier 

Based on the �P«¬  returned from the type-reduction, the defuzzification can be 

performed by using the average of r]£ and r­£ to get the crisp output for each output k 

[Hagras 2004], [Mendel 2001]: 

�£(�) = �q¥º�®¥#                (2.41) 

 

2.2   Overview on Optimization Methods for Fuzzy Systems 

In recent decades fuzzy logic systems have been successfully utilized to solve 

complex problems in various applications such as in classification (recognition) [Chi 

1996], modelling [Pedrycz 1996], as well as control [Hagras 2004] in a significant 

number of applications [Hagras 2004] [Mendel 2001]. In most of these application 

cases, the importance factor for achieving successful accuracy and performance was 

the capability to incorporate human expert knowledge into fuzzy systems. However, 

complex applications usually come with large amount of parameters to model the 
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problem so that the uncertainties can be handled. Therefore, it is not reasonable to 

only use human expert knowledge to decide and determine the parameters when 

building the fuzzy logic system. The main reason for this is that high-levels of 

uncertainties require much more adaptiveness so as to accommodate their changes in 

the real-world environments. In order to improve the learning capability and 

adaptiveness of the fuzzy logic system, two of the most successful methods are genetic 

algorithm (GA) and Big Bang-Big Crunch (BB-BC) optimization algorithm. 

Overall, a genetic fuzzy system [Goldberg 1989] is a fuzzy logic system which 

was improved because of the enabling of the automatic learning capability by tuning 

the parameters of the fuzzy system using a genetic algorithm [Man 2000], which is a 

robust but slow learning method by imitating the natural evolution; in this way the 

system can have robust search capabilities in complicated problem spaces and thus 

provide a valid solution of the parameters to be tuned [Goldberg 1989], [Goldberg 

2002], [Holland 1975]. The learning procedures of genetic algorithm involve different 

levels of complexity in relation to the evolving changes generated by the GA 

procedures and complex problem spaces [DeJong 1988]. Thus, parameter tuning and 

optimising has been one of the main approaches utilized to adapt a wide range of 

different fuzzy systems to the large amount of parameters associated with the complex 

problems by employing genetic fuzzy algorithms [Alcalá 2007a] [Alcalá 2007b] 

[Cordon 2004], [Casillas 2005]. The main disadvantage of these methods, which are 

based on genetic algorithm, is the extremely poor performance due to their slow 

convergence speed. This problem is especially obvious when solving complex 

problems which usually involve large number of parameters.  

Another important optimization algorithm is the Big Bang-Big Crunch 

optimization. The BB-BC optimization is a heuristic population based on an 
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evolutionary approach, which was presented by Erol and Eksin [Erol 2006]. It is 

derived from one of the theories of the evolution of universe in physics and 

astronomy, namely the BB-BC theory. The key advantages of BB-BC are its low 

computational cost, ease of implementation, and fast convergence. In [Erol 2006], 

comparisons between BB-BC against GA were performed. According to their 

comparison results, the performance of BB-BC exhibits superiority over an improved 

and enhanced genetic search algorithm, and BB-BC outperforms the GA for many 

benchmark test functions and comparison experiments with a much faster 

convergence speed. In [Kaveh 2010], BB-BC demonstrates better performance and 

outperforms the other optimisation algorithms such as genetic algorithms, evolution 

strategies algorithm, simulated annealing, tabu search, ant colony optimization, and 

harmony search. Similar comparison can be found in [Afshar 2011] which shows that 

BB-BC outperforms GA in their experiments. The reason for this fact is that, 

according to [Erol 2006], GA suffers from premature convergence, convergence 

speed and execution time problems in global optimum searching as they are generally 

sluggish in reaching the global optimum accurately and reliably in a short period of 

time; and by contrast, BB-BC finds the exact global optimum point for the sphere, 

step, Rastrigin functions within the maximum number of allowed iterations and  

outperforms the GA method The BB-BC theory is formed by two phrases: a Big Bang 

phrase where candidate solutions are randomly distributed over the search space in a 

uniform manner [Kumbasar 2011] and a Big Crunch phrase where candidate solutions 

are drawn into a single representative point via a centre of mass or minimal cost 

approach [Erol 2006]. All subsequent Big Bang phases are randomly distributed to the 

centre of mass or the best fit individual in a similar fashion. The procedures of the 

BB-BC are as follows [Kumbasar 2011]: 
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� Step 1 (Big Bang Phase): An initial generation of N candidates is generated 

randomly in the search space; similar to the other evolutionary search 

algorithms.  

� Step 2: The cost function values of all the candidate solutions are computed.  

� Step 3 (Big Crunch Phase): Big Crunch phase comes as a convergence 

operator. Either the best fit individual or the centre of mass is chosen as the 

centre point. The centre of mass is calculated as:  

                                              �P = ∑ »w¼w½wys∑ s¼w½wys                                     (2.42) 

where �P is the position of the centre of mass, �� is the position of the candidate, 


� is the cost function value of the ith candidate, and N is the population size. 

� Step 4: New candidates are calculated around the new point calculated in Step 

3 by adding or subtracting a random number whose value decreases as the 

iterations elapse, which can be formalized as: 

             ���7 = �P + ¾¿(*À¨»L*ÀwÁ)£            (2.43) 

where Â is a random number, Ã is a parameter limiting search space, �W�� and 

�WM* are the lower and upper limits, and k is the iteration step.  

� Step 5: Return to Step 2 until stopping criteria have been met. Examples 

stopping criteria are: (1) current iteration number equals to the maximum 

iteration number; (2) the error (the difference between the current actual 

output and the expected output) is lower than a threshold value; (3) the 

accumulated running (consumed) time of the entire optimization procedure is 

larger than the given time for example five hours.  
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2.3   Overview on Human Event and Behaviour Detection 

Detecting human events and activities from a video is one of the most promising 

applications of video processing. This research area has recently caught the attention 

of researchers from industry, academia, security agencies, and consumer agencies. The 

problem of human behaviour recognition has been a widely studied subject in the 

computer vision literature [Weinland 2010], [Aggarwal 2011]. In most of the existing 

methods, the first procedure is the feature extraction, which is used to describe the 

characteristics of the subject, and where the methods can be roughly classified into 

four categories: motion-based [Efros 2003], [Fathi 2008], [Wang 2008], [Wang 2007], 

appearance-based [Elgammal 2003], [Thurau 2008], space-time volume-based [Blank 

2005], [Ke 2007], [Laptev 2007], space-time interest points and local feature-based 

[Dollar 2005], [Laptev 2008], [Niebles 2007], [Nowozin 2007], [Schuldt 2004]. 

Behaviour recognition approaches are mostly based on machine learning techniques 

employed in the pattern recognition literature. This includes techniques such as k-

Nearest Neighbour (k-NN) [Efros 2003], [Wang 2007], [Niebles 2007], [Blank 2005], 

[Thurau 2008], [Weinland 2008], Support Vector Machine (SVM) [Dollar 2005], 

[Laptev 2008], [Schuldt 2004], [Jhuang 2007], [Liu 2008], [Schindler 2008], boosting-

based classifiers [Nowozin 2007], [Fathi 2008], [Laptev 2007], Hidden Markov Model 

(HMM) [Elgammal 2003], [Vezzani 2010], [Yamato 1992]. In [Blank 2005], M. 

Blank et al. proposed a feature set of pose primitives for behaviour representation and 

n-Gram models which were utilised for behaviour matching and recognition. In [Wang 

2007], Y. Wang et al. developed a feature set modelling behaviour as a set of the 

lowest distances from exemplars to behaviour images in an exemplar-based space. 

Yamato et al. [Yamato 1992] used discrete HMMs to recognise image sequences of 

six different tennis strokes among three subjects. Vezzani et al. in [Vezzani 2010] 



 

 47   

 

proposed an HMM-based action recognition method using model based feature set. 

However, it remains a challenging problem to achieve an automatic behaviour 

classification due to the huge complexity and uncertainties of the dynamic 

environments such as complicated scene background, occlusion, and varying postures 

and sizes of moving objects.  To handle the uncertainties from the real-world 

environments, Type-1 Fuzzy Logic Systems (T1FLSs) have been applied to human 

activities analysis [Anderson 2008], [Anderson 2009] which performs well in 

predefined situations such as a quick change of the silhouette orientation. However, 

they lack general applicability and they always require time-consuming multi-camera 

calibration and manual operations. In order to improve the robustness of T1FLSs in 

handling uncertainties in the fields of image processing and pattern recognition, type-2 

fuzzy logic systems have been proposed and reported to have successfully enhanced 

the reliability of the type-1 fuzzy logic systems [Almohammadi 2014], 

[Almohammadi 2015], [Yao 2012], [Yao 2014].  

 In this thesos, we will present a robust framework for machine vision based on 

human behaviour recognition using Interval Type-2 Fuzzy Logic Systems (IT2FLSs). 

In order to obtain the optimized parameters of the membership functions and rule base 

of the IT2FLS, we employed an optimization approach based on the Big Bang–Big 

Crunch (BB-BC) [Erol 2006], [Kumbasar 2011] algorithm. We will present several 

experiments which were performed on the publicly available Weizmann human action 

dataset. It will be shown that the proposed IT2FLS outperformed its T1FLS 

counterpart as well as other traditional non-fuzzy systems. 
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2.4   Overview on 3D Human Daily Activity Recognition 

Robustly recognizing people’s daily activities (e.g., sitting on a sofa, reading a book, 

falling down, drinking, and eating food, etc.) in a low-cost and automatic way (e.g., 

vision-based) for elders and children who are alone in a house is essential for 

providing them with proper healthcare and medical services. Vision-based human 

activity analysis has been one of the most active research topics in machine vision 

over the past decades. However, the limitation of the sensors (i.e., 2D colour camera) 

is that it restricts traditional methods [Bobick 2001] in that they are barely capable to 

detect simple behaviour in a not very robust way. However, since human bodies and 

behaviour are in essence of a three-dimensional structure, the loss of information and 

feature cues in the depth feature leads to a huge degradation of the demonstration for 

those 2D feature models [Efros 2003], [Black 1997], [Ni 2009].  

To solve this problem, the recent presentation of depth sensor (e.g., Microsoft 

Kinect v1, as shown in Figure 2.19, has been presented and has become a feasible and 

reliable 3D sensor which is able to capture both the colour images (by using the video 

RGB camera) and depth information (by its 3D depth sensor) with appropriate 

resolution and accuracy in real time speed. It can offer the users the three-dimensional 

structure of the monitoring background as well as the three-dimensional motion 

movement of the human/objects in the view. Therefore the human behaviour analysis 

and daily activity recognition can be performed reliably and robustly by using this 3D 

visual sensor [Ni 2013].   
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(a) 

 

(b) 

Figure 2.20: The Structure of 3D Sensor. (a)The Structure of Kinect v1, (b) Components Diagram of 

Kinect v1. 

In indoor intelligent environments where privacy is not a limitation, there is a 

growing need to develop linguistic summarization tools which are capable of 

summarizing in layman’s terms the information of interest within a long video 

sequences recorded at such spaces. Such summarization can be used to automatically 

detect serious events that need immediate attention such as attempted burglaries, 

serious injuries, etc. A linguistic summarization can also provide valuable context 
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information from the video which cannot be extracted by other sensors. For example, 

an important application in elderly care in intelligent environments is ensuring that the 

user drinks enough water throughout a day to avoid dehydration. Similarly, a warning 

message can be sent to social services nearby in case of an elderly person falling so 

that proper actions can be taken instantly. Likewise, lights can be turned off 

automatically when a user is detected to be sleeping on the sofa.  

Various studies have been conducted for the linguistic summarization of video 

sequences where type-1 fuzzy logic systems have been applied for linguistic 

summarization and activities analysis. For example, in [Anderson 2008], [Anderson 

2009] voxel person analysis was implemented which mainly focuses on fall down 

detection for eldercare. These type-1 fuzzy based approaches perform well in 

predefined situations such as a quick change of the silhouette orientation. However, 

they require time-consuming multi-camera calibration (when a camera is moved 

slightly, the whole system needs to be re-calibrated). Another linguistic 

summarization system based on type-1 fuzzy logic was proposed in [Trivino 2008] 

using wearable devices to summarize and analyse the human activity. However, such 

wearable devices are intrusive and can be inconvenient for the users.  

As a key procedure in linguistic summarization, analysis of human behaviour 

and activity has attracted a great deal of scholarly interest. Most previous research on 

behaviour and activity recognition is based on 2D video data [Aggarwal 2011], [Ryoo 

2009] or RFID sensors [Wu 2007]. However, the use of 2D data in real-life 

circumstances has relatively low accuracy due to noise factors and uncertainties 

associated with real-world environments. The use of RFID tags is intrusive and 

inconvenient as it requires a deployment of RFID tags on the humans or on the 

objects. One traditional method is to employ spatio-temporal features to describe 
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points of interest in 2D video data [Laptev 2005]. This method can be later improved 

by adding more information to model the features [Jhuang 2007]. There have been 

various works for activity analysis employing the Hidden Markov Model (HMM), 

which was firstly used to analyse two-hand behaviour [Brand 1997]. Later HMM was 

used to recognize gesture and posture through a probabilistic framework [Elgammal 

2003]. However, the accuracy was not satisfactory. Dynamic Time Warping (DTW) is 

another method to measure similarity and distance between two behaviours [Zhou 

2008]. However, DTW only returns exact values and thus it is inadequate to model 

the uncertainty and ambiguity of behaviour. 

In this thesis, we will present a robust behaviour recognition algorithm for 

video linguistic summarization using a 3D Kinect camera based on Interval Type-2 

Fuzzy Logic Systems. In order to automatically obtain the optimized parameters of 

the membership functions and rule base of the IT2FLS, we employed an optimization 

approach based on the Big Bang–Big Crunch (BB-BC) algorithm. Our experiments 

have been successfully conducted in real-world intelligent environments and the 

experiment results show that the proposed IT2FLS outperformed the T1FLS 

counterpart as well as other traditional non-fuzzy systems. Based on the recognition 

results, higher-level applications are presented including video linguistic 

summarizations event searching and activity retrieval/playback.   

2.5   Discussion 

At the beginning of this chapter, we introduced fuzzy sets and the concept of fuzzy 

logic. Overall, there are type-1 fuzzy logic systems and type-2 fuzzy logic systems. 

The major problem of type-1 fuzzy logic system is that it is incapable of robustly 

modelling the high levels of complex uncertainties associated with real-world 
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environments. To solve this problem, interval type-2 fuzzy logic system was proposed 

and widely used. The main advance extension of IT2FLS is that it utilizes type-2 

fuzzy sets which have proven to be very robust in handling the uncertainties when 

compared to type-1 fuzzy sets. In this chapter, we also elaborated on the interval type-

2 fuzzy logic system and the modules that distinguish it from the type-1 fuzzy logic 

system.  

Since an interval type-2 fuzzy logic system is more capable of robustly 

handling the complex uncertainty there are also more parameters involved in interval 

type-2 fuzzy logic system than in type-1 fuzzy logic system. To achieve a robust 

performance, these parameters need to be decided on and tuned in a reasonable 

paradigm so that the adaptiveness of the system is ensured.  

We presented the basis of Big Bang-Big Crunch which a heuristic population 

based on an evolutionary approach that is derived from one of the theories of the 

evolution of the universe in physics and astronomy, namely the BB-BC theory. The 

main advantages of Big Bang-Big Crunch optimization algorithm are its low 

computational cost, ease of implementation, and fast convergence. Unlike classic 

conventional optimization algorithm genetic algorithm that needs days or weeks to 

finish the convergence, Big Bang-Big Crunch optimization algorithm normally 

achieves the convergence in hours or even minutes. This advantage is highly 

important for intelligent systems in solving the modern problems which are usually 

complicated by hundreds or even thousands of parameters. Big Bang-Big Crunch 

models possible solutions to this problem by using a population structure which is 

composed of parameters to be tuned. In the initialization stage of Big Bang-Big 

Crunch, we can produce a random set of populations and we can also use 

sophisticated algorithms such as Fuzzy C-Means and Wang-Mendel to calculate a 
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reasonable starting point (which will be discussed in detail in the rest of the chapters 

in this thesis) of the optimization algorithm so that Big Bang-Big Crunch can 

converge to the ideal solution more quickly and accurately. After that the Big Bang-

Big Crunch assesses each population (candidate solution) via a fitness function to 

compute a score value for each candidate solution describing how good the solution is 

and then save the best solution while regenerating the other population. The Big 

Bang-Big Crunch then goes through this procedure in an iterative way. Each iteration 

determines whether the current optimization has satisfied the stopping criterion, and 

therefore, this iterative optimization procedure drives the population towards better 

solutions by keeping only the best solution with the highest fitness score from one 

generation to another. 

In this chapter, we briefly elaborated on human behaviour recognition and its 

common steps. Generally speaking, the first step is to perform a 

background/foreground segmentation so that we can define the areas and locations of 

the moving targets in the current frame. For most applications of the smart vision 

system, the main analysis targets are human users. However, due to the complexity of 

the real-world environments, the obtained foreground contexts are not only human 

users but also various non-human objects. Therefore, the next step involves the human 

silhouette extraction based on the foreground images. There are several methods 

which have been reported regarding this in recent years, and these conventional 

methods are able to extraction human silhouette. But there are still problems in these 

traditional algorithms such as an extracted human silhouette being degraded due to 

misclassifications caused by the noise factors and uncertainties. Our proposed 

method, which is based on interval type-2 fuzzy logic system, can solve this problem 

since the type-2 fuzzy logic can accommodate more possibilities in the solution space 
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and model more uncertainty. As a result, performance and accuracy are improved in 

comparison to when the conventional methods are applied. Once we obtained the 

silhouette, we deciphered the area of the human subject in the current frame. Then the 

next step was to build a model to describe the behavioural features based on which we 

could classify the current action. After that we further developed the conventional 

algorithms for behaviour recognition and the type-1 fuzzy logic based methods with 

the aim of solving this problem. To improve the accuracy and to achieve better 

recognition performance in the high-levels of uncertainties, we introduced our 

proposed recognition method based on interval type-2 fuzzy logic system. 

In the last part of this chapter, we introduced a system framework of behaviour 

recognition and event summarization using 3D sensor in real-world environments. 

Choosing the proper sensor according to the actual application scenario is always the 

first and also a very important step in designing the application system since different 

types of sensors have different advantages and disadvantages. In the scenario of 

ambient assisted living environments, the main problems are the high-level of 

uncertainties caused by the casualty of the human behaviour, the occlusion problem of 

the multiple crowded subjects and the various noise factors existing in the 

environments. There are two solutions for AAL. One is based on a 2D video sensor 

but the problem is that it is not able to achieve an accurate recognition since a 2D 

video sensor cannot capture robust features against so many uncertainties and noise 

factors. The other solution involves wearable sensors. This is a robust solution but it is 

also too intrusive for the users as the wearable sensors are usually attached to the skin 

or muscle of the human users. We therefore proposed a system framework for AAL 

based on a 3D sensor which is very robust and it is not wearable. We used an interval 
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type-2 fuzzy logic system based recognition to handle the high-level of uncertainties 

during the recognition procedure. 

In the following chapter, we will mainly discuss the algorithms of human 

silhouette extraction. 
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Chapter 3: A IT2FLS Based Approach for Human 
Silhouette Extraction in Intelligent Environments 

 

3.1  Introduction 

In this chapter, we will explain the fundamental but important module of vision-based 

AAL environments, human silhouette extraction, which detects the area and location of 

the subject in the view. This provides the basic feature information for further higher-

level modules such as human tracking, behaviour recognition and event 

summarisation. There are several traditional methods for silhouette extraction. 

However, several noise factors (shadow, reflection, obstacles attached to the human 

subjects, etc.) exist in real world environments. To address this problem, a T1FLS-

based algorithm was proposed and was able to effectively eliminate the noise factors 

during the procedure of silhouette extraction. But due the high-levels of uncertainty, 

this method has a problem of silhouette degradation. In this chapter, in order to solve 

this problem, we will propose an IT2FLS-based method for silhouette extraction which 

is capable of robustly extracting the silhouette and eliminating the noise factors.  

 

3.2  Background of Human Silhouette Extraction 

Automatic human event detection is an essential prerequisite for many advanced 

applications, such as smart home, visual surveillance, pervasive computing. In this 

research, we are interested in automatically detecting human event from video stream 

for smart inhabited environments [Callaghan 2004]. For human event detection, the 

first procedure is to segment (or outline) a human silhouette from a video sequence. 

Since silhouettes in images and videos give important information about the 

foreground objects that can be utilized for a high level analysis, silhouettes are usually 
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critical hints of an image and video understanding and will impact the robustness of 

human event detection significantly. However, in real-life environments, for example 

in a smart living-room monitoring, due to the huge complexity of such environment, 

there are numerous noise factors and uncertainties present for silhouette extraction 

and event detection which include: 

• Varying light condition  

• Reflections and  shadows 

• Moving objects attached to human silhouette (a book, a chair, etc.).  

Advanced human detection and identification approaches like [Dalal 2005], 

[Wu 2006] can be utilized for silhouette extraction. However, such methods are 

commonly of high computational complexity and hence not suitable for dynamic and 

complex environments. Hence, there is a need for efficient silhouette extraction 

methods and that are able to operate in dynamic environments. Therefore, in this 

research, and as a fundamental part of our project whose long-term vision is to 

construct a large scale intelligent system that can automatically detect human 

behaviour and event to provide related services, we will propose an effective and 

efficient way to extract human silhouette and to further detect particular human 

events. Specifically, CCTV cameras have been deployed in our laboratory of smart 

living room to capture video data of the users’ regular activity. Via these cameras, we 

analyse the occupants’ behaviour and detect particular events. 

The first step of detecting a human event is a background subtraction for 

silhouette extraction to detect moving targets as foreground objects. In [Aubert 2001], 

an approach based on a single Gaussian modal was developed which employed a 

simple adaptive method. However, there are several limitations in this method such as 
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learning stage necessity for background distribution, robustness deficiency for 

situations like sudden illumination changes, slow moving objects, and so on. To 

address these problems, the Gaussian Mixture Model (GMM) was proposed [Stauffer 

1999] [Katz 2003]. Since GMM is extensively recognized as a robust method for 

background subtraction, in this chapter, GMM is utilized for foreground detection. 

However, it is unreasonable to simply consider GMM foreground as human silhouette 

in real-life environments due to the noise factors mentioned above. For example, 

GMM may segment objects (a book, a chair, etc.) moved or held by a person as part 

of the foreground which will cause noise to further procedures such as event detection 

module and thus lead to false alarms.  

To handle these problems and detach the moving objects from the human 

silhouette, a type-1 Fuzzy Logic System (T1FLS) was proposed [Chen 2006]. T1FLS 

is capable of handling to an extent the uncertainties mentioned above, however, the 

extracted silhouette will be degraded due to misclassification of the proposed T1FLS. 

Hence, here we present an Interval Type-2 Fuzzy Logic System (IT2FLS) which will 

be able to handle the high uncertainty levels present in real-world dynamic 

environments while also reducing the misclassification of extracted silhouette. The 

IT2FLS uses a similar type-1 membership function as the ones presented in [Mendel 

2001] as principal membership functions which are then blurred to produce the type-2 

fuzzy sets used in this chapter. We also used the same rule base as [Chen 2006] to 

allow for a fair comparison with the results reported in [Chen 2006].  

In this proposed system, GMM is adopted to detect original foreground which 

may include a moving object such as a cup, a book moved or held by human. Then, in 

order to eliminate these noise factors and extract a pure human silhouette, an IT2FLS 

is performed to detach the moving objects from the human silhouette. Several 
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Variables such as SAD, distance, neighbours are calculated for the IT2FLS to get the 

silhouette degree of each pixel (or image block) to determine whether it belongs to the 

human silhouette. Finally, pixels (or image blocks) having a higher silhouette degree 

than 50% are considered as human silhouette. We performed several real-world 

experiments where it was shown that the proposed IT2FLS is effective in reducing the 

misclassification and that the quality of the extracted human silhouette is much 

improved when compared to the T1FLS.  

3.3  The Proposed Fuzzy based Human Silhouette Extraction 

Figure 3.1 provides an overview of the proposed methodology for human based event 

detection in real-world public spaces. In the first stage, source images are captured 

using a video camera. The images are then analysed using GMM to detect the 

foreground. The foreground detected by GMM is then refined to eliminate noise 

factors and detach moving objects by utilizing several feature variables and human 

centroids obtained by human tracking module which is performed by global nearest 

neighbour (GNN) [Blackman 1999]. In this way, refined human silhouette is achieved 

which is then analysed to recognize the semantics of human behaviour. Finally, event 

inference is carried out by conjointly considering the behavioural semantics and human 

trajectories to detect particular human events. 

 

Figure 3.21: An overview of the proposed human based event detection methodology.  
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Among these stages, silhouette extraction is an important and fundamental 

procedure which greatly impacts the accuracy of the subsequent stages. However due 

to the complexity of the environment, numerous noise factors and uncertainties exist 

during this procedure. Indeed, advanced human detection and identification approaches 

can be utilized for silhouette extraction, but those methods are commonly of high 

computational complexity and not adaptive for dynamic environments. Hence in [Chen 

2006] a T1FLS was presented while in this chapter an IT2FLS for silhouette extraction 

will be presented.  

Suppose that we are working on frame i, and the foreground image of frame i 

obtained by GMM is denoted by 
iO , and the silhouettes in frame i-1 that have been 

properly segmented are denoted by 
1−iO . As described above, the foreground in 

iO , 

may contain the human body and moving non-human objects attached to silhouette. To 

detach the moving objects and refine the human silhouette, the IT2FLS is developed 

based on the following observations: 

1. If an image block in 
iO  belongs to a human body, it is of high probability to 

match an image block in 
1−iO  in a good match degree. The SAD (sum of 

absolute difference) between their corresponding blocks in frame i and frame 

i-1 is used to measure the matching degree between the image block in 
iO  and 

its best match block in 
1−iO . 

2. If the distance between the left-top pixel of this block and human centroid is 

large, the probability that this block belongs to the human body is low. 

3. If the amount of the neighbouring block with high probability belonging to 

human body is huge, such as having good matches in
1−iO , or having low 
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distance to human centroids etc., then, the probability of this block also 

belonging to the human body is high. 

Based on the observations above, the following variables of each block are 

calculated. 

• SAD of motion estimation. For every image block in
iO , its best match block 

in frame i-1 is searched. The matching degree is used to describe the SAD 

variable. 

• The distance between left-top pixel of this block and the human centroid. 

• The amount of its neighbourhood with a high probability of belonging to 

human body, for example, by having a good match block in human body, low 

centroid distance, and so on. 

The rules of the type-2 fuzzy system should remain the same as the T1FLS in [Chen 

2006]. Moreover, in our IT2FLS we will use a similar type-1 fuzzy sets as those in 

[Chen 2006] as the principal membership functions which can be then blurred by α% 

(α = 10, 20, 30, 40…) to produce the Footprint of Uncertainty (FOU) of the 

corresponding type-2 fuzzy sets. The impact of different FOU to our proposed IT2FLS 

was analysed and the results are shown in Figure 3.2. The membership functions for 

the inputs and output of the IT2FLS are shown in Figure 3.2. The rule base of the 

IT2FLS is the same as [Chen 2006] and it is as follows:  

1. If SAD is very low AND Neighbourhood is huge AND Distance is close,  

THEN Silhouette is high.  

2. If SAD is large AND Neighbourhood is small AND Distance is very large,  

THEN Silhouette is low.  
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3. If SAD is low AND Neighbourhood is large AND Distance is medium,  

THEN Silhouette is high.  

4. If SAD is medium AND Neighbourhood is medium AND Distance is medium,  

THEN Silhouette is medium.  

5. If SAD is large AND Neighbourhood is medium AND Distance is medium,  

THEN Silhouette is medium.  

6. If SAD is large AND Neighbourhood is large AND Distance is close,  

THEN Silhouette is high.  

7. If SAD is medium AND Neighbourhood is large AND Distance is medium,  

   THEN Silhouette is high.  

8. If SAD is medium AND Neighbourhood is large AND Distance is close,  

THEN Silhouette is high.  

9. If SAD is very large AND Neighbourhood is small AND Distance is large,  

THEN Silhouette is low.  

10. If SAD is medium AND Neighbourhood is small AND Distance is very large, 

THEN Silhouette is low.  

11. If SAD is low AND Neighbourhood is huge AND Distance is medium,  

THEN Silhouette is high.  

12. If SAD is low AND Neighbourhood is medium AND Distance is medium,  

THEN Silhouette is high.  

  



 

 63   

 

    Close                  Medium        Far           Very far Low                     Medium                High 

Very low Low Medium           Large     Small                   Medium        Large        Huge 

 

 

   

                                 (a)                                                         (b) 

  

                                 (c)                                                          (d) 

Figure 3.22: The interval type-2 fuzzy sets employed in the inputs of our IT2FLS for (a) SAD, (b) 

Neighbourhood, (c) Distance, (d) The Silhouette output of IT2FLS.  

 

3.4  Experimental Results 

We performed several real-world experiments to validate our proposed approach and 

to compare the performance of the proposed IT2FLS and the T1FLS presented in 

[Chen 2006]. The aim of the experiments was to confirm that the proposed IT2 fuzzy 

system is effective to detach the moving objects from human silhouette with much 

fewer misclassifications than a T1 fuzzy system.  

 In our experiments of this chapter, twelve human subjects were involved in 

four video sequences. And we performed four sessions run to analyse to the results. In 

the experiment of detaching the moving objects, instructed behaviour was used while 

free behaviour was in other tests of this chapter. 

T1FLS Membership  

         Function 

IT2FLS Membership  

         Function 
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As shown in Figures 3.3 to 3.7, (a) shows the source images; (b) shows the 

original foreground detected by GMM; (c) illustrates results after the T1FLS and (d) 

exhibits results after using IT2FLS. In our case, a human silhouette is represented by 

pixels having a higher degree than the 0.5 degree of the fuzzy silhouette.   

In Figure 3.3, the results of “Raising a book” demonstrate that the book 

attached to human is eliminated after using the fuzzy based systems. The experiment 

shows that two fuzzy systems extract a proper silhouette and that they are able to 

detach the book from human body. However, as mentioned above, the silhouette 

extracted by T1FLS is degraded due to a misclassification (as confirmed by [Chen 

2006]) while IT2FLS can address this problem and reduce the misclassification.  

In Figure 3.4 enlarged silhouette images of “Raising a book” are provided. As 

can be seen in Figure 3.4b, the edge the silhouette of T1FLS, (highlighted with red 

rectangles) is degraded to a coarser edge due to misclassification when compared to 

the original foreground. However, as displayed in Figure 3.4c, the IT2FLS with the 

uncertainty factor of α=20% achieves the same human silhouette as the original 

foreground while the book is detached. 

To demonstrate the robustness of the proposed system, more experiments were 

conducted in various environments. In Figure 3.5, the results obtained from an outdoor 

environment of single pedestrian under snowy conditions are shown. Through this 

experiment, we can see that the proposed system is working effectively in an outdoor 

environment. In the images of figure 3.6, one can see the reflection of human body 

where a noise factor is detected as foreground by GMM while the reflection is 

eliminated by utilizing fuzzy logic. In Figure 3.7, the results obtained from an outdoor 

environment crowded with people are shown. In this complex outdoor environment 
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with more noise and uncertainties, the proposed system demonstrates its robustness by 

extracting the human silhouette with a promising result. In relation to these 

experiments and for the purpose of comparison, Table 3.1 provides the average 

misclassification and accuracy for T1 and IT2 fuzzy systems.  In Table 3.1, it is clearly 

demonstrated that the misclassification of the proposed IT2FLS is significantly 

reduced compared to the T1FLS while the IT2FLS also results in a higher accuracy 

than the T1FLS.  

One fact in choosing the block size for the SAD motion estimation is that the 

block size needs to be properly tuned and chose according to the video resolution and 

the size of the target subject. If the block size is set to a high value, for example, 64×64 

in a VGA video (640×480), the accuracy of SAD motion estimation will degrade and 

further lower the robustness of the entire system, even though the speed of the entire 

system would be higher compared to a smaller block size usage. 

The accuracy is obtained using the following paradigm. Suppose we are 

working on the refined silhouette images processed by fuzzy logic, in which noise 

factors are eliminated and moving objects are detached while degradation exists. We 

then compare the extracted human silhouette with their corresponding human targets 

foreground in the original foreground images and the number of misclassified pixels 

can be obtained because there is no degradation in the original foreground images. The 

misclassification is defined by the difference between the pixel count of original 

moving object �� and its according silhouette object Ä� (The number of missing pixels 

on the silhouettes). And the accuracy is defined by calculating the correct percentage 

of the pixel number of the silhouette objects comparing with its according original 

moving object ��. After that, the accuracy can be calculated: 
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Where n is the number of human silhouette targets in the fuzzy refined 

silhouette images, and 
iS represents the pixel count of extracted human silhouette 

target in fuzzy silhouette images while 
iO denotes the pixel count of the corresponding  

human  target of 
iS  in   original  foreground images. 

     Figure 3.8a shows that for the experiment involving multiple people in an open 

real-world public space (see Figure 3.8), the misclassification of T1FLS fluctuates a lot 

with more video frames used, while IT2FLS remains stable near to 0 (thus indicating 

nearly zero misclassification). In Figure 3.8b, it can be seen that the accuracy of the 

T1FLS against the number of video frames demonstrates fluctuation between 92.5% 

and 95.7% while the accuracy of our proposed IT2FLS stabilizes at around 99.99%. 

This shows the robustness of the employed IT2FLS. 

From Figure 3.9 it is obvious that the best IT2FLS results in terms of the least 

average misclassification (Figure 3.9a) and highest accuracy are obtained for the 

uncertainty factor of α=20%. This means that the corresponding FOU to an uncertainty 

factor α=20 % was the appropriate FOU to handle the encountered uncertainties in the 

given environment.  
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Table 3.1: Comparison of Misclassification and Accuracy 

 

 

 

                         

      (a)                                                              (b)     

                         

      (c)                                                              (d)     

Figure 3.23: The experiment of “Raising a book in indoor environment”; (a) source images, (b) 

foreground detected by GMM, (c) extracted silhouette after using T1FLS, (d) extracted silhouette after 

using IT2FLS. 
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                                                  (a)                     (b)                                   (c) 

Figure 3.24: Enlarged images of “Raising a book in indoor environment”; (a) foreground detected by 

GMM, (b) extracted silhouette after using T1FLS, (c) extracted silhouette after using IT2FLS. 

 

                         

                                                    (a)                                                             (b)      

                         

                                                    (c)                                                             (d)      

Figure 3.25: The experiment of “Single person in outdoor snowy environment”.  

Degrade 
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                                                    (a)                                                             (b)      

                         

                                                    (c)                                                             (d)      

Figure 3.26: The experiment of “Multi-person with reflection in outdoor environment”. 

                          

                                                    (a)                                                             (b)      

                          

                                                    (c)                                                             (d)      

Figure 3.27: The experiment of “Crowded outdoor environment with snow”. 
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 (a)                (b) 

Figure 3.28: Average misclassification and accuracy comparison in different frames for Experiment 2.2 

multiple person in an outdoor snowy environment. (a) Average misclassification in different frames (b) 

Average accuracy in different frames 

 

   

(a)                (b) 

Figure 3.29: Average misclassification and accuracy comparison in different FOU of IT2FLS for 

Experiment 2.2 multiple person in outdoor snowy environment and Experiment 3. crowded outdoor 

environment in snowy condition. (a) Average misclassification in different FOU (b) Average accuracy 

in different FOU.3 
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3.5  Discussion 

In this chapter, we presented an interval type-2 fuzzy logic system for an improved 

silhouette extraction in dynamic real-world environments. Due to the huge complexity 

of real-life environments, the problem of detaching moving objects from human 

silhouette is complicated. To address this problem without a high computational 

complexity, we firstly use GMM to detect the foreground, then an interval type-2 

fuzzy logic system is employed for moving objects detachment. We conducted several 

real-world experiments which have shown that the proposed interval type-2 fuzzy 

logic system is effective in detaching objects and the misclassification is greatly 

reduced compared to a similar type-1 fuzzy logic system while the interval type-2 

fuzzy logic system also results in high accuracy for silhouette extraction compared to 

the type-1 fuzzy logic system. Moreover, experiments on different FOU and frames 

have been conducted to demonstrate the robustness of the proposed interval type-2 

fuzzy logic system. Hence, by utilizing an interval type-2 fuzzy logic system, the 

proposed system obtains silhouette extraction with good robustness in relation to noise 

factors and existing uncertainties such as light condition changes, reflection of human 

body, and moving objects attached to the human silhouette, etc., in dynamic 

indoor/outdoor environments.    
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Chapter 4: A BB-BC based IT2FLS for the behaviour 
recognition on 2D video data in Intelligent 

Environments 

4.1  Introduction 

Recent years have witnessed a significant progress in the automation of human 

behaviour recognition using machine vision in order to realize intelligent 

environments which are capable of detecting users’ actions and gestures so that the 

needed services can be provided automatically and instantly to users in such a way as 

to maximize user comfort and safety as well as minimizing energy. However, the 

majority of traditional human behaviour machine vision based recognition approaches 

rely on assumptions (such as known spatial locations and temporal segmentations) or 

computationally expensive approaches (such as sliding window search through a 

spatio-temporal volume). Hence, it is difficult for such methods to scale up and 

handle the high uncertainty levels and complexities available in real-world 

applications. In this chapter, we propose a novel fuzzy machine vision based 

framework for efficient humans’ behaviour recognition. A model based feature set is 

utilised to extract visual feature cues including silhouette slices and movement speed 

from the human silhouette in video sequences which are analysed as inputs by the 

proposed fuzzy system. In this chapter, we employed fuzzy c-means clustering to 

acquire the membership functions of the proposed fuzzy system. The behaviour 

recognition was implemented via selecting the best candidate’s behaviour category 

with the highest output degree as the recognised behaviour. 

  In this chapter, we will present several experiments which were performed on 

the publicly available Weizmann human action dataset to fairly compare them with 

the state-of-the-art algorithms. The experimental results demonstrate that the proposed 
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optimization paradigm is effective in tuning the parameters of the membership 

functions and the rule base of the IT2FLSs to improve the recognition accuracy where 

the proposed IT2FLSs outperformed the Type-1 FLSs (T1FLSs) counterpart as well 

as other traditional non-fuzzy systems. 

 

4.2  The Proposed Fuzzy based Human Behaviour Recognition 

It is worth pointing out that categorizing human behaviour into one of several 

behaviour classes falls under the generic class of pattern recognition problem which 

aims to determine the mapping between behavioural feature space and action 

categories. Unfortunately, behaviour features of different subjects which are 

representative of the same action classes have a wide variance. In addition, the 

behaviour of a given subject conducting multiple instances of the same action 

category is not unique. In fact, there are intra- and inter- subject variations in 

behavioural characteristics which cause uncertainty in the behaviour recognition 

problem. Fuzzy logic system is an established field of research which handles 

uncertainties in complicated real world problems. In this chapter, we will employ 

fuzzy logic systems in order to handle the faced uncertainties associated with humans’ 

behaviour recognition in intelligent spaces. 

Figure 4.1 shows an overview of the proposed system where in the training 

stage a human silhouette is detected and extracted using our previous work based on 

an Interval Type-2 Fuzzy Logic System (IT2FLS) [Yao 2012]. After that, from the 

extracted silhouette, input feature vectors are computed for our fuzzy-based 

recognition method based on a model based feature set (see section 2.1) to describe 

the shape and motion characteristics. The fuzzy membership functions of the inputs to 
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the fuzzy systems are then acquired via Fuzzy C-Means clustering. During the testing 

stage, we first tried to detect human subjects which were later tracked to extract the 

silhouette image based on which input shape-motion features are computed and used 

as input values for the fuzzy-based recognition system. In our fuzzy system, each 

membership function corresponds to a behaviour model while each output degree 

represents the likelihood between the behaviour in current frame and the trained 

behaviour model in the knowledge base. The behaviour in the current frame is then 

classified and recognised by selecting the candidate model which has the highest 

output degree. In the following subsection, we will present the various components of 

the proposed system.  

 

Figure 4.30: Overview of our proposed system. 

4.2.1 Silhouette Extraction 

Accurate human silhouette segmentation from a video sequence is important and 

fundamental for advanced video procedures such as pedestrian detection, human 

activity detection and behaviour recognition. In order to obtain robust silhouette 

segmentation, the Gaussian Mixture Models (GMM) was proposed in [Katz 2003] 

which can extract the foreground images. However, it is unreasonable to simply 
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consider GMM foreground as a human silhouette in real-world environments due to 

the noise factors including varying light conditions, reflections/shadows problems and 

moving objects attached to a human silhouette. To deal with these problems, a Type-1 

Fuzzy Logic System (T1FLS) was proposed in [Chen 2006]. This T1FLS is capable 

of handling to an extent the uncertainties mentioned above, however, the extracted 

silhouette will be degraded due to misclassification. Hence, in [Yao 2012], we 

proposed an Interval Type-2 Fuzzy Logic System which was able to handle the high 

uncertainty levels present in real-world dynamic environments while also effectively 

reducing the misclassification of extracted silhouette. By utilising our proposed 

IT2FLS, the average accuracy for silhouette extraction is improved to a 99.94% which 

is 8.26% higher than the accuracy achieved by the T1FLS employed in [Chen 2006], 

meanwhile, the average misclassification of our proposed IT2FLS is reduced to 5.71 

pixels which was 446.26 lower than the misclassification of the T1FLS in [Chen 

2006].  

4.2.2 Feature Representation 

Our approach uses an efficient feature set [Vezzani 2010] with low computational 

complexity based on multi-feature model including movement speed and appearance 

shape. Based on the extracted silhouette image, as shown in Figure 4.2, the silhouette 

region is separated into five slices Ä , Ä# , ÄÅ , ÄÆ , ÄÇ  according to polar coordinates 

partitioning centred at the gravity centre {�P(³),	rP(³)}. Ideally, the divided slices 

should be located at the areas of the head, the arms and the legs of the human 

silhouette. Suppose that we are working on frame t, and the human silhouette image 

of frame t is extracted from the proposed algorithm based on IT2FLS. Then, in the 

obtained silhouette image, as shown in Figure 6.c, the area of the entire human 

silhouette is denoted by the letter �°  while the areas of each silhouette slice are 
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denoted by {�°� }	�� …Ç. Based on these values, the 7-dimensional feature set for our 

fuzzy-based recognition system is constructed, which is similar to the 17-dimensional 

the feature set in [Vezzani 2010] but which uses fewer input feature categories and a 

lower computational complexity. The seven input features are motion speed in 

horizontal direction (� ), motion speed in vertical direction (�#), area ratio of the head 

silhouette (�Å), area ratio of the right hand sillouette (�Æ), area ratio of the right leg 

silhouette (�Ç), area ratio of the left hand silhouette (�È), and area ratio of the left leg 

silhouette (�É). Thus the feature set contains both motion information (� , �#) and 

shape description (�Å…�É). The 7-dimensional feature set for the fuzzy system is 

obtained as follows: 
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                (a)                                                   (b)                                                 (c) 

Figure 4.31: (a) original image, (b) silhouette image extracted by our proposed method based on 

IT2FLS, (c) silhouette slice partitions.  
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4.2.3 The Proposed Type-1 Fuzzy System for Behaviour Recognition 

In our type-1 fuzzy system, the antecedents are seven linguistic variables which are: 

motion speed in horizontal direction (� ), motion speed in vertical direction (�#), area 

ratio of the head silhouette (�Å), area ratio of the right hand silhouette (�Æ), area ratio 

of the right leg sillouette (�Ç), area ratio of the left hand silhouette (�È), and area ratio 

of the left leg silhouette (�É). Each of these antecedents is represented by four fuzzy 

sets which are VERY LOW, LOW, MEDIUM, and HIGH. The output of the fuzzy 

system is the behaviour possibility which is represented by two fuzzy sets which are 

LOW and HIGH. The fuzzy Membership Function (MFs) shown in Figure 4.3 has 

been obtained via Fuzzy C Means (FCM)-based algorithm. In this FCM-based 

algorithm, the centres clustered by FCM will be used as the Means �£  of our 

Gaussian membership functions (�£, S£, �) = expÌ−  # Í*LW¥Y¥ ÎÏ, where k = 1,…, p;  

p is the number of antecedents. And the variations S£ were obtained by S£ = (�£ −
�£L )/3, where k = 2,…, p;  p is the number of antecedents. And for k = 1, S£ = 

(�£º −�£)/3 

Suppose, we measure {� …�É}  on silhouette images expressing the 

possibilities of the candidate behaviour classes: running, walking, jumping-in-place, 

jumping-jack, jumping-forward, galloping-sideways, waving-two-hands, skipping, 

bending, waving-one-hand. The mapping between measurement and behaviour 

classes is accomplished by fuzzy rules. In our system, the size of the rule based is 

191, and the rule base is constructed via learning from the input/output data by 

experts in human behavioural analysis. One illustrative fuzzy rule from our rule base 

could be written as follows:  
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Rule i: IF (horizontal-motion-speed is HIGH) & (head-silhouette-ratio is MEDIUM) 

(vertical-motion-speed is VERY LOW) & (leftHand-silhouette-ratio is HIGH) & 

(rightHand-silhouette-ratio is LOW) & (leftLeg-silhouette-ratio is LOW) & 

(rightLeg-silhouette-ratio is LOW)  THEN 

(running-possibility is HIGH), (otherBehaviours-possibility is LOW) 

Each behaviour class uses the same output membership function that is shown 

in Figure 4.3h. In our system, we use product t-norm to represent the AND logical 

connective and the implication operation. The behaviour recognition is done via 

selecting the best candidate behaviour class with the highest firing strength as the 

recognised behaviour type. However, if two different candidate behaviour classes are 

assigned with the same output degree, this means that these two candidate behaviour 

classes have significantly high behavioural similarity and cannot be distinguished 

effectively in the current frame.  

       

            (a)                                                                  (b)                                      
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            (c)                                                                  (d)                                      

   

            (e)                                                                   (f)                                      

    

             (g)                                                                (h)                                      

Figure 4.32: Membership functions from FCM for our fuzzy-based recognition system. a) MF for � , 

b) MF for �#, c) MF for �Å, d) MF for �Æ, e) MF for �Ç, f) MF for �È, g) MF for �É, (h) MF for 

Output. 
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4.2.4 The Proposed Interval Type-2 Fuzzy System for Behaviour Recognition 

In this subsection, we will present the manual design process of the IT2FLS which 

will be optimized by the proposed BB-BC algorithm presented in the next section. In 

the experiment section, we will compare the results obtained by this manually 

designed IT2FLS against the IT2FLS optimized by BB-BC. The interval type-2 fuzzy 

set Footprint of Uncertainty (FOU) is bounded by two MFs which are the Upper 

Membership Function (UMF) and the Lower Membership Function (LMF), 

respectively. As shown in Figure 4.4, for example, the fuzzy set MEDIUM is 

represented by the Gaussian membership function whose mean and standard deviation 

are obtained from numerous measurements of the feature horizontal-motion-speed.  

 

Figure 4.33: Gaussian MF of numerous instances of feature horizontal-motion-speed for the linguistic 

variable MEDIUM 

To construct the type-2 MFs modelling the FOU, we transform the type-1 

fuzzy sets (shown in Figure 4.4) to the interval type-2 fuzzy sets with uncertain mean. 

We consider the case of a Gaussian primary membership function having a fixed 
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standard deviation S and an uncertain mean m that in the range  [�£ ] , �£#] ] [Mendel 

2001], i.e., 

`£] (�£) = T�U	[−  # Ð*¥LW¥qY¥q Ñ]	,  �£] ∈ [�£ ] , �£#] ]            (4.2) 

where k = 1,…, p;  p is the number of antecedents; l = 1,…, M; M is the 

number of rules. The upper membership function of the type-2 fuzzy set can be 

written as follows: 

�̀£] (�£) = ÒÓA�£ ] , S£] , �£B,1,Ó(�£#] , S£] , �£),        	
	�£ < �£]�£ ] ≤ �£ ≤				�£ >	�£#]

�£#]          (4.3) 

And the lower membership function can be written as follows: 

`£] (�£) =		Ô		ÓA�£#] , S£] , �£B,		ÓA�£ ] , S£] , �£B,         
�£ ≤	W¥sq º	W¥Xq#�£ > W¥sq º	W¥Xq#

          (4.4) 

where   

ÓA�£ ] , S£] , �£B = T�U Ì−  # Ð*¥LW¥sqY¥q ÑÏ                  (4.5) 

In our IT2FLS, in order to construct the type-2 MFs we use the mean of the 

given type-1 fuzzy set (extracted by FCM clustering in the previous subsection) to 

represent the �£ ] , �£#]  is obtained by blurring �£ ] 	with a certain α% (α = 10, 20, 30, 

40…) such that  

�£#] =	 (1 + �%)	�£ ]                                  (4.6) 

Where σ×Ø 	is the same as the given type-1 fuzzy set. In order to allow for a fair 

comparison between the type-2 fuzzy logic system and type-1 fuzzy logic system, we 

used the same rule base for the IT2 FLS and the T1FLS. 
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Figure 4.34: Average accuracy comparison in different FOU of IT2FLS. The horizontal axis represents 

α% used in the system while the vertical axis is the average recognition accuracy. 

The uncertainty factor α was chosen in order to maximise the achieved 

accuracy. Figure 4.5 shows the accuracy plotted against the various sizes of FOUs. It 

is obvious that the best IT2FLS results in the highest average accuracy which is 

obtained by using the uncertainty factor of α=18%. As can be seen in Figure 4.5, 

when the FOU percentage is α=0, the type-2 system is degraded to the type-1 system, 

and when the FOU percentage increases, the accuracy of the type-2 system is higher 

than the type-1 system proving that the IT2FLSs (with any FOU) are more reliable in 

handling the uncertainties in the given environments.  

Note that the α=18% is the same for all the fuzzy sets for the various inputs. 

We will employ the type-2 fuzzy sets α=18% as the initial population for the BB-BC 

algorithm which will optimize the values of α which might be different for the various 

input and output type-2 fuzzy sets.   
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4.2.5 The Proposed Optimization Method for the IT2FLS 

To optimize the proposed IT2FLS, the MFs and the rule base have to be determined. 

In this proposed system, the BB-BC is utilized to calculate the optimized parameters 

for the MFs and the rules of our IT2FLS in the direction of having higher accuracy.  

 

4.3  Big Bang-Big Crunch (BB-BC) Optimization 

A. Optimizing the Type-2 membership functions with BB-BC 

In order to apply BB-BC, the feature parameters of the type-2 MFs have to be 

encoded into a form of a population. As depicted in Equation (4.6), to construct the 

type-2 MFs, the parameter α has to be determined to obtain �£#]  while 	�£ ]  is 

provided by FCM. To be more accurate, the uncertainty factors �£�  for each fuzzy set 

of the MFs are computed, where k = 1,…, p,  p is the number of antecedents; j = 1,…, 

q, q is the number of input features. For illustration, as in the MFs of proposed 

system, four type-2 fuzzy sets are utilized for modelling each of the 7 features 

linguistic terms including VERY-LOW, LOW, MEDIUM and HIGH, the total 

number of the parameters for the input type-2 MFs is 4×7=28. In a similar manner, 

parameters for the output MF are also encoded which are �Ù��°  for the linguistic 

variable LOW and �Ú��° for the linguistic variable HIGH of the output MF. Therefore, 

the structure of the population is built as displayed in Figure 4.6.  

�   �#  �Å  �Æ  … � É �#É �ÅÉ �ÆÉ �Ù��° �Ú��° 
Figure 4.35: The population representation for the parameters of type-2 MFs 

The optimization problem is a minimization task, and with the parameters of 

the MFs encoded as shown in Figure 4.6 and the constructed rule base, the recognition 
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error in our solutions space can be minimized by using the following function as the 

cost function for BB-BC:  

                                 
� = (1 − �FF`ÛDFr�)                          (4.7) 

where  f Ý is the cost function value of the ith candidate and AccuracyÝ is the 

scaled recognition accuracy of the ith candidate.  

B. Optimizing the rule base of the IT2FLS with BB-BC 

In a similar fashion of optimizing the MFs using BB-BC, the parameters of the 

rule base are encoded into a form of a population. The IT2FLS rule base can be 

represented as shown in Figure 4.7.  

â   â#  … âÉ  â«�°  … â p â#p … âÉp â«�°p  

Figure 4.36: The population representation for the parameters of type-2 MFs 

As shown in Figure 4.7, â£­ are the antecedents and â«�°­  is the consequent of 

each rule, respectively, where k = 1,…, p,  p is the number of antecedents; r = 1,…, R,  

R is the number of the rules to be tuned. In this study, the rule base constructed by the 

experts is employed as the initial generation of candidates. After that, the rule base 

can be tuned by BB-BC using the cost function depicted in Equation (4.7).  

 

4.4  Experiment Results 

We tested the proposed system on the widely used benchmark datasets for humans’ 

behaviour recognition, the Weizmann human action dataset [Blank 2005]. The 

Weizmann actions dataset consists of 5687 frames and 10 different categories of 

behaviour classes (as shown in Figure 4.8): running, walking, jumping-in-place-on-

two-legs (pjump), jumping-forward (jump), bending, jumping-jack (jack), galloping-
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sideways (side), skipping, waving-two-hands (wave2), waving-one-hand (wave1). 

Video sequences in this dataset are captured with a stationary camera and a simple 

background. However, it provides a good experiment environment to investigate the 

recognition accuracy of the proposed method when the number of behaviour categories 

is large. Example frames of the behaviour categories are shown in Figure 4.8. Each 

behaviour category is performed once or sometimes twice per video by nine different 

people (subjects) resulting in 93 video sequences in total.  

 

  

         

          (a) bend         (b) jack          (c) jump        (d) pjump       (e) run 
 

         

           (f) side         (g) walk         (h) skip          (i) wave1      (k) wave2 

Figure 4.37: Weizmann dataset for human behaviour recognition. a) bending, b) jumping-jack , c) 

jumping-forward, d)  jumping-in-place-on-two-legs, e) running, f) galloping-sideways, g) walking, h) 

skipping, i) waving-one-hand, k) waving-two-hands. 

 

The type-2 membership functions obtained and optimized by BB-BC are 

shown in Figure 20. By utilizing BB-BC to optimize the MFs and rule base, the 

accuracy of per-frame recognition of our IT2FLS is improved to 100%. Table 4.2 
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demonstrates that the BB-BC optimization improves the performance of the T1FLS 

and the IT2FLS where the per-frame accuracy is improved when using BB-BC 

optimization for either the T1FLS or the IT2FLS. As shown in Table 4.2, our 

IT2FLSs-based method with BB-BC optimization achieves 1.88% higher average per-

frame accuracy than the IT2FLS-based system without BB-BC optimization (using 

manual rule base and α=18%). 

Also note that the IT2FLSs-based system outperforms its counterpart T1FLSs-

based recognition system with the same rule base (either manually designed or 

optimized by BB-BC). As shown in Table 4.2, our manually designed IT2FLSs-based 

method (using manual rule base and α=18%) achieves 4.09% higher average per-

frame accuracy than the manually designed T1FLS. In addition, the BB-BC optimized 

IT2FLS achieves 4.55% higher average per-frame accuracy than the BB-BC 

optimized T1FLS.  

       

                                 (a)                                                                (b)   

        

                                 (c)                                                                (d)   



 

 87   

 

     

                                 (e)                                                                (f)   

        

                                (g)                                                                (h)   

Figure 4.38: Type-2 membership functions optimized by using BB-BC. a) Type-2 MF for 

O , b) Type-2 MF for O#, c) Type-2 MF for OÅ, d) Type-2 MF for OÆ, e) Type-2 MF for OÇ, f) Type-2 

MF for OÈ, g) Type-2 MF for OÉ, h) Type-2 MF for Output. 

Similar to [Vezzani 2010], our experiments are performed by leave-one-out 

cross validation as suggested by Scovanner et al. [Scovanner 2007]. During the testing 

stage, our model was evaluated for per-frame and per-video recognition. Specifically, 

per-frame recognition means performing the analysis algorithm on each frame and 

then obtaining a recognition result for each individual frame, while per-frame 

recognition denotes achieving a global recognition result for the entire video 

sequence. The average accuracy of our method and comparison with other traditional 

non-fuzzy based algorithms are reported in Table 4.1.  

Our type-2 fuzzy logic system also outperforms the traditional non-fuzzy 

based recognition method which used hidden Markov models (HMM) [Vezzani 

2010]. In order to conduct a fair comparison with the traditional HMM-based method 

[Vezzani 2010], our IT2FLSs-based system utilizes similar input features to the model 
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proposed in [Vezzani 2010] which employed 7 feature categories out of 17 feature 

categories from the feature set in [Vezzani 2010]. As shown in Table 4.1, our 

IT2FLSs-based method with BB-BC optimization achieves 13.3% higher average per-

frame accuracy than the HMM-based algorithm.  

By using the proposed optimization method, our system outperformed the per-

frame recognition accuracy of other state-of-the-art method based on hidden 

conditional random field (hCRF) [Wang 2008] by 9.71% and our method has also 

outperformed the k-NN-based algorithm-based algorithm [Niebles 2007] by 45% 

recognition accuracy. The per-video accuracy of the proposed method is 100% 

outperforming the traditional non-fuzzy approaches including hCRF-based method 

[Wang 2008], SVM-based approach [Jhuang 2007] and k-NN-based algorithm 

[Niebles 2007] by 2.78%, 1.20% and 27.20%, respectively. In our experiment,  

 

Table 4. 1: Comparison of Overall Average Recognition Accuracy with Previous Traditional Non-

fuzzy Methods on the Weizmann Dataset. 
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In our experiments of this chapter, nine human subjects were involved in ninety 

three video sequences. And we performed nine sessions run to analyse to the results. In 

In our experiments of this chapter, instructed behaviour was used in all of the tests. 

Our IT2FLSs-based approaches are computationally efficient. The proposed 

IT2FLSs-based recognition system (including the background subtraction and 

updating, human silhouette extraction, multi-target tracking, feature extraction and 

behaviour recognition) works processing 30 frames per second in real time. As shown 

in Table 4.1, our method improves by 100% the computation performance when 

compared with the conventional HMM-based algorithm [Vezzani 2010] which has a 

frame rate of 15 frames per second. We outperformed the computation speed of SVM-

based method in [Jhuang 2007] by 6876.74% where the SVM approach can only 

process 0.43 frames per second. And similarly, the proposed IT2FLSs-based system 

has also outperformed the computation performance of tree-based approach in [Jiang 

2012] by 2730.18%  

 

4.5  Discussion 

This chapter presented a computationally efficient system based on interval type-2 

fuzzy logic systems for the automatic recognition of human behaviour using machine 

vision for applications in intelligent environments. It is hoped that the proposed 

method will be an enabling step towards the realization of ambient intelligent 

environments which can automatically detect the human behaviour and adapt the user 

environment accordingly. In our system, the original images are first captured from 

the input video sequences and the extracted human silhouette is generated using our 

proposed method based on interval type-2 fuzzy logic system. After that, the input 
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features are computed from the extracted silhouette images using a seven-dimensional 

model-based feature set including motion information and shape descriptors. Finally, 

human behaviour is recognized based on the input feature set by using the proposed 

IT2FLSs-based recognition method. The experiment results demonstrate the superior 

performance of the proposed BB-BC based approach for optimizing the membership 

functions and rule base of the IT2FLS which outperformed the equivalent T1FLS and 

the state-of-the-art non-fuzzy methods regarding recognition accuracy and analysis 

performance.  
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Chapter 5: A BB-BC based IT2FLS for the Event 
Detection and Summarisation using 3D sensor in real-

world Ambient Assisted Living Environments  
 

5.1  Introduction  

Video monitoring can provide vital context awareness information from indoor 

intelligent environments where privacy is not a constraint. However, there is a need to 

develop linguistic summarization tools which are capable of summarizing in layman’s 

terms the information which is of interest in long video sequences. The key module 

which can enable the linguistic summarization of video monitoring is human 

activity/behaviour recognition. Human behaviour recognition is an important yet 

challenging task due to the behaviour uncertainty, activity ambiguity, and uncertain 

factors such as position, orientation and speed, among others. In order to handle such 

high levels of uncertainties in activity analysis, we introduce a system based on 

Interval Type-2 Fuzzy Logic Systems (IT2FLSs) whose parameters are optimized by 

the Big Bang–Big Crunch (BB-BC) algorithm which allows for robust behaviour 

recognition using 3D machine vision techniques in intelligent environments. In this 

chapter, we will present several experiments which were performed in real-world 

intelligent environments to fairly make comparisons with the state-of-the-art 

algorithms. The experimental results demonstrate that the proposed BB-BC paradigm 

is effective in tuning the parameters of the membership functions and the rule base of 

the IT2FLSs to improve the recognition accuracy. It will be shown through real-world 

experiments that the proposed IT2FLSs outperformed the Type-1 FLSs (T1FLSs) 

counterpart along with other traditional non-fuzzy based systems. Based on the 
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recognition results, higher-level applications will be presented including video 

linguistic summarizations event searching and activity retrieval/playback.   

   

5.2  Overview of the Employed Hardware of RGB-D Sensor  

The Kinect has become the most popular RGB-D sensor in recent years. Most of the 

other RGB-D sensors, such as ASUS Xtion and PrimeSense Capri as shown in Figure  

5.1a and 5.1b, normally use the PS1080 hardware design and chip from PrimeSense, 

which was bought by Apple in 2013.  

The original Kinect v1 camera, as demonstrated in Figure 5.1c, was first 

introduced in 2010 and was mainly used to capture users’ body movements and 

motions for interacting with the program, but it was rapidly repurposed to be utilized 

in a diverse array of novel applications from healthcare to robotics. It has been 

repurposed in the field of intelligent environments and robotics as an affordable but 

robust replacement for various types of wearable sensors, expensive distance sensors 

and conventional 2D cameras. It has been successfully used in various applications 

including object tracking and recognition [Han 2013] as well as 3D indoor mapping 

and human activity analysis [Yao 2014]. However, the structured-light technology of 

Kinect v1 limited the usage of its depth camera in outdoor environments where it 

could not sense minor objects, and it had depth resolutions (320×240) and field of 

view (57°×43°) that were too low to satisfy the needs and requirements of some of the 

real-world application scenarios. By contrast, the new generation Kinect v2, as 

presented in Figure 5.1d, was completely improved to employ time-of-flight range 

sensing where the infrared camera ejects strobe infrared light into the scene, and 

calculates the time length for the bursts of light to return to each pixel. In this way, its 
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infrared camera can produce high-resolution (512×424) depth images at a field of 

view of 70°×60°. At the same time, Kinect v2 produces high-resolution (up to 

1920×1080) colour images at a field of view of 84°×53° using a build-in colour 

camera which performs as well as a regular high-definition (HD) CCTV camera. One 

of the extra merits of the Kinect v2 is its low price at about £130 as well as its 

convenient software development kit (SDK) which can return various robust features 

such as 3D skeleton data for rapid development and research. The limitations of the 

Kinect v2 sensor are: (1) if the human subject is around the boundary of the view, the 

quality of skeleton detection would degrade and further leads to poor analysis result; 

(2) if the distance of the human subject farther than 4.3 meter away from sensor, the 

quality of skeleton detection would become poor. (3) Within the field of view 

70°×60° and the distance range 4.5 meter, if there are more than 4 people in the scene, 

it would be crowded and lead to serious occlusion problem which causes bad 

recognition performance. 

 

        

                                                      (a)                                                          (b) 

             

                                                     (c)                                                                                     (d) 

Figure 5.39: Main RGB-D sensors. a) ASUS Xtion, b) PrimeSense Capri, c) Kinect v1, d) Kinect v2. 
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For most of the user-oriented applications in intelligent environments and 

healthcare, the features of the user’s posture, especially skeleton data, make up the 

core information since the skeleton data describes the skeleton’s joint positions and 

orientations of the user in the scene. There are several skeleton trackers available 

including Kinect skeleton tracker, Open Natural Interaction (OpenNI/NiTE) skeleton 

tracker, and Point Cloud Library (PCL) skeleton tracker [Rusu 2011]. For the Kinect 

skeleton tracker, a random decision forest-based method [Shotton 2013] is used in 

Kinect v1 to robustly extract the 20 joints from one subject. In the SDK of Kinect v2, 

the skeleton tracker is improved and can robustly extract up to 25 3D joints (as shown 

in Figure 5.2) from a single user (with new joints for hands and neck, etc.). It also 

handles the occlusion problem of different users and supports up to 6 users at a scene 

at the same time. The effective sensing range of the Kinect skeleton tracker is from 

0.4 meters to 4.5 meters.  In the PrimeSense’s OpenNI, a skeleton tracker was 

provided and can extract the positions of 15 joints from a single user. However, in our 

experiment tests, it is not as accurate as the Kinect skeleton tracker but it supports 

backward skeleton extraction. For the PCL skeleton tracker, 15 joints can be analysed 

from a subject but this module requires a video card supporting nVidia CUDA and the 

PCL skeleton tracker is less robust than the other trackers according to our experiment 

tests. Therefore we use the Kinect skeleton tracker in our system.  



 

 95   

 

 

Figure 5.40: 3D Skeleton and joints of Kinect v2. 

 

5.3  The Proposed BB-BC based Interval Type-2 Fuzzy Logic 
System for the Event Detection and Linguistic Summarization of 
Video Monitoring 

Figure 5.3 provides an overview of our proposed system. There are two phases in the 

system; these are the learning phase and the recognition phase. During the learning 

phase, the training data for each behaviour category are collected from the real-time 

Kinect data captured from the subjects in different circumstances and situations. Then 

behaviour feature vectors based on the distance and angle feature information are 

computed and extracted from collected Kinect data so as to model the motion 

characteristics. From the results of the features extraction, the type-1 fuzzy 

Membership Functions (T1MFs) of the fuzzy systems are 

recognized/known/discovered via Fuzzy C-Means Clustering (FCM) [Pal 1995]. After 

that, the type-2 fuzzy MFs are produced by using the obtained type-1 fuzzy sets as the 

principal membership functions which are then blurred by a certain percentage to 

create an initial Footprint of Uncertainty (FOU). Then, with the acquired membership 
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functions, the rule base of the type-2 fuzzy system is constructed automatically from 

the input feature vectors. Finally, a method based on the BB-BC algorithm is used to 

optimize the parameters of the IT2FLS which will be employed to recognize the 

behaviour and activity in the recognition phase.  

 

Figure 5.41: Overview of our proposed system. 

 

It should be pointed that we generated initial fuzzy sets and rules for the FLSs 

which we then optimized via the BB-BC approach as such initial fuzzy sets and rules 

provided a good starting point for the BB-BC to converge quickly to the optimal 

position. If we had started from random fuzzy sets and rules, the BB-BC would have 

taken very long time to converge to optimal values.  

  During the recognition phase, the real-time Kinect data and HD video data are 

continuously captured by the RGB-D sensor monitoring the scene. From the real-time 

Kinect data, behaviour feature vectors are firstly extracted and used as input values 

for the IT2FLSs-based recognition system. In our fuzzy system, each behaviour 
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model is described by the corresponding rules, and each output degree represents the 

likelihood between the behaviour in the current frame and the trained behaviour 

model in the knowledge base. The candidate behaviour in the current frame is then 

classified and recognized by selecting the candidate model with the highest output 

degree. Once important events are detected by the optimized IT2FLS, a linguistic 

summarization is performed using the key information such as the output action 

category, the starting time and ending time of the event, the user’s number and 

identification, and the relevant HD video data and video descriptions. After that, the 

summarized event data is efficiently stored in our back-end server of event SQL 

database from where the users can access locally or remotely by using our front-end 

Graphical User Interface (GUI) system and perform event searching, retrieval and 

playback. The details of the employed phases are discussed in the following 

subsections. 

5.4  Learning Phase 

5.4.1 Fuzzy c-means 

The Fuzzy c-mean (FCM) algorithm developed by Dunn [Dunn 1973] and later 

improved by Bezdek [Pal 1995] is an unsupervised clustering method used to classify 

the unlabelled data by minimizing an objective function. The FCM uses fuzzy 

partitioning such that each data point belongs to a cluster to a certain degree modelled 

by a membership degree in the range [0, 1], which indicates the strength of the 

association between that data point and a particular cluster centroid. Let � =
{� , �#, … , ��} be a set of given data points and ã = {2 , 2#, … , 2�} be a set of cluster 

centres. The idea of the FCM is to conduct a partition of the N data points into C 

clusters based on minimization of the following objective function: 
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�(�; m, ã) = ∑ ∑ `��Wå�� − 2�å#æ�� ���     (5.1) 

where � is used to adjust the weighting effect of membership values, ‖	·	‖ is 

the Euclidean norm modelling the similarity between the data point and the centre, 

and m = (`��)æ×� is a fuzzy partition matrix subject to:  

∑ `��æ�� =1,  ∀è = 1,…	, Ó     (5.2) 

and 

`�� ∈ [0, 1],  ∀j = 1,… , é,  ∀è = 1,… ,Ó   (5.3) 

where ̀ �� is the membership degree of point  �� to the cluster j. The FCM is 

performed via an iterative procedure with the Equation (5.1) updating ̀�� 	and F�.  
In this chapter, the FCM is used to compute the clusters of each feature to 

generate the type-1 fuzzy membership functions for the fuzzy-based recognition 

system. The optimization procedure of FCM can be summarized in the following 

steps: 

Step 1: Set the iteration terminating threshold ε to a small positive number in the 

range [0, 1], the weighting exponent�, and the number of clusters C (in our system, ε 

is set to be 0.0005, m is initialized by using small positive random numbers ranging in 

[0, 1] and C is set to be 3 representing the fuzzy sets LOW, MEDIUM, HIGH) and set 

the number of iteration t = 0. 

Step 2: Increase the number of iteration t by 1 

Step 3: Calculate the cluster centres by using the following equation: 

 2�(°) = ∑ (�wê(ëìs))À*ê½êys∑ (�wê(ëìs))À½êys ,  ∀j = 1, … , é    (5.4) 
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Step 4: Compute all the ̀�� using the following equation to update the fuzzy partition 

matrix by the newly obtained `�� 
  `��(°) =  

∑ (í»êìîw(ë)íí»êìî¥(ë)í)
XÀìsï¥ys

,    ∀j = 1,… , é,  ∀è = 1,… ,Ó      (5.5) 

Step 5: Check if åm(°) − m(°L )å# < ε then stop; otherwise go to Step 2. 

These steps help identify the centre of each type-1 fuzzy set and the associated 

membership distribution. We will repeat the above steps for each input and output 

variable so as to extract their type-1 fuzzy sets membership functions. 

5.4.2 Feature Extraction 

5.4.2.1   Joint-angle Feature Representation 

For each frame, the skeleton is a sequence of graphs with 15 joints, where each node 

has its geometric position represented as a 3D point in a global Cartesian coordinate 

system. For any three different 3D points, ð , ð#, and ðÅ, an angle feature θ is defined 

by these three 3D joints ð , ð# and ðÅ at a time instant. The angle θ is obtained by 

calculating the angle between the vectors ð ð#ññññññññò, and ð#ðÅññññññññò  based on the following 

equation: 

 ó = FâkL Ð ôsôXññññññññññò×	ôXôõññññññññññòöôsôXññññññññññòö	öôXôõññññññññññòöÑ                                    (5.6) 

5.4.2.2   Joint-position Feature Representation 

In order to model the local “depth appearance” for the joints, the joint positions are 

computed to represent the motion of the skeleton. For distance, between joint i and 

joint j, the arc-length distance is calculated: 
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                            ÷�� = åð� − ð�å                                       (5.7) 

where || · || is the Euclidean norm. 

5.4.2.3   Posture Representation 

To perform efficient behaviour recognition, an appropriate posture representation is 

essential to model the gesture characteristics. In this work, we use Kinect v2 to extract 

the 3D skeleton data which comprises 3D joints, which are shown in Figure 5.4. After 

that, based on the 3D joints obtained, we compute the posture feature using the joint 

vectors as shown in Figure 5.4. In the applications of AAL environments, the main 

focus is to understand the users’ daily activities and regular behaviour so as to create 

an ambient context awareness such that ambient assisted services can be provided to 

the users in the living environments. Therefore, in our current application of scenarios 

of ambient assisted living environments, we recognize and summarize the following 

kinds of behaviour: drinking/eating, sitting, standing, walking, running, and 

lying/falling down to provide different ambient assisted services. For example, if an 

elderly person falls down our system will send a warning message to the nearby 

caregivers or other people who can help. We also summarize the frequency of the 

drinking activity to ensure that the user drinks enough water throughout the day to 

avoid dehydration. By a daily summarization of the sitting and lying duration and 

frequency, healthcare advice would be provided if the user remains inactive/active 

most of the time. The detection results of running demonstrate a potential emergency 

happening. From the detection results of standing and walking, our system obtains the 

location and trajectory of the subject so that services, such as wandering prevention, 

can be provided to dementia patients. Also, the risk of falling down can be reduced by 

analysing the pattern of standing and walking. Furthermore, cognitive rehabilitation 
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services can be provided to help the elderly with dementia by summarizing this series 

of daily activities. To achieve the robust recognition and summarization of the 

behaviour in AAL environments, we use the angles and distance of these joint vectors 

as the input features which are highly relevant when modelling the target behaviours 

in AAL environments. The identified behaviour is extendable to enlarge the 

recognition range of the target behaviour by adding the needed joints. 

Since most kinds of daily behaviour (e.g., drinking, eating, waving hands, 

taking pills) are related to the upper body, in order to recognize behaviour and activity 

we focus in this work on the following joints: spine base (ð¬N), spine shoulder (ð¬¬), 
elbow left (ð�] ), hand left (ð~] ), elbow right (ð�­ ), hand right (ð~­ ). Since our 

algorithm is highly extendable, more joints can easily be added and utilized in more 

application scenarios. Based on the discussion above, the pose feature is obtained by 

calculating the joint-angle feature and joint-position feature of the selected joints, as 

given in the following procedure: 

(1) Compute the vectors ð¬¬ð�]ñññññññññññò, ð¬¬ð~]ñññññññññññò modelling the left arm, and  ð¬Pð�­ñññññññññññò,  
ð¬Pð�­ñññññññññññò modelling the right arm.  

(2) Angle features of the left arm óM] can be obtained by calculating the angle 

between vectors ð¬¬ð�]ñññññññññññò, ð¬¬ð~]ñññññññññññò based on Equation (5.6). Similarly, angle features of 

the right arm óM­ can be computed by applying the same process on ð¬¬ð�­ñññññññññññò, ð¬¬ð~­ññññññññññññò. 
(3) Based on Equation (5.7), position feature ÷~], ÷~­  of the vectors ð¬¬ð~]ñññññññññññò, 

ð¬¬ð~­ññññññññññññò can be obtained.  In order to recognize activities, the status (3D position and 

angle) of the spine of the human subject is modelled in a way that is invariant to 

orientation and position. 
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(4) Compute the vector ð¬¬ð¬Nñññññññññññò, modelling the entire spine of the subject, and 

ð¬¬ð£]ñññññññññññò,  ð¬¬ð£­ññññññññññññò modelling the left knee and right knee. Compute the angle ó£] between 

ð¬¬ð¬Nñññññññññññò and ð¬¬ð£]ñññññññññññò by using Equation (5.6). Similarly, the angle ó£­ can be obtained by 

applying Equation (5.6) on the vectors ð¬¬ð¬Nñññññññññññò  and  ð¬¬ð£­ññññññññññññò. Then, the bending angle óN 

of the body can be modelled, which is mainly used for analysing the sitting activity  

                               óN = max(ó£], ó£­)                                                     (5.8) 

 

Figure 5.42: 3D feature vectors based on the Kinect v2 skeleton model 

 (5) In order to recognize the lying/falling down activity, we compute the 

distance ÷̄  between the 3D coordinates Spine Base ð¬N to the 3D Plane of the floor in 

the vertical direction. 

(6) We compute the movement speed of the human by analysing ð¬N�L  and ð¬N�  

which are the positions of the joint ð¬N in two successive frames, frame i-1 and frame 

i. The speed ÷¬N can be obtained by applying Equation (5.7) on ð¬N�L  and ð¬N� . The 

movement speed ÷¬N is mainly utilized for analyzing the common activities: falling 

down, sitting, standing, walking, and running. 
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For each tracked subject at a certain frame, the motion feature vector is obtained:  

M = (óM], óM­, ÷~], ÷~­, óN, ÷̄ , ÷¬N)     (5.9) 

For simplicity, we also denote each feature in M using the following format: 

M = (� , �#, �Å, �Æ, �Ç, �È, �É)          (5.10) 

  

           (a)                                                (b) 

  

           (c)                                                (d) 

  

           (e)                                                (f) 
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           (g)                                                (h) 

Figure 5.43: Type-1 membership functions constructed by using FCM, (a) Type-1 MF for m  (b) Type-

1 MF for m# (c) Type-1 MF for mÅ (d) Type-1 MF for mÆ (e) Type-1 MF for mÇ (f) Type-1 MF for 

mÈ (g) Type-1 MF for mÉ(h) Type-1 MF for the Outputs 

 

As we can see, our system is a general framework for behaviour recognition, 

which can be easily extended to recognize more behaviour types by adding more 

relevant joints into the feature calculation. 

5.4.2.4   Occlusion problems and Tracking State Reliability 

For most available 3D motion capture devices in the market, the hardware system 

provides the level of the tracking reliability of the 3D joints. Kinect also returns to the 

tracking status to indicate if a 3D joint is tracked robustly, or inferred according to the 

neighbouring joints, or not-tracked when the joint is completely invisible. The 3D 

joints, which are occluded, belong to the inferred or not-tracked part. In our 

experiments, we found out that both inferred and not-tracked joints are unusually 

unreliable and cause misclassifications. Thus, to solve the occlusion problem and 

increase reliability, we only perform recognition when the tracking status of the 

essential parts related to our algorithm is tracked. In this way we can avoid 

misclassifications. 
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5.4.2.5   Transforming Type-1 Membership Functions to Interval Type-2 

Membership Functions 

In this subsection, we will present the initial design process of the IT2FLS, which will 

be further optimized by the proposed BB-BC algorithm presented in the next 

subsection.  Figure 5.6 shows the type-1 fuzzy sets which were extracted via FCM. 

 

Figure 5.44: Example of the type-2 fuzzy membership function of the Gaussian membership function 

with uncertain standard deviation σ. The shaded region is the Footprint of Uncertainty(FOU). The thick 

solid and dashed lines denote the lower and the upper membership functions [Mendel 2001] 

In order to construct the initial type-2 MFs modelling the FOU, we transform 

the type-1 fuzzy sets to the interval type-2 fuzzy sets with certain mean (m) and 

uncertain standard deviation S [S£ ] , S£#] ( [Hagras 2004], [Mendel 2001], i.e.,  

        �£] ��£� � exp	'"  
# Ð

*¥LW¥q
Y¥q

Ñ(	,  S£] ∈ 'S£ ] , S£#] (             (5.11) 

where k = 1,…, p;  p is the number of antecedents; l = 1,…, R; R is the number 

of rules. The upper membership function of the type-2 fuzzy set can be written as 

follows: 

                    �̅£] ��£� = Ó��£] , S£#] , �£�	          (5.12) 
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The lower membership function can be written as follows: 

�£] ��£� = Ó��£] , S£ ] , �£)                                   (5.13) 

where 

                  ÓA�£] , S£] , �£B = expÌ−  # Ð*¥LW¥qY¥q ÑÏ            (5.14) 

In order to construct the type-2 MFs in our IT2FLS, we use the standard 

deviation of the given type-1 fuzzy set (extracted by FCM clustering) to represent the 

S£ ] .  S£#]  obtained by blurring S£ ] 	with a certain α% (α = 10, 20, 30, 40…) such that  

                              	S£#] =	(1 + �%)	S£ ]              (5.15) 

where �£] 	is the same as the given type-1 fuzzy set. In order to allow for a fair 

comparison between the type-2 fuzzy logic system and type-1 fuzzy logic system, we 

used the same input features for the IT2FLS and the T1FLS. 

5.4.2.6   Initialize Rule base construction from the raw data  

In this chapter, we use the Wang-Mendel approach [Hagras 2004], [Mendel 2001], 

[Wang 2003] to construct the initial rule base of the fuzzy system, which will be 

further optimized by the proposed BB-BC algorithm presented in the next subsection. 

The type-2 fuzzy system considered in this chapter extracts various multiple-input–

multiple-output rules, which are known to model the relation between   = (� ,
.		.		. , �e)	and	� = (â , .		.		 . , âù), and which use the following form: 

^_	� 	is		�ú ­…and	�e	is		�úe­	THEN		â 	jk	�ú ­…DûR	âù	jk	�úù­  (5.16) 

where p is the amount of antecedents, q is the amount of consequents, r = 

1,…, R,  R is the amount of the rules and r is the index of the current rule. We also 
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have ́ ��  interval type-2 fuzzy sets		�ú�¬ 	, k = 1,… , �́�  for each input �¬where	` =
1,2, … . , U  and ́ «�°  interval type-2 fuzzy sets	�úü°	, ³ = 1, … , «́�° , for each output 

â4where	2 = 1,2, … . , ý. 

For each training vector (�(�); â(�)), û = 1,… ,Ó, where N is the amount the 

training date vectors while the upper membership degree and lower membership 

degree are calculated �	,úþ�Í��(�)Îand �	,úþ�Í��(�)Î for each  fuzzy set of each input 

variable	�ú�¬ 	, k = 1,… , �́� , ` = 1, . . . , U . After that, for each k = 1,… , �́� , find 

k∗ ∈ {1,… , �́�} such that [Hagras 2004], [Mendel 2001], [Wang 2003]:  

  �	,úþ�∗P Í��(�)Î ≥ �	,úþ�P Í��(�)Î     (5.17) 

Where �	,úþ�P Í��(�)Î is the centre of the interval membership of 	�ú�¬ 	at	��(�)  

  �	,úþ�P Í��(�)Î = 	  # V�	,úþ�Í��(�)Î +	�	,úþ�Í��(�)ÎZ    (5.18)  

The following rule will be referred to as the rule generated by (�(�); â(�)) 
[Hagras 2004], [Mendel 2001], [Wang 2003]: 

 ^_	� 	jk		�ú ¬∗(�)	DûR	�e	jk		�úe¬∗(�)	´��Ó	â	jk	FTû³TÛTR	D³	â(�)     (5.19) 

An initial rule base will be constructed in this phrase. After that, conflicting 

rules which have the same antecedents but different consequents will be resolved by 

using the rule weight obtained by the following equation [Hagras 2004], [Mendel 

2001], [Wang 2003]: 

6(�) =	∏ �	,úþ�P Í��(�)Îe��             (5.20) 

We will then divide the N rules into groups such that the rules in one group 

have the same antecedents so that [Hagras 2004], [Mendel 2001], [Wang 2003]: 
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^_	� 	is		�ú ­…and	�e	is		�úe­	THEN	â	jk	FTû³TÛTR	D³	âAQ¥®B 

Where � � 1,… ,Ó  and R£­  is the data points index of group r. Then, the 

weighted average of the rules in group r whose amount of rule is 	Ó­ can be computed 

by using the following equation [Hagras 2004], [Mendel 2001], [Wang 2003]: 

6(­) = ∑ «A�¥®B7A�¥®B½®¥ys∑ 7Í�¥®Î½®¥ys
    (5.21) 

After that, the conflicting rules in this group can be merged into one rule in the 

following format: 

 ^_	� 	is		�ú ­…and	�e	is		�úe­	´��Ó	â	jk	�­�  (5.22) 

Where the choice of the output fuzzy set �­� 	based is based on the following: 

among the ́«�°  output fuzzy sets � � , … , ��	þë
 	 find the	�°∗such that [Hagras 2004], 

[Mendel 2001], [Wang 2003]: 

    ��ë∗�P Í6(­)Î ≥ 	��ë�P Í6(­)Î    (5.23) 

To expand the algorithm so as to handle multiple outputs, the steps of 

Equations (5.21), (5.22) and (5.23) are repeated for each output. An illustrative sample 

of fuzzy rules from our rule base could be seen in Table 5.3. 

�  �# �Å �Æ �Ç �È �É Outputs 

LOW MEDIUM HIGH MEDIUM MEDIUM LOW MEDIUM âÈ is High 

LOW LOW MEDIUM HIGH LOW HIGH MEDIUM âÆ is High 

LOW HIGH HIGH LOW LOW HIGH LOW â ,	âÅ is High 

LOW MEDIUM HIGH HIGH HIGH MEDIUM LOW â# is High 

MEDIUM LOW MEDIUM HIGH MEDIUM HIGH HIGH âÇ is High 

HIGH LOW LOW MEDIUM HIGH MEDIUM LOW â ,	â# is High 

LOW LOW HIGH HIGH LOW HIGH LOW âÅ is High 

Table 5.2: An illustrative sample of fuzzy rules of our rule base. 
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where the inputs are left-arm-angle	�� ), right-arm-angle (�#), left-hand-

distance ��Å�, right-hand-distance (�Æ�, body-bending-angle (�Ç�, spine-tofloor-

distance (mÈ), movement-speed ( �É), and the outputs are drinking/eating-possibility 

(â ) , sitting-possibility (â#) , standing-possibility (âÅ) , walking-possibility ( âÆ) , 

running-possibility (âÇ), lying/falling down–possibility (âÈ). For each rule in Table 

5.3, in the outputs colums, the unshown outputs would have had an associated LOW 

fuzzy set. 

5.4.2.7   Optimizing the IT2FLS via BB-BC 

The main purpose of using FCM in order to generate the membership functions and 

use the Wang-Mendel method to construct the initial rule base before our BB-BC 

optimization, is to obtain a good starting point in the search space, since the BB-BC 

quality of the optimization highly relies on the starting state to converge fast to the 

optimal position. If we had started from random fuzzy sets and rules, the BB-BC 

would have taken a very long time to converge to optimal values.  

The BB-BC optimization is an evolutionary approach which was presented by 

Erol and Eksin [Erol 2006]. It is derived from one of the theories of the evolution of 

the universe in physics and astronomy, namely the BB-BC theory. The key 

advantages of BB-BC are its low computational cost, ease of implementation, and fast 

convergence. The BB-BC theory is formed from two phases: a Big Bang phase, where 

candidate solutions are randomly distributed over the search space in a uniform 

manner [Kumbasar 2011], and a Big Crunch phase, where candidate solutions are 

drawn into a single representative point via a centre of mass or minimal cost approach 

[Erol 2006]. All subsequent Big Bang phases are randomly distributed around the 
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centre of mass or around the best fit individual in a similar fashion. The procedures 

followed in the BB-BC are as follows [Kumbasar 2011]: 

Step 1: (Big Bang Phase): An initial generation of N candidates is randomly 

generated in the search space, similar to the other evolutionary search algorithms.  

Step 2: The cost function values of all the candidate solutions are computed.  

Step 3 (Big Crunch Phase): The Big Crunch phase comes as a convergence 

operator. Either the best fit individual or the centre of mass is chosen as the centre 

point. The centre of mass is calculated as:  

                               �P �
∑ »w

¼w
½wys

∑ s
¼w

½wys
                    (5.24) 

where �P  is the position of the centre of mass, ��  is the position of the 

candidate, 
� is the cost function value of the i th candidate, and N is the population 

size.  

Step 4: New candidates are calculated around the new point calculated in Step 

3 by adding or subtracting a random number whose value decreases as the iterations 

elapse, which can be formalized as: 

             ���7 � �P + ¾¿�*À¨»L*ÀwÁ�
£            (5.25) 

where Â is a random number, Ã is a parameter limiting search space, �W�� and 

�WM* are the lower and upper limits, and k is the iteration step.  

Step 5: Return to Step 2 until stopping criteria have been met. 
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5.4.2.7.1 Optimizing the rule base of the IT2FLS with BB-BC 

To optimize the rule base of the IT2FLS, the parameters of the rule base are encoded 

into a form of a population. The IT2FLS rule base can be represented as shown below 

in Figure 5.7.  

�   … �e  â   … âù  … � p … �ep â p … âùp 

Figure 5.45: The population representation for the parameters of the rule base 

As showed in Figure 5.7, ��­ are the antecedents and â£­ is the consequents of 

each rule, respectively, where j = 1,…, p,  p is the number of antecedents; k = 1,…, q,  

q is the number of the kinds of behaviour; r = 1,…, R,  and R is the number of the 

rules to be tuned. However, the values describing the rule base are discrete integers 

while the original BB-BC supports continuous values. Thus, instead of Equation 

(5.25), the following equation is used in the BB-BC paradigm to round off the 

continuous values to the nearest discrete integer values modelling the indexes of the 

fuzzy set of the antecedents or consequents.  

÷��7 � ÷P + Ûâ`ûR V¾¿��À¨»L�ÀwÁ�
£ Z          (5.26) 

where ÷P  is the fittest individual, r is a random number, Ã is a parameter limiting 

search space, ÷W�� and ÷WM* are the lower and upper bounds, and k is the iteration 

step.  

In this study, the rule base constructed by the Wang-Mendel approach 

[Mendel 2001], [Hagras 2007], [Wang 2003] is used as the initial generation of 

candidates. After that, the rule base can be tuned by BB-BC using the cost function 

depicted in Equation (5.25).  
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5.4.2.7.2 Optimizing the Type-2 membership functions with BB-BC 

In order to apply BB-BC, the feature parameters of the type-2 membership function 

have to be encoded into a form of a population. As depicted in Equation (15), in order 

to construct the type-2 MFs, the parameter α has to be determined so as to obtain S£#]  

while	S£ ]  is provided by FCM. In order to be more accurate, the uncertainty factors �£�  
for each fuzzy set of the MFs are computed, where k = 1,…, p,  p is the number of 

antecedents; j = 1,…, q, q is the number of input features. For illustration purposes, as 

in the MFs of the proposed system, three type-2 fuzzy sets including LOW, MEDIUM 

and HIGH are utilized for modelling each of the 7 features. Therefore, the total number 

of the parameters for the input type-2 MFs is 3×7=21. In a similar manner, parameters 

for the output MFs are also encoded; these are �Ù��° for the linguistic variable LOW 

and �Ú��° for the linguistic variable HIGH of the output MF. Therefore, the structure of 

the population is built as displayed in Figure 5.8. 

�   �#  �Å  … � É �#É �ÅÉ �Ù��° �Ú��° 

Figure 5.46: The population representation for the parameters of type-2 MFs 

The optimization problem is a minimization task, and with the parameters of 

the MFs encoded as shown in Figure 5.8 and the constructed rule base shown in  

Figure 5.7, the recognition error in our solutions space can be minimized by using the 

following function as the cost function: 

                         
� � �1 − �FF`ÛDFr�)                                  (5.27) 

where  
� is the cost function value of the ith candidate and �FF`ÛDFr� is the 

scaled recognition accuracy of the ith candidate. The new candidates are generated 

using Equation (5.27). 
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5.5  Recognition Phase 

In our fuzzy system, the antecedents are � , �#, �Å, �Æ, �Ç,	�È,	�É and each of 

these antecedents is modelled by three fuzzy sets: LOW, MEDIUM, and HIGH. The 

output of the fuzzy system is the behaviour possibility which is modelled by two 

fuzzy sets: LOW and HIGH. The type-1 fuzzy sets shown in Figure 5.5 have been 

obtained via FCM and the rules are the same as the IT2FLS.  

When the system operates in real time, we measure {� , �#, …, �É} on the 

current frame and the IT2FLC is supposed to provide the possibilities of the candidate 

behaviour classes: drinking/eating, sitting, standing, walking, running, and 

lying/falling down. In our system, each activity category utilizes the same output 

membership function as depicted in Figure 5.11h, and product t-norm is employed 

while the centre of sets type-reduction for IT2FLS is used (for the compared type-1 

FLS the centre of sets defuzzification is used). To recognize the current behaviour, 

our system works in the following pattern: 

• The Kinect v2 is continuously capturing the raw 3D skeleton data from the 

subjects in the real-world intelligent environment,  

• Then the raw real-time 3D Kinect data will be analysed by our feature 

extraction module to get the feature vector M = (� , �#, �Å, �Æ, �Ç, �È, 

�É) modelling the behaviour characteristics in the current frame.  

• For the crisp input vector M, a type-2 singleton fuzzifier will be used to 

fuzzify the crisp input and obtain the upper μ¦�sw��′� and lower 

(μ¦�sw��′��	membership values. 

• After that, we compute the firing strength 
� and 
� of each rule, where 



 

 114   

 

j � 1, … , \ , and R is the number of rules. Where 		
���′) = μ¦�sw��′ ) ∗ … ∗

μ¦�tw ��′e) and 

�
��′) = μ¦�sw�� ) ∗ … ∗ μ¦�swA�

ª
eB. 

• The type reduction is carried out by using the KM approach to compute the 

type reduced set defined by the interval [r]£, r­£]. 

• In the end, defuzzification is computed as 
�q¥º�®¥

#
 to calculate the output 

degree of the target behaviour class. For one input feature vector analysed by 

our fuzzy system, we will have one output degree per candidate activity class, 

which models the possibility of the candidate activity class occurring in the 

current frame.  

In our application scenario within AAL spaces, we aim at recognizing the 

regular daily activities. However, the subject’s activity sequence happening at the 

actual environment is not a continuous time-series due to the occlusion problems, 

capturing angle, and the casualness of the subject which could lead to untargeted and 

unknown types of behaviour which are out of our concern range. To solve this 

problem, we do not use shoulder functions in our membership functions since the 

target behaviours are only modelled by the feature values ranging in the sections 

returned by FCM learned from the feature data of the concerned activities. 

Additionally, we will check if the behaviour candidate is confident in the current 

frame by checking if its associated output degree is higher than a confidence threshold 

t; in our experiment we set t = 0.62. The confident behaviour candidates will be 

further considered to get the final recognition output.  

In our application scenario, some of the target behaviour categories are 

conflicting because it is impossible for them to be happening at the same moment. 
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Therefore, in our experiment, we divide the target behaviour categories into several 

conflicting groups, sitting, standing, walking, running, and lying/falling down are part 

of the same group while drinking/eating is another group.  

In the final step, the behaviour recognition is performed by choosing the 

confident candidate behaviour category with the highest output degree as the 

recognized behaviour class in its behaviour group. For example, if the outputs of 

sitting, standing, walking, running, and lying/falling down are 0.25, 0.75, 0.64, 0.0, 

0.0, respectively, and the output of drinking/eating is 0.25, then the final recognition 

result would be standing since its output degree is the highest amongst the confident 

candidates (which are standing and walking in this case) in its group and the output 

degree of drinking/eating in the other group is lower than the confident level. 

However, in a very rare situation that two confident candidate categories in a 

conflicting group are allocated with a same output degree, this demonstrates that the 

two candidates have extremely high behavioural similarity and cannot be 

distinguished in the current frame. In that case our system ignores these two candidate 

categories in the behaviour recognition of the current frame.  

5.6 The GUI of the Proposed System 

The system detects six kinds of behaviour which are crucial for AAL activities. These 

are falling down, drinking/eating, walking, running, sitting and standing.  

The GUI of the proposed system has two parts. The first part is shown in 

Figure 5.9. It is used during the video capture and shows the detected behaviour and it 

can send immediate alerts for important incidents such as falling down. The left part 

of Figure 5.9 shows the original colour high-definition video which is continuously 

captured and displayed. The right part of Figure 5.9 shows the captured 3D skeleton 



 

 116   

 

data (highlighted in green) of the subject in the current frame. The GUI shows also the 

detected behaviour for up to six users in the current frame. As can be shown in Figure 

5.9, the system was able to detect the event of “falling down/lying down” (highlighted 

with the red rectangle) under strong sunshine illumination and with the existence of 

shadow changes.  

The second part of the GUI is shown in Figure 5.10 and it deals with the event 

retrieval, linguistic summarisation and playback. In the initial procedure of the GUI, 

the connection between the GUI to the back-end event SQL server will be built 

automatically. After that, the user can search for the events that are of interest by 

entering their search criteria including the identification of the subject, the number of 

the subject, event category, and event timestamp. An example has been given in 

Figure 5.10 where the user has selected to search the event category “Fallingdown” 

from the target behaviour list as highlighted with the red rectangle in Figure 5.10a. 

For further refinement of the retrieval criteria, the particular subject number as well as 

a fixed time period described by the exact starting date and time and the ending date 

and time of the event timestamp has been also provided by the user, as highlighted 

with the red rectangle in “Event Retrieval” section of Figure 5.10b. After clicking the 

“Retrieve” button, the front-end GUI will translate the current searching criteria into 

SQL scripts as shown in the edit box “SQL script” (for further editing of complex and 

advanced searching if necessary). Then the translated SQL scripts will be sent from 

the front-end GUI to the back-end event database server to retrieve the relevant events 

according to the requests of the user. Finally, the retrieved events with details 

including subject information, event descriptions, and the relevant video clips will be 

sent from the back-end event server to the front-end GUI. The results of event 

retrieval are depicted in the list showing the relevant activities which have previously 
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been detected and stored, as shown in Figure 5.10b. The details of the selected event 

in the retrieval list is shown in the event information section, and the retrieved events 

can be used to playback the video matching the sequences the user wants to see as 

shown in Figure 5.10c.  

 

 

Figure 5.47: The event detection GUI. 

5.7 Event Summarisation 

Based on the results of the behaviour recognition, the event summarisation 

will be performed by combining all the related key information and summarise them 

into an event which will then be sent and stored into the back-end event database.  

Since this event detection system is connected to the back-end event database, once an 

activity is detected, the system will summarize the relevant details of an event (e.g. 

subject identification, subject number, behaviour category, event time stamp, event 

video data, etc.) regarding the detected behaviour. After that, the summarized event 

will be sent to the back-end SQL event database and will be efficiently stored so that 

event retrieval and playback can later be performed by the users using the front-end 
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GUI system. Meanwhile, if the detected event is an emergency, a warning message 

will be sent to relevant caregivers so that instant action can be taken.  

5.8 The Back-end Server Event SQL Database of the Software 

System  

The back-end event database is developed for the efficient storage of the detected 

events including event details such as subject identification, subject number, event 

category, event starting time, event ending time, and the associated high-definition 

video of the event. The event SQL database provides the services of event search and 

retrieval for different front-end user interfaces to locally or remotely retrieve and play 

back the interesting events. 

 
(a) 
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(b) 

 

                                                                                                          (c) 

Figure 5.48: The front-end GUI for the event search, lingustic summarisation and video playback (a) 

Candidate event categories for event retrieval (b) Other search criteria for event retrieval and the details 

of the selected event from the retrieval list (c) Event playback 
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5.9 Experiments and Results 

In our application scenarios, we aim at recognizing the following types of behaviour: 

drinking/eating, sitting, standing, walking, running, and lying/falling down. Our 

experiments were performed in different places such as the intelligent apartment 

(iSpace) [Hagras 2007] and intelligent Classroom iClassroom [Almohammadi 2014] 

at the University of Essex. The purpose of choosing these behaviours as target 

categories is that they are common behaviours and activities in AAL environments. 

We detect fall-down event so that our system can send a warning message to the 

nearby caregivers or other people who can help [Popoola 2012] [Nait-Charif 2004]. 

And our system summarises the frequency of the drinking activity to ensure that the 

user drinks enough water throughout the day to avoid dehydration [Tham 2014] 

[Maierdan 2013]. By a daily summarization of the sitting and lying duration and 

frequency, healthcare advice would be provided if the user remains inactive/active 

most of the time [Barnes 1998] [Nambu 2008]. The detection results of running 

demonstrate a potential emergency happening [Foroughi 2008]. From the detection 

results of standing and walking, our system obtains the location and trajectory of the 

subject so that services, such as wandering prevention, can be provided to dementia 

patients [Wan 2011]. Also, the risk of falling down can be reduced by analysing the 

pattern of standing and walking [Wu 2008]. Furthermore, cognitive rehabilitation 

services can be provided to help the elderly with dementia by summarizing this series 

of daily activities [Hoey 2010] [Levinson 1997].  

We tested our methods using the Type-1 Fuzzy Logic System (T1FLS) and 

Type-2 Fuzzy Logic System (T2FLS) compared against the non-fuzzy traditional 

methods including Hidden Markov Models (HMM) and Dynamic Time Warping 

(DTW) on 15 subjects ensuring high-levels of intra- and inter- subject variation and 
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ambiguity in behavioural characteristics. In this 3D experiment, we don’t use 

Weizmann dataset anymore, as the Weizmann human action dataset [Blank 2005] was 

firstly published in 2005 and finally revised in 2007, and the main purpose of the 

Weizmann dataset is to fairly benchmark algorithms for behaviour recognition on 

CCTV camera or video sequence, so the data in Weizmann dataset are all two 

dimensional. Another reason for that fact that Weizmann dataset doesn’t contain three 

dimensional data is that there was no 3D video sensor in 2005 and the first 3D video 

sensor (Kinect v1) with development kit was released in July 2011. 

        In the training stage, the training data were produced by different subjects. The 

subjects were asked to perform each target behaviour on average two to three times. 

This resulted in around 220 activity samples for training. In the real-world recognition 

stage, we divided the subjects into different groups and we performed the experiments 

with different subject numbers in a scene to model different uncertainty complexity. 

The experiments were conducted on average with five repetitions per target behaviour 

by each subject in the group analysed by the real-time behaviour recognition system. 

This resulted in around 1,600 activity samples for testing. To perform a fair 

comparison, all methods share the same input features. As in real-world 

environments, occlusion problems exist in our test cases, which lead to behavioural 

uncertainty caused by the occlusions of the subjects. The experiments were conducted 

with different subjects and different scenes in various circumstances including 

different illumination strength, partial occlusions, daytime and night time, moving 

camera, fixed camera and different monitoring angles, among others. The experiment 

results demonstrate that our algorithm is robust and effective in handling the high 

levels of uncertainties associated with real-world environments including occlusion 

problems, behaviour uncertainty, activity ambiguity, and uncertain factors such as 
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position, orientation and speed and so on.  

The type-2 membership functions used in our system, which are constructed 

and optimized by BB-BC, are shown in Figure 5.11.  

Our experiment result demonstrates that the BB-BC optimization improves the 

performance of our type-2 fuzzy logic system. In the BB-BC optimization procedure 

of the type-2 membership functions, we set �W�� and �WM* to 50% and 300%, which 

influences the FOU blurring factor � in type-2 MFs construction. In order to achieve 

robust recognition performance, in our experiment the population size N of BB-BC is 

set to 200,000. In addition, owing to the high-performance of BB-BC, each iteration 

of the optimization procedure can be conducted in a few minutes.  

  

           (a)                                                             (b) 

  

           (c)                                                             (d) 
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           (e)                                                             (f) 

  

           (g)                                                             (h) 

Figure 5.49: (a) Type-2 MF for �  (b) Type-2 MF for �# (c) Type-2 MF for �Å (d) Type-2 MF for 

�Æ (e) Type-2 MF for �Ç (f) Type-2 MF for �È (g) Type-2 MF for �É (h) Type-2 MF for Output 

 

Based on the optimized type-2 fuzzy sets and rule base by utilizing BB-BC, 

our IT2FLSs-based system outperforms its counterpart T1FLSs-based recognition 

system (see Table 5.4), where the type-2 system achieves 5.29% higher average per-

frame accuracy than the type-1 system over the test data in the recognition phrase. 

Our type-2 fuzzy logic system also outperforms the traditional non-fuzzy based 

recognition methods based on Hidden Markov Models (HMM) [Kim 2010] and 

Dynamic Time Warping (DTW) [Reyes 2011]. In order to make a fair comparison 

with the traditional HMM-based and DTW-based methods, all methods share the 

same input features. As shown in Table 5.4, our IT2FLSs-based method with a BB-

BC optimization achieves 15.65% higher recognition average accuracy than the 

HMM-based algorithm, and it also achieves 11.62% higher recognition average 
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accuracy than the DTW-based algorithm. For the standard deviation of each subject’s 

recognition accuracy, the T2FLS-based method is the lowest, demonstrating the 

stableness and robustness of our method when testing different subjects. 

When the number of subjects increases, this leads to a higher possibility of 

occlusion problems with a higher-level of behaviour uncertainty, and the difference 

between our method compared to the T1FLS-based method and the traditional non-

fuzzy methods is even higher, as shown in Table 5.5, Table 5.6 and Table 5.7. Our 

T2FLS-based method remains the most robust algorithm with the highest recognition 

accuracy which remains roughly the same when adding more users to the scene.  

Based on the recognition results of our optimized IT2FLS, higher-level 

applications including video linguistic summarization, event searching, activity 

retrieval, event playback, and human-machine interactions have been developed and 

successfully deployed in iSpace and iClassroom. In our experiments of this chapter, 

fifteen human subjects were involved in one thousand eight hundred twenty activity 

sequences. And we performed fifteen sessions run to analyse to the results. In our 

experiments of this chapter, free behaviour was used in all of the tests. 

 

Method Average Accuracy Standard Deviation 

HMM 70.9266% 0.175258 

DTW 74.9614% 0.129266 

T1FLS 81.2903% 0.110410 

T2FLS 86.5798% 0.086551 

Table 5.3: Comparison of Fuzzy-based methods against traditional methods with One subject per 

Group in a scene (Fifteen groups) 
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Method Average Accuracy Standard Deviation 

HMM 72.4134% 0.078800 

DTW 71.6549% 0.051693 

T1FLS 79.0394% 0.157738 

T2FLS 85.8864% 0.092471 

Table 5.4: Comparison of Fuzzy-based methods against traditional methods with Two subjects per 

Group in a scene (Six groups) 

 

Method Average Accuracy Standard Deviation 

HMM 70.1782% 0.042738 

DTW 73.7452% 0.103744 

T1FLC 78.3855% 0.128380 

T2FLC 86.1305% 0.082625 

Table 5.5: Comparison of Fuzzy-based methods against traditional methods with Three subjects per 

Group in a scene (Five groups) 

 

Method Average Accuracy Standard Deviation 

HMM 69.5274% 0.083920 

DTW 70.1220% 0.112780 

T1FLC 76.6017% 0.080618 

    T2FLC 84.7253% 0.072113 

Table 5.6: Comparison of Fuzzy-based methods against traditional methods with Four subjects per 

Group in a scene (Three groups) 

 

The results of detected events and the associated video data are stored in the 

SQL Event database server so that further data mining can be performed by using our 

event summarization and retrieval software. Furthermore, the user can easily 

summarize the event of interest at the given time frame and play them back.  
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Figure 5.12 provides the detection results of the real-time event detection 

system deployed in different real-world intelligent environments such as iClassroom 

and iSpace at the University of Essex. The number of subjects changes according to 

the application scenario. In Figure 5.12a, two students are using our immersive 

learning platform [Rios 2013] in iClassroom with one Kinect v2. In Figure 5.12b, the 

system analysed the activity of the three subjects in the scene in the iClassroom. In 

Figure 5.12c, behaviour recognition is performed in the iSpace with four subjects. As 

the scenario is in a living environment, the users have more freedom to act casually 

and occlusion problems are more likely to occur with a large crowd of subjects. 

Consequently, there are higher-levels of uncertainty. As it can be seen, user 1 who is 

drinking coffee is heavily occluded by the table in front, and so is user 2 who is 

walking towards the door. Our IT2FLS-based recognition system handles the high-

levels of uncertainty robustly and returns the correct results. 

 

 

(a)  
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                                                                                                    (b)  

 

                                                                                                          (c)  

Figure 5.50: Detection results from our real-time IT2FLS-based recognition system, (a) recognition 

results in the iClassroom with two subjects in the scene (b) recognition results in the iClassroom with 

three subjects in the scene (c) recognition results in the iSpace with four subjects in the scene leading to 

occlusion problems and high-levels of uncertainty 

As shown in Figure 5.13a, in order to retrieve any interesting events conducted 

by a certain subject during a fixed time period, we inputted a subject number and time 

duration, and performed event retrieval via the front-end GUI. After that, the relevant 

retrieved events were shown in the result list, from which we selected the retrieved 

event and played back the HD video. Similarly, in Figure 5.13b, we were interested in 
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the drinking activities that happened in the iSpace. Therefore, we selected the 

“Drinking” activity from the event category and also provided a certain time period. 

Then, the events associated with “Drinking” in the given time period were retrieved. 

 

                                                                                                     (a)  

 

                                                                         (b)  

Figure 5.51: Event retrieval and playback, (a) Event retrieval and playback with a given subject number 

and time period in the iClassroom (b) Event retrieval and playback with a given event category and 

time period in the iSpace 
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5.10 Discussion 

In this chapter, we presented a robust behaviour recognition algorithm for video 

linguistic summarization using a 3D Kinect camera based on Interval Type-2 Fuzzy 

Logic Systems. In order to automatically obtain the optimized parameters of the 

membership functions and rule base of the IT2FLS, we employed an optimization 

approach based on the Big Bang–Big Crunch algorithm. Our experiments have been 

successfully conducted in real-world intelligent environments. The experiment results 

show that the proposed IT2FLS outperformed its T1FLS counterpart as well as other 

traditional non-fuzzy systems. Based on the recognition results, higher-level 

applications were presented including video linguistic summarizations event 

searching and activity retrieval/playback.   
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Chapter 6: Conclusions and Future Work 
 

This thesis starts with the introduction in Chapter 1 which presented the background of 

event detection and summarization and the corresponding applications in intelligent 

environments and ambient assisted living. Event detection and summarization is used 

to detect important and interesting information from massive raw data captured by the 

sensors. In this way further data mining can be done to summarise the detection results 

into events from which the user can easily and quickly browse core information. After 

that, we explained the problem of high-levels of uncertainties existing in ambient 

assisted living caused by the noise factors associated with the real-world environments. 

Then we presented the application of fuzzy sets in event detection and summarization 

which can handle the uncertainty and achieve robust detection.  Next we introduced 

the objectives, the novelty and significance, and the structure of this thesis.  

In Chapter 2, we laid out the theoretical background of this work. We firstly 

introduced the basic concepts and theory of a fuzzy logic system and the relevant 

concepts including fuzzy logic, fuzzy set and its operations and linguistic variables. 

Subsequently, we explained the type-1 fuzzy logic system and interval type-2 fuzzy 

logic system as well as their main calculation procedures. We also explained that type-

1 fuzzy logic are not robust enough for handling the high-level of uncertainties 

associated with the real-world environment. Therefore we concluded that there is a 

demand for a system that is capable of robustly handling these uncertainties 

automatically and adaptively in order to adjust to the variations and changes in real-

world environments. To perform automatic optimization, we reviewed the recent 

popular methods for optimizing fuzzy logic system. We introduced the basis of big 

bang-big crunch which is capable of tuning the parameters of the fuzzy membership 
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functions and the rule base of the fuzzy logic system. Finally the fuzzy logic system 

will use these optimized parameters so that the optimum performance and accuracy 

can be achieved. Then, we discussed the conventional works in the field of 2D human 

behaviour recognition and detection. 

In Chapter 3, we presented a type-2 fuzzy logic based system for robustly 

extracting the human silhouette which is a fundamental and important procedure for 

advanced video processing applications, such as pedestrian tracking, human activity 

analysis, and event detection. Due to the huge complexity of a dynamic and real-life 

environment, the problem of detaching moving objects from human silhouette is 

complicated. In order to address this problem without high computational complexity, 

we firstly use GMM to detect the foreground and then we employ an IT2FLS for 

objects detachment. We conducted real-world experiments which have shown that the 

proposed IT2FLS is effective in detaching objects; any misclassifications are greatly 

reduced compared to the similar T1FLS. At the same time, the IT2FLS results also 

high in accuracy for silhouette extraction compared to the T1FLS. Hence, by utilizing 

IT2FLS the proposed system achieves a silhouette extraction with good robustness 

against noise factors and uncertainties: 

• Light condition changes. 

• Reflection of human body. 

• Moving objects attached to the human silhouette, etc.  

In order to demonstrate the robustness of the proposed system, plenty of 

experiments have been performed in various environments such as indoor 

environments and outdoor environments in different situations: 

• Single subject at the scene. 
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• Multiple subjects at the scene. 

• Strong sunshine (illumination) at the scene. 

• Snowy weather in the scene. 

For comparison purposes, in our experiment results it can be seen clearly in our 

experiment results that the misclassification of the proposed IT2FLS is significantly 

reduced compared to T1FLS, while the IT2FLS also results in higher accuracy than the 

T1FLS in silhouette extraction. In the experiment of single subject indoors, T2FLS 

improves the accuracy by 6.74% and reduce the average misclassification by 125.13 

pixels comparing against T1FLS; When we move the test environment outdoors, the 

difference between T1FLS and T2FLS became larger, in the multiple subjects outdoors, 

T2FLS improves the accuracy by 4.76% and reduce the average misclassification by 

220.84 pixels comparing against T1FLS. And the gap was even enlarged when the 

environment is snowy causing more uncertainty.  In the multiple subjects in outdoor 

snow environment, T2FLS improves the accuracy by 13.3% and reduce the average 

misclassification by 387.46 pixels comparing against T1FLS. And in the last 

experiment, when the environment was crowded with people causing high-level of 

uncertainties, T2FLS improves the accuracy by 9.69% and reduce the average 

misclassification by 624.78 pixels. Silhouette extraction the fundamental and core task 

in advanced smart vision system for event detection and summarization.  

Based on the extracted silhouette by our proposed algorithm as the starting 

module in the smart vision system, in Chapter 4 we proposed a computationally 

efficient fuzzy logic based system for the automatic recognition of human behaviour 

using machine vision for applications in intelligent environment. It is hoped that the 

proposed method will be an enabling step towards the realization of ambient intelligent 

environments which can automatically detect human behaviour and adapt the user’s 
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environment accordingly. To the best of the author’s knowledge, this thesis is the first 

in the literature applying fuzzy logic systems for visual-based humans’ behaviour 

recognition. In so doing, the original images are first captured from the input video 

sequences and the extracted human silhouette is generated using our proposed method 

based on an interval type-2 fuzzy logic system. After that, the input features are 

computed from the extracted silhouette images using a seven-dimensional model-

based feature set including motion information and shape descriptors. Finally, human 

behaviour is recognized based on the input feature set by using the proposed fuzzy-

based recognition method.  

We have successfully tested our system on the publicly available Weizmann 

human action dataset [31], where our fuzzy based system produced an robust 

recognition accuracy of 100%, which outperformed the traditional non-fuzzy systems 

based on hidden Markov models by an enhancement of 13.3% accuracy. It also 

outperformed the recognition accuracy of other state-of-the-art approaches including 

hCRF-based method and codebook-based algorithm, which were also applied on the 

Weizmann dataset, by 9.71% and 45%, respectively. Also it is important to note that 

the IT2FLSs-based system outperforms its T1FLSs-based recognition system 

counterpart with the same rule base (either manually designed or optimized by BB-

BC). Our manually designed IT2FLSs-based method (using manual rule base and 

α=18%) achieves 4.09% higher average per-frame accuracy than the manually 

designed T1FLS. In addition, the BB-BC optimized IT2FLS achieves 4.55% higher 

average per-frame accuracy than the BB-BC optimized T1FLS. The per-video 

accuracy of the proposed method 100% outperforms the traditional non-fuzzy 

approaches including hCRF-based method [5], SVM-based approach [6] and EM-

based algorithm [3] by 2.78%, 1.20% and 27.20%, respectively. Moreover, our system 
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provides a relatively computationally efficient and robust response since our method 

can process 30 frames per second, which improves 100% of the analysis speed when 

compared to the HMM-based algorithm in [25], which can only process 15 frames per 

second. We have also outperformed the computation speed of SVM-based approach in 

[37] by 6876.74% whereas the SVM approach can only process 0.43 frames per 

second. The experiment results demonstrate the superior performance of the proposed 

BB-BC based approach for optimizing the membership functions and rule base of the 

IT2FLS which outperformed the equivalent T1FLS and the state-of-the-art non-fuzzy 

methods regarding recognition accuracy and analysis performance. 

In Chapter 5 and in relation to ambient assisted living, we introduced a 

framework for behaviour recognition and event linguistic summarization utilizing a 

RGB-D sensor Kinect v2 based on BB-BC optimised Interval Type-2 Fuzzy Logic 

Systems (IT2FLSs) for AAL real world environments. We showed that the proposed 

system is capable of handling high-levels of uncertainties caused occlusions, behaviour 

ambiguity and environmental factors. In the proposed system, the input features were 

first extracted from the 3D Kinect data captured by the RGB-D sensor. After that, 

membership functions and rule base of the fuzzy system were constructed 

automatically based on the obtained feature vectors.  Finally, we used a Big Bang–Big 

Crunch (BB-BC) based optimization algorithm to tune the parameters of the fuzzy 

logic system for behaviour recognition and event summarization. For the real-world 

application in AAL environments, we developed a real-time distributed analysis 

system including front-end user interface software for operational commands 

inputting, a real-time learning and recognition system to detect the users’ and a back-

end SQL database event server for smart event storage, high-efficient activity retrieval, 

and high-definition event video playback. Our proposed system has been successfully 
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deployed in real world environments occupied by various users ensuring a high-level 

of intra- and inter- subject behavioural uncertainty. Our experiment results 

demonstrated that the BB-BC based optimization paradigm is effective in tuning and 

optimizing the parameters of our fuzzy system.  In addition, our experiment results 

with single users show that the proposed IT2FLS handles the high-level of 

uncertainties well and achieves robust recognition of 86.57% and it also outperformed 

its T1FLS counterpart by an enhancement of 5.28% as well as other traditional non-

fuzzy systems, including the HMM-based system and DTW-based method by 15.65% 

and 11.61%, respectively.  Moreover, it was shown that the proposed IT2FLS delivers 

consistent and robust recognition accuracy while the T1FLS and other conventional 

methods based on HMM and DTW show degradations in recognition accuracy when 

one increases the number of users. 

For our on-going research, we will focus on applying our system in different 

applications such as ambient assisted living and healthcare. We will explore other 

types of hardware platforms and sensors to build a low-cost but practical solution for a 

wider and scale-up application range. In the side of functionality, we will investigate in 

the application of person identification using the technologies of face recognition, and 

object identification to identify the users in crowded environment and re-identify the 

human subject when he re-enters the scenario. And we will develop this new module 

into our current system and allows further human-machine interaction for example to 

communicate with human user and improve the user experience and satisfaction. Also, 

we will develop more user interface system which allows the users to configure the 

parameters of the target behaviour/event. In the other side of algorithm, we will 

investigate in the state-of-the-art algorithms such as support vector machine, random 

forest classifier, deep neural network, etc. As the complexity of the problem of human 
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identification, behaviour recognition and event summarisation, we will explore and 

benchmark the state-of-the-art techniques and software libraries in machine learning 

and deep learning (e.g., Torch, Theano, Caffe, and SciKitLearn) in our system and try 

to utilize the modern big-data computing ecosystems such as Apache Spark in mining 

the massive data from the real-world environment.  
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