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Abstract—We consider a dual-hop full-duplex relaying system,
where the energy constrained relay node is powered by radio
frequency signals from the source using the time-switching
architecture, both the amplify-and-forward and decode-and-
forward relaying protocols are studied. Specifically, we provide
an analytical characterization of the achievable throughput of
three different communication modes, namely, instantaneous
transmission, delay-constrained transmission, and delaytolerant
transmission. In addition, the optimal time split is studied for
different transmission modes. Our results reveal that, when the
time split is optimized, the full-duplex relaying could substantially
boost the system throughput compared to the conventional half-
duplex relaying architecture for all three transmission modes. In
addition, it is shown that the instantaneous transmission mode
attains the highest throughput. However, compared to the delay-
constrained transmission mode, the throughput gap is rather
small. Unlike the instantaneous time split optimization which
requires instantaneous channel state information, the optimal
time split in the delay-constrained transmission mode depends
only on the statistics of the channel, hence, is suitable forpractical
implementations.

Index Terms—Dual-hop systems, full-duplex relaying, wireless
power transfer, throughput, outage probability

I. I NTRODUCTION

Conventional energy-constrained communication systems
have a limited operational lifetime, and in order to main-
tain network connectivity, periodical battery replacement or
recharging is performed, which is nevertheless costly, incon-
venient and sometimes impossible. As such, energy harvesting,
which scavenges energy from external natural resources such
as solar, wind or vibration, has gained a great deal of interest,
since it provides a cost-effective solution to prolong the
lifetime of wireless communications systems. However, the
amount of energy harvested from natural resources is random
and highly depends on some uncontrollable factors such as
the weather conditions, which makes reliable communication
difficult. An interesting solution that overcomes the above
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limitation is to harvest energy from man-made radio frequency
(RF) electromagnetic radiation (also known as wireless power
transfer) [1, 2].

Since RF signals can carry both information and energy,
there has been a tremendous upsurge of research activities
in the area of simultaneous wireless information and power
transfer (SWIPT). In the pioneering works on SWIPT by
Varshney [3] and Grover [4], the fundamental tradeoff be-
tween the capacity and energy was studied. Later in [5],
practical architectures, i.e., time-switching and power-splitting,
for SWIPT systems were proposed, and the optimal transmit
covariance achieving the rate-energy region was derived. The
extension of imperfect channel state information (CSI) at the
transmitter was addressed in [6]. More recently, sophisticated
architectures improving the rate-energy region were proposed
in [7, 8]. In addition, the energy efficiency of OFDMA systems
with SWIPT was studied in [9], and the application of SWIPT
in multiuser systems and cellular networks was considered in
[10, 11].

In parallel with the aforementioned works which mainly
focus on the single hop scenario, employing intermittent relays
to facilitate RF energy harvesting and information transfer
has also drawn significant attention. The work in [12] inves-
tigated the symbol error rate of relay selection in cooperative
networks, where energy-constrained relay nodes with limited
battery reserves rely on some external charging mechanism to
assist the source-destination information transmission.In [13],
the authors studied the throughput performance of an amplify-
and-forward (AF) relaying system for both time-switching and
power-splitting protocols, and later on, the same authors ex-
tended the analysis to the adaptive time-switching protocol in
[14]. The throughput of decode-and-forward relaying systems
was investigated in [15], while the power allocation strategies
for DF relaying system with multiple source-destination pairs
was studied in [16]. More recently, the performance of energy
harvesting cooperative networks with randomly distributed
users was studied in [17–19]. It is worth pointing out that
all these works are limited to the half-duplex (HD) relaying
mechanism, where the relay node can not receive and transmit
data simultaneously in the same frequency band.

The HD architecture is widely adopted in traditional wire-
less relaying systems, because it can simplify the system
design and implementation, it however incurs significant loss
of spectrum efficiency. With the advance in antenna technology
and signal processing capability, and in an effort to recover the
spectral loss, full-duplex (FD) relaying, where the relay node
receives and transmits simultaneously in the same frequency
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band, has received a lot of research interest (see references
[20–25] and therein). However, to the best of the authors’
knowledge, no works have considered the application of FD
relaying in RF energy harvesting systems.

Motivated by this, we focus on a source-relay-destination
dual-hop scenario where the relay is powered via RF energy
harvesting, and investigate the effect of FD transmission on
the system throughput in a RF energy harvesting relaying
system. As for the FD relay, we consider the separate antenna
configuration, i.e., the relay is equipped with two antennas,
one for information transmission and one for information
reception. In addition, the time-switching protocol is adopted.1

We study the throughput of both AF and DF relaying pro-
tocols, and characterize the fundamental trade-off between
energy harvesting time and communication time. In particular,
according to how the time split is optimized, three different
communication modes are investigated, namely, instantaneous
optimization based transmission which will be referred to
as the instantaneous transmission hereafter, delay-constrained
transmission, and delay tolerant transmission. In order to
demonstrate the effect of the FD relaying architecture, theHD
relaying architecture is also investigated. The main conclusion
of this paper is that FD relaying is an attractive and promising
solution to enhance the throughput of RF energy harvesting
relay systems.

The main contributions of the paper are summarized as
follows:

• We propose the idea of employing both antennas at the
relay to scavenge energy during the energy harvesting
period, and demonstrate that, with optimal time split, the
dual antenna case always outperforms the single antenna
case. However, the performance gap gradually diminishes
when the source transmit power is sufficiently large.

• For both AF and DF relaying systems, we present ana-
lytical expressions for the system throughput in all three
different transmission modes. Specifically, analytical ex-
pressions for the outage probability are derived in the
delay-constrained mode, while analytical expressions for
the achievable rate are derived in the delay tolerant mode.

• For AF relaying systems, we obtain the optimal time split
through numerical calculation for all three transmission
modes. For DF relaying systems, closed-form expressions
for the optimal time split are presented for the instanta-
neous transmission mode, while the optimal time split
for the delay-constrained and delay tolerant transmission
modes is obtained numerically.

• Comparing the AF and DF relaying protocols, our results
show that the DF protocol always yields better throughput
performance.

• Our findings show that, with the optimal time split,
the instantaneous transmission mode achieves a higher
throughput than the delay tolerant transmission mode.
However, the throughput benefit is not significant. Hence,

1Please note, with two antennas, it is possible to realize another type of FD
operation, i.e., simultaneous energy harvesting and information transmission.
However, in this paper, we adopt the time-switching protocol, i.e., energy
harvesting and information transmission occur in disjointtime period, and
the FD operation is only applied during the information transmission phase.

taking into account of the optimization overhead re-
quired for the instantaneous transmission mode, i.e., each
channel realization, the delay tolerant transmission mode
is preferred in practice since it does not require the
instantaneous CSI and the optimization is performed once
over a relatively long period of time.

• Comparing the FD and HD relaying architectures, our re-
sults demonstrate that, for a properly optimized systems,
FD relaying could substantially boost the throughput
performance.

The rest of paper is organized as follows: Section II intro-
duces the FD relaying systems, Section III deals with the case
where the relay adopts a single antenna for energy harvesting,
while Section IV focuses on the case where the relay adopts
dual antennas for energy harvesting. Section V presents the
corresponding performance of HD systems. Numerical results
are presented in Section VI. Finally, Section VII summarizes
the key findings of the paper.

II. FD RELAYING

Let us consider a dual-hop FD relaying system illustrated in
Fig. 1, where the source sends information to the destination
with the help of an intermediate relay. We assume that the
source to destination link does not exist. It is also assumed
that the relay only has limited power supply, and relies on
external charging through harvesting energy from the source
transmission [13].

S

Source

Relay
Destination

R D
g

h2

h1

f

Fig. 1: System model, where S, R and D denote the source,
relay and destination, respectively.

We adopt the time-sharing protocol proposed in [13], hence
the whole communication process is divided into two phases,
i.e., the energy harvesting phase and the information transmis-
sion phase. LetT denote the block time of an entire commu-
nication period during which some amount of information is
transmitted from the source to the destination, then the first
αT amount of time is used for harvesting energy at the relay,
while the remaining(1 − α)T amount of time is used for
information transmission.

To enable FD communication, the relay is equipped with
two antennas, i.e., one for reception and one for transmission
during the information transmission phase [20]. In addition,
the two antennas can also be exploited during the energy
harvesting phase, see Fig. 2. Motivated by this, we consider
two separate cases depending on the number of antennas used
for energy harvesting as:

1. Only the information receiving antenna is used to collect
energy.
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2. Both antennas are used to collect energy.
It is worth noting that Case 2 appears as a natural choice
since it fully exploits the available hardware resources (an-
tenna elements) to capture more energy. Nevertheless, due
to its relatively easy implementation, Case 1 could be of
practical interest in certain applications. In addition, as will be
demonstrated in Section VI, Case 1 could achieve comparable
performance as Case 2, especially in the high SNR regime.
Therefore, it is also important to gain a deep understanding
on the performance of Case 1. In the following, we give a
detailed discussion on the signal models of both cases, the
corresponding analysis will be presented in Section IV and
Section V, respectively.

Information
Receiver

Energy
Harvester

Information
Transmitter

Energy
Harvester

Signal 
Processing

Fig. 2: Time-switching architecture.

Let us begin with Case 1. During the energy harvesting
phase, the received signal at the relay node can be expressed
as

yr =
h1
√

dm1
xe + nr, (1)

whereh1 is the channel coefficient,d1 is the distance between
the source and relay, whilem is the path loss exponent. In
this work, we assume a normalized path loss model in order
to show the path loss degradation effects on the system perfor-
mance. In real-world scenarios, path loss significantly reduces
the system performance and therefore potential scenarios are
limited to near-field applications such as sensor [26, 27] and
wearable/body networks [28].xe is the energy symbol with
E{|xe|

2} = Ps, whereE{x} denotes the expectation operation.
nr is the zero mean additive white Gaussian noise (AWGN)
with varianceN0.

As in [13], we assume that the energy harvested during the
energy harvesting phase is stored in a supercapacitor and then
fully consumed by the relay to forward the source signal to the
destination.2 Hence, the relay transmit power can be computed
as [8]3

Pr =
ηPs|h1|

2αT

dm1 (1− α)T
=
kPs|h1|

2

dm1
, (2)

where η is a constant and denotes the energy conversion
efficiency andk is defined ask ,

ηα
1−α .

2Please note, this is also known in the literature as harvest-use architecture
[29–31] as opposed to the harvest-store-use architecture [32, 33].

3Please note, the FD operation may require some extra energy for the
mitigation of loopback interference. However, in this work, we do not consider
such energy consumption. Hence, our model is particularly suitable for
the scenario where loopback interference cancellation is based on passive
suppression techniques such as antenna directionality [34].

For Case 2, where both antennas are used to collect energy
during the first phase, the received signal at the relay can be
expressed as

yr =
1

√

dm1

(

h1
h2

)

xe + nr, (3)

whereh2 is the channel coefficient andnr is the zero mean
AWGN noise vector at the relay withE{nrn†

r} = N0I, where
I is the identity matrix. Similarly, the relay transmit powercan
be computed as

Pr =
ηPs(|h1|

2 + |h2|
2)αT

dm1 (1− α)T
=
kPs(|h1|

2 + |h2|
2)

dm1
. (4)

Now, let us look at the information transmission phase, the
received signal at the relay can be expressed as

yr[i] =
h1
√

dm1
xs[i] + fxr[i] + nr[i], (5)

where xs[i] is the information symbol from the source at
time slot i, and satisfiesE{|xs[i]|2} = Ps. xr[i] is the
loopback interference due to full duplex relaying and satisfies
E{|xr[i]|

2} = Pr, f denotes the loopback interference channel,
andnr[i] is the zero mean AWGN with varianceN0. Since
the relay is aware of its own signalxr [i], it can apply
interference cancellation methods to mitigate the loopback
interference. Hence, the post-cancellation signal at the relay
can be expressed as [20]

ŷr[i] =
h1
√

dm1
xs[i] + f̂ x̂r[i] + nr[i], (6)

whereE{|x̂r[i]|2} = Pr and f̂ models the residual loopback
interference channel due to imperfect cancellation [20].

In this paper, we consider both AF and DF relaying proto-
cols. With the AF protocol, the relay amplifies the input signal
by a factorβ which is given by [20]

β2 =
Pr

|h1|2Ps/dm1 + |f̂ |2Pr +N0

. (7)

With the DF protocol, the relay first decodes the original signal
and then regenerates the signal. Hence, the transmit signalof
the relay can be expressed as [20]

xr[i] =

{

βŷr[i− τ ], with AF,
√

Pr

Ps
x[i− τ ], with DF,

(8)

whereτ accounts for the time delay caused by relay process-
ing. Therefore, the received signal at the destination can be
expressed as

yd[i] =
g

√

dm2
xr[i] + nd[i], (9)

whereg is the channel coefficient,d2 is the distance between
the relay and destination, andnd[i] is the zero mean AWGN
with varianceN0.

Fading assumptions:|h1|2 and |h2|
2 are independent and

identically distributed (i.i.d.) exponential random variables
with meanλs, |g|2 is exponentially distributed with meanλd,
and |f̂ |2 is exponentially distributed with meanλr, which
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is a key parameter related to the strength of the loopback
interference.

III. E NERGY HARVESTING WITH SINGLE ANTENNA

In this section, we study the throughput performance of FD
relaying with RF energy harvesting using a single antenna and
investigate the optimal time allocation strategy. Specifically,
we consider three different communication modes, i.e., in-
stantaneous transmission, delay-constrained transmission, and
delay tolerant transmission. For mathematical tractability, we
focus on the loopback interference dominated scenario which
is of practical interest [23].

At this point, it is important to clarify the CSI requirement
of three different transmission modes. In general, it is assumed
that CSI is available at the destination node. For the instanta-
neous transmission mode, the optimal time split is updated for
each channel realization, which should be computed by a cen-
tralized entity having access to the global instantaneous CSI.
On the other hand, for the delay constrained transmission and
delay tolerant transmission modes, only the channel statistics
are required to compute the optimal time split. In addition,
the optimal time split is updated only if the channel statistics
change, i.e., the distance and the fading parameter etc, which
in general varies much slower. Hence, the overhead associated
with the CSI acquisition of these two modes is substantially
smaller compared with the instantaneous transmission mode.

A. Instantaneous Transmission

We now focus on the instantaneous throughput, and examine
the optimalα for both the AF and DF protocol. Let us start
with the AF protocol.

1) AF: With the AF protocol, the end-to-end SINR can be
expressed as

γAF =

Ps|h1|
2

Pr |f̂|2dm1 d
m
2

Pr|g|
2

N0Ps|h1|2

Pr |f̂ |2dm1
+ Pr |g|2

dm
2

+N0

, (10)

hence, the instantaneous throughput is given by

RIA(α) = (1− α)×

log2



1 +

Ps|h1|
2|g|2

|f̂|2dm
1
dm
2

N0(1−α)

ηα|f̂ |2
+ ηα

1−α
Ps|h1|2|g|2

dm
1
dm
2

+N0



 . (11)

The optimalα could be obtained by solving the following
optimization problem

α∗ = argmax
α

RIA(α)

subject to0 < α < 1. (12)

Given the fact thatRIA(α) is a concave function ofα, the
optimal valueα∗ can be obtained by solving the equation
dRIA(α)
dα

= 0. However, due to the complexity of the involved
expression, a closed-from solution is not possible. Instead in
this work, the optimal valueα∗ is numerically evaluated using
the build-in function “NSlove” of Mathematica.

2) DF: The end-to-end SINR of the DF protocol can be
expressed as

γDF = min

{

1

k|f̂ |2
,
kPs|h1|

2|g|2

dm1 d
m
2 N0

}

, (13)

and hence, the instantaneous throughput is given by

RID(α) = (1 − α)×

log2

(

1 + min

{

1− α

ηα|f̂ |2
,
ηα

1− α

Ps|h1|
2|g|2

dm1 d
m
2 N0

})

. (14)

The optimalα could be obtained by solving the following
optimization

α∗ = argmax
α

RID(α)

subject to0 < α < 1. (15)

The above optimization could solved analytically, and we have
the following key result:

Proposition 1: The optimalα∗ is given by

α∗ =







e
W( c2−1

e )+1
−1

c2−1+e
W( c2−1

e )+1
, if eW( c2−1

e )+1 < c2
α0

1
1+α0

, otherwise,
(16)

wherec1 = η|f̂ |2, c2 = ηPs|h1|
2|g1|

2

dm
1
dm
2
N0

, α2
0 = c1c2 andW (x)

is the Lambert W function, whereW (x) is the solution of
W exp(W ) = x.

Proof: See Appendix A.

B. Delay-constrained Transmission

For delay-constrained transmission, the source transmitsat
a constant rateRc, which may subject to outage due to the
random fading of the wireless channel. Hence, the average
throughput can be computed as [13]

RDL(α) = (1 − Pout)Rc(1 − α), (17)

wherePout is the outage probability. Hence, the optimal time
portionα can be obtained from

α∗ = argmax
α

RDL(α). (18)

Therefore, the remaining key task is to characterize the exact
outage probability of the system.

1) AF: For the AF protocol, we have the following key
result:

Proposition 2: For the AF protocol, the outage probability
of the system can be expressed as

PAF
out = 1−

∫ 1
kγth

0

2

√

dm1 d
m
2

λsλd

γthN0

k
+ γthN0y

Ps − kPsγthy
×

K1



2

√

dm1 d
m
2

λsλd

γthN0

k
+ γthN0y

Ps − kPsγthy





1

λr
e−

y
λr dy, (19)

whereKn(x) is the n-th order modified Bessel function of
the second kind [36, Eq. (8.432.1)].

Proof: See Appendix B.
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2) DF: For the DF protocol, we have the following key
result:

Proposition 3: For the DF protocol, the outage probability
of the system can be expressed as

PDF
out = 1−

(

1− e
− 1

kλrγth

)

(

2

√

dm1 d
m
2 N0γth

kPsλsλd
K1

(

2

√

dm1 d
m
2 N0γth

kPsλsλd

))

. (20)

Proof: The end-to-end SINR can be expressed as

γDF = min

{

1

ky
,

kPsx

dm1 d
m
2 N0

}

, (21)

wherex = |h1|
2|g|2 andy = |f̂ |2. Now, applying the fact that

random variablesx andy are independent, the desired result
follows after some algebraic manipulations.

Given the outage expressions in (19) and (20), the optimiza-
tion problem in (18) does not admit a closed-form solution.
However, the optimalα is efficiently solved via numerical
calculation.

C. Delay Tolerant Transmission

In the delay tolerant scenario, the source transmits at any
constant rate upper bounded by the ergodic capacity. Since the
codeword length is sufficiently large compared to the block
time, the codeword could experience all possible realizations
of the channel. As such, the ergodic capacity becomes an
appropriate measure. Please note, in the current work, the
residual loopback interference is treated as Gaussian noise.
Hence, the throughput of the system is given by

RDT = (1 − α)RE, (22)

whereRE is the achievable rate of the system. Hence, the
optimal time portionα can be obtained by solving

α∗ = argmax
α

RDL(α). (23)

Therefore, the remaining key task is to characterize the exact
ergodic capacity of the system, which we now study.

1) AF: For the AF protocol, we have the following key
result:

Proposition 4: For the AF protocol, the ergodic capacity
can be computed as

RAF
E =

G1,4
4,2

(

kPsλsλd

N0d
m
1
dm
2

∣

∣

∣

0,0,1,1
1,0

)

ln 2
+

1

λr ln 2

∫ ∞

0

G1,4
4,2

(

k2Psλsλdy

N0dm1 d
m
2 (1 + ky)

∣

∣

∣

0,0,1,1
1,0

)

e−
y
λr dy,

(24)

whereGp,qm,n(x) is the Meijer G-function [36, Eq. (9.301)].
Proof: See Appendix C.

Since the above expression involves an integral, which in
general does not admit a closed-form solution, hence, it is not
amenable to further processing. Motivated by this, we now
present the following tight upper bound.

Corollary 1: The ergodic capacity of the AF protocol is

upper bounded by

RAF
up =

1

ln 2
e

1
kλr E1

(

1

kλr

)

+
G1,4

4,2

(

kPsλsλd

N0d
m
1
dm
2

∣

∣

∣

0,0,1,1
1,0

)

ln 2

− log2

(

1 + keψ(1)+lnλr +
k2Ps

N0dm1 d
m
2

e3ψ(1)+lnλrλsλd

)

,

(25)

where En(x) is the exponential integral function [37, Eq.
(5.1.4)], andψ(x) is the digamma function [36, Eq. (8.360.1)].

Proof: The proof relies on the fact thatf(x, y) = log2(1+
ex+ ey) is a convex function with respect tox andy. Hence,
we have

E

{

log2

(

1 + ky +
k2Psxy

N0dm1 d
m
2

)}

≥

log2

(

1 + keE{ln y} +
k2Ps

N0dm1 d
m
2

eE{lnx}+E{ln y}

)

. (26)

Hence, the remaining task is to computeE {lnx} and
E {ln y}. With the help of the integration relationship [36, Eq.
(4.352.1)], we have

E {ln y} =
1

λr

∫ ∞

0

ln ye−
y
λr dy = ψ(1) + lnλr. (27)

Similarly, we getE {lnx} = 2ψ(1)+lnλsλd, which completes
the proof.

2) DF: The achievable rate of the DF protocol is given by
the proposition below:

Proposition 5: The ergodic capacity of the DF protocol can
be expressed as

RDF
DT =

1

ln 2
×

∫ ∞

0

(

1− e−
1

kλrt

)

(

2
√

dm
1
dm
2
N0t

kPsλsλd
K1

(

2
√

dm
1
dm
2
N0t

kPsλsλd

))

1 + t
dt

Proof: Utilizing the cumulative distribution function
(c.d.f.) of the end-to-end SINR given in (20), the desired result
can be obtained.

IV. ENERGY HARVESTING WITH DUAL ANTENNAS

In this section, we consider the scenario where both anten-
nas at the relay are used during the energy harvesting phase.
Similarly, we first characterize the achievable throughputin
three different transmission scenarios, and then investigate the
optimal time split.

A. Instantaneous Transmission

1) AF: Recall that when both antennas are used to collect
energy during the first phase, the harvested energy is given by

Pr =
kPs(|h1|

2 + |h2|
2)

dm1
. (28)
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Hence, for the interference dominated scenario, the end-to-end
SINR can be written as

γAF =

Ps|h1|
2|g|2

|f̂ |2dm
1
dm
2

N0|h1|2(1−α)

ηα(|h1|2+|h2|2)|f̂|2
+ ηαPs(|h1|2+|h2|2)|g|2

(1−α)dm
1
dm
2

+N0

, (29)

and as a result, the instantaneous throughput is given by

RIA(α) = (1− α) log2 (1 + γAF) . (30)

The optimalα could be obtained by solving the following
optimization problem

α∗ = argmax
α

RIA(α)

subject to0 < α < 1. (31)

Again, due to the complexity of the involved expression, a
closed-form solution of the optimalα is not possible. Instead,
the optimal valueα∗ is numerically evaluated using the build-
in function “NSlove” of the Mathematica software.

2) DF: For the DF protocol, the end-to-end SINR can be
expressed as

γDF = min

{

|h1|
2

k|f̂ |2(|h1|2 + |h2|2)
,
kPs(|h1|

2 + |h2|
2)|g|2

dm1 d
m
2 N0

}

,

(32)

hence, the instantaneous throughput is given by

RID(α) = (1− α) log2 (1 + γDF) . (33)

Having characterized the end-to-end SINR, the optimalα can
be obtained using the proposition below.

Proposition 6: The optimalα∗ is given by

α∗ =







e
W( c4−1

e )+1
−1

c4−1+e
W( c4−1

e )+1
, if eW( c4−1

e )+1 < c4
α3

1
1+α3

, otherwise,
(34)

where c3 = η|f̂ |2(|h1|
2+|h2|

2)
|h1|2

, c4 = ηPs(|h1|
2+|h2|

2)|g|2

dm
1
dm
2
N0

, and
α2
3 = c3c4.

Proof: The proof is similar to that of Proposition 1 and
is omitted.

B. Delay-constrained Transmission

We now consider the delay-constrained scenario, and we
start with the AF protocol.

1) AF: From (29), we are ready to study the outage
probability of the system.

Proposition 7: The outage probability of the system with
the AF protocol can be expressed as

PAF
out = 1−

∫ ∞

kγth

2N0d
m
1 d

m
2

(

γtht
k

+ γth
)

λsλd(tPs − kPsγth)
×

K2



2

√

N0dm1 d
m
2

(

γtht
k

+ γth
)

λsλd(tPs − kPsγth)





(

λr −

(

λr +
1

t

)

e−
1

λrt

)

dt

(35)

Proof: See Appendix D.

2) DF: For the DF protocol, we have the following key
result.

Proposition 8: The outage probability of the system with
the DF protocol is given by

PDF
out = 1−

(

1− λrγthk
(

1− e
− 1

λrγthk

)) 2γthN0d
m
1 d

m
2

kPsλsλd

K2

(

2

√

γthN0dm1 d
m
2

kPsλsλd

)

. (36)

Proof: See Appendix E.

C. Delay Tolerant Performance

1) AF: The achievable rate of the system with the AF
protocol is given in the following proposition.

Proposition 9: The ergodic capacity of AF relaying systems
can be computed as

RAF
E =

1

ln 2
G1,3

3,1

(

kaλsλd|
−1,1,1
1

)

−
1

ln 2
× (37)

∫ ∞

0

G1,3
3,1

(

kaλsλd
1 + t/k

∣

∣

∣

∣

−1,1,1

1

)

(

λr −

(

λr +
1

t

)

e−
1

λrt

)

dt.

(38)

Proof: See Appendix F.
Alternatively, we can use the following closed-form upper

bound.
Corollary 2: The ergodic capacity of the AF protocol is

upper bounded by

RAF
up =

e
1

kλr

ln 2

(

E1

(

1

kλr

)

+ kλr

2
∑

k=1

Ek

(

1

kλr

)

)

−
1

ln 2
(1 + ψ(1) + ln kλr + kλr(ψ(2) + ln kλr))

+
G1,4

4,2

(

kPsλsλd

N0d
m
1
dm
2

∣

∣

∣

0,0,1,1
1,0

)

ln 2

− log2

(

1 +
1

kλr
e−1−ψ(1) + kaλsλde

2ψ(1)

)

. (39)

Proof: See Appendix G.
2) DF: The achievable rate of the DF protocol is given in

the following proposition.
Proposition 10: The ergodic capacity of the DF protocol

can be expressed as

RDF
DT =

1

ln 2

∫ ∞

0

(

1− λrkt
(

1− e−
1

λrkt

))

2tN0d
m
1 d

m
2

kPsλsλd
K2

(

2
√

tN0d
m
1
dm
2

kPsλsλd

)

1 + t
dt.

Proof: The desired result follows easily by invoking (36).

V. HD RELAYING

In this section, we present the corresponding results for
the HD relaying system, which serves as a benchmark for
performance comparison. Similar to the FD relaying system,
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we consider three different transmission modes. Some of the
results have been derived in [13], nevertheless, we present
them here to make the current work self-contained.

We begin with a brief description of the HD relaying signal
model. The energy harvesting phase is the same as the FD
relaying system. For the information transmission phase, the
remaining(1−α) portion of block time is equally partitioned
into two time slots. In the first time slot, the source transmits
to the relay, and the received signal at the relay is given by

yr =
h1
√

dm1
xs + nr. (40)

With the AF protocol, the relay amplifies the input signal by
a factorβ which is given by

β2 =
Pr

|h1|2Ps/dm1 +N0
, (41)

wherePr = 2kPs|h1|
2

dm
1

. Then, the transmit signal of the relay
can be expressed as

xr =

{

βyr, with AF,
√

Pr

Ps
xs, with DF.

(42)

Therefore, the received signal at the destination can be ex-
pressed as

yd =
g

√

dm2
xr + nd. (43)

A. Instantaneous Transmission

1) AF: The end-to-end SNR of HD relaying can be com-
puted as

γAF =

PsPr |g|
2|h1|

2

dm
1
dm
2
N2

0

|g|2Pr

dm
2
N0

+ |h1|2Ps

N0d
m
1

+ 1
. (44)

Hence, the instantaneous throughput is given by

RIA(α) =
1− α

2
log2



1 +

PsPr |g|
2|h1|

2

dm
1
dm
2
N2

0

|g|2Pr

dm
2
N0

+ |h1|2Ps

N0d
m
1

+ 1



 . (45)

2) DF: The end-to-end SNR of HD DF relaying scheme
can be computed as

γDF = min

(

Ps|h1|
2

N0dm1
,
2kPs|h1|

2|g|2

N0dm1 d
m
2

)

. (46)

The instantaneous throughput is given by

RID(α) =
1− α

2
log2

(

1 + min

(

Ps|h1|
2

N0dm1
,
2ηαPs|h1|

2|g|2

N0dm1 d
m
2 (1− α)

))

.

(47)

Proposition 11: The optimalα∗ is given by

α∗ =











e
W( c5−1

e )+1
−1

c5−1+e
W( c5−1

e )+1
, if eW( c5−1

e )+1 <
c5d

m
2

2η|g|2 + 1,

1

1+
2η|g|2

dm
2

otherwise,

(48)

wherec5 = 2ηPs|h1|
2|g|2

N0d
m
1
dm
2

.

Proof: The proof is similar to that of Proposition 1 and
is omitted.

B. Delay-constrained Transmission

For the HD relaying system, the throughput is given by

RHD
DL (α) =

1

2
(1− Pout)R(1− α), (49)

where1/2 accounts for the HD constraint.

1) AF: This case has been studied in [13], and we present
the result here for the sake of completeness.

Lemma 1: For the HD mode, the outage probability of the
AF protocol can be computed as

PAF
out = 1−

1

λs

∫ ∞

γth
Ps

e

− x
λs

−
γth

(

xPs
N0dm

1

+1

)

λd

(

2kP2
s x2

N0dm
1

dm
2

−
2kγthPsx

N0dm
1

dm
2

)

dx. (50)

2) DF: For HD DF relaying systems, the end-to-end SNR
is given by

γDF = min

(

Ps|h1|
2

N0dm1
,
2kPs|h1|

2|g|2

N0dm1 d
m
2

)

. (51)

Proposition 12: The outage probability of HD DF relaying
systems is given by

PDF
out = 1− e

−
N0dm

1
γth

λsPs
−

dm
1

2λdk −
1

λd

∫

dm
1
2k

0

e−
N0dm

1
dm
2

γth
2kλsPsx e

− x
λd dx.

(52)

Proof: Starting from definition of the outage probability,
we have

Pout = Pr

(

Ps|h1|
2

N0dm1
min

(

1,
2k|g|2

dm2

)

< γth

)

. (53)

Now, conditioned ony = min
(

1, 2k|g|
2

dm
2

)

, we getPout =

1− e−
N0dm

1
γth

λsPsy . Averaging overy yields the desired result.

C. Delay tolerant performance

For HD relaying system, the throughput is given by

RHD
DT(α) =

1

2
(1− α)RE. (54)

1) AF: The AF protocol has been considered in [13], where
the exact achievable rate expression involves double integral.
Here we present an alternative expression which requires a
single integral.

Corollary 3: The ergodic capacity of the AF protocol is
upper bounded by

RAF
E =

G1,4
4,2

(

2kPsλsλd

N0d
m
1
dm
2

∣

∣

∣

0,0,1,1
1,0

)

ln 2
−
e

dm
2

2kλd

λs ln 2
×

∫ ∞

0

e
dm
1

dm
2

N0

2kλdPsx E1

(

dm1 d
m
2 N0 + Psd

m
2 x

2kλdPsx

)

e−
x
λs dx. (55)
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Proof: The achievable rate of the system can be alterna-
tively computed by

RAF
E = E

{

log2

(

1 +
2kPs|h1|

2|g|2

dm1 d
m
2 N0

)}

−

E

{

log2

(

1 +
2kPs|h1|

2

dm1 d
m
2 N0 + Ps|h1|2dm2

|g|2
)}

. (56)

Since the first item has been computed in (76) in Appendix
C, we focus on the second item. Now, conditioned on|h1|

2,
we have

E

{

log2

(

1 +
2kPs|h1|

2

dm1 d
m
2 N0 + Ps|h1|2dm2

|g|2
)}

=

1

ln 2
e

dm
1

dm
2

N0+Ps|h1|2dm
2

λd2kPs|h1|2 E1

(

dm1 d
m
2 N0 + Ps|h1|

2dm2
λd2kPs|h1|2

)

. (57)

Then, averaging over|h1|2 yields the desired result.
2) DF:
Proposition 13: The achievable rate of the DF protocol can

be expressed as

RDF
E =

λsPs
N0dm1

e
N0d

m
1

λsPs
−

dm
1

2kλdE1

(

N0d
m
1

λsPs

)

+

1

λd ln 2

∫ ∞

0

1

1 + t
dt

∫

dm
1
2k

0

e−
N0dm

1
dm
2

t

2kλsPsx e
− x

λd dx. (58)

Proof: Starting from the c.d.f. of the end-to-end SNR
given in (52), the desired result can be obtained after some
algebraic manipulations.

VI. N UMERICAL RESULTS

In this section, we present numerical simulation results to
validate out analytical expressions developed in the previous
section, and investigate the impact of key system parameters
on the throughput of the system. Unless otherwise stated, we
set the source transmission rate asRc = 3 bps/Hz, hence the
outage SINR threshold is given byγth = 2Rc − 1 = 7. The
energy harvesting efficiency is set to beη = 0.4, while the
path loss exponent is set to bem = 3. The distancesd1 andd2
are normalized to unit value. Also, we setλs = 1, λr = 0.1
andλd = 1, unless otherwise specified.

For mathematical tractability, the assumption of
interference-limited relay is adopted, i.e., the noise at
the relay is ignored. We now validate this assumption in Fig.
3. As we can readily observe, for both the outage probability
and achievable rate, the interference-limited curves provide
a very good approximation to the exact performance. We
also notice that the two antenna case outperforms the single
antenna case in the low SNR regime, while the opposite
is true in the high SNR regime. When the transmit power
is small, the two antenna case can harvest more energy
to facilitate the information transmission. However, when
the transmit power is large, excessive amount of energy
is collected, which is actually detrimental since it causes
strong loopback interference, which degrades the system’s
performance. Please note, this phenomenon is due to the
fact that a fixedα is adopted regardless of the transmit
power. In general, superior energy harvesting capability is
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Fig. 3: Validation of the interference dominated assumption.

always beneficial. One can simply tuneα to achieve better
performance. As will be illustrated in the following figures,
the dual antenna case always outperforms the single antenna
case with optimizedα.

Fig. 4 deals with the impact of optimal time splitα on
the instantaneous capacity. We focus on a single time frame
with the following setting: |h1|2 = 0.83, |h2|

2 = 2.35,
|g|2 = 0.986, |f |2 = 0.235, Ps/N0 = 10 dB. As can
be readily observed, the analytical solutions given in (16),
(34), and (48) are in exact agreement with the simulation
results. Interestingly, unlike the phenomenon observed [31],
that the optimalα for the HD case is smaller than the FD
single antenna case, the optimalα for the FD two antenna
case is smaller than the HD case. This is intuitive since the
additional antenna helps reduce the energy harvesting time.
Similar conclusions can be drawn for the AF protocol as
shown in Fig. 4(b). In addition, we see that the optimalα
for the AF protocol tends to be smaller than that of the DF
protocol.

Fig. 5 illustrates the throughput of different scenarios with
the optimalα. We see from both Fig. 5(a) and Fig. 5(b), that
the throughput with instantaneous optimization is always the
largest. Nevertheless, the throughput advantage appears to be
limited when compared with the delay tolerant scenario. This
indicates that the stochastic optimization approach may bepre-
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Fig. 4: Instantaneous capacity versusα: |h1|2 = 0.83,
|h2|

2 = 2.35, |g|2 = 0.986, |f |2 = 0.235, Ps/N0 = 10 dB.

ferred since it requires much less overhead. Also, as expected,
the throughput of the delay constrained scenario is upper
bounded by the constant transmission rateRc = 3 bps/Hz.
Moreover, we observe that the DF scheme outperforms the
AF scheme slightly in all scenarios. Now, comparing the single
antenna case and dual antenna case, we find out that the dual
antenna case always attains a higher throughput, especially
in the low SNRs. Take the throughput of AF scheme with
instantaneous optimization as an example, whenPs

N0
= 20 dB,

the throughput of the single antenna case is about2 bps/Hz,
while the corresponding throughput is2.5 bps/Hz. This is
intuitive since at the low SNRs, the relay is energy constrained,
hence the additional antenna could harvest more energy to
facilitate the information transmission. As the transmit power
increases, a single antenna can harvest sufficient amount of
energy, hence, the advantage of having additional antenna
diminishes gradually.

Fig. 6 illustrates the impact ofλr on the throughput of
the DF relaying system with optimizedα. We observe that,
whenλr increases, the throughput decreases, which is rather
expected since a largeλr implies a stronger residual loopback
interference. Also, the throughput loss is more pronounced
for small values ofλr, where a slight increase inλr could
significantly reduce the achievable throughput. In addition, we
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Fig. 5: Throughput comparison with optimizedα.

see that, as the source transmit power increases, the throughput
difference of the two FD schemes becomes insignificant. This
is due to the fact that, with high source transmit power, a
single antenna could collect sufficient energy for information
transmission, hence the advantage of employing an additional
antenna to harvest energy is significantly reduced. As such,
both FD schemes achieve a similar throughput. Another in-
teresting observation is that with high source transmit power,
the throughput of the delay constrained systems is insensitive
to the level of loopback interference, i.e., the value ofλr.
This is also intuitive, since with high source transmit power,
given a fixed transmission rateRc = 3 bps/Hz, the outage
probability is close to zero, and varyingλr only makes a
rather small change to the outage probability with optimized
α. Moreover, with high source transmit power, for the delay
constrained scenario, the FD schemes almost achieve the
maximum throughput of3 bps/Hz, which nearly doubles the
maximum throughput of the HD scheme. This is because
in such a scenario, the outage probability of both the FD
and HD schemes approaches zero, hence, the penalty of the
HD constraint is more significant. However, for the delay
tolerant scenario, the throughput advantage of FD schemes
significantly diminishes. This is due to the effect of residual
loopback interference, which reduces the achievable rate of



IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. X, NO. XX, XX 200X 10

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.5

1

1.5

2

2.5

3

λ
r

T
hr

ou
gh

pu
t (

bp
s/

H
z)

 

 
FD: Dual antennas
FD: Single antenna
HD

Delay tolerant

Delay constrained

(a) Ps
N0

= 20 dB

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1

2

3

4

5

6

7

8

9

λ
r

T
hr

ou
gh

pu
t (

bp
s/

H
z)

 

 
FD: Dual antennas
FD: Single antenna
HD

Delay constrained

Delay tolerant

(b) Ps
N0

= 50 dB

Fig. 6: Impact ofλr on the system throughput with DF
protocol and optimizedα.

the FD schemes.
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Fig. 7: Throughput comparison of delay tolerant systems
with DF protocol and optimizedα: FD vs. HD.

Fig. 7 compares the throughput of delay tolerant systems
with the DF protocol and optimizedα. In particular, the
HD scheme with two antennas is also included. In such

a system, it is assumed that the relay applies maximum
ratio combining during the information receiving stage, and
employs maximum ratio transmission during the information
forwarding stage. As can be readily observed, the HD dual
antenna case always outperforms the HD single antenna case,
while it outperforms the FD single antenna case in the low
SNR regime, i.e.,Ps/N0 ≤ 20 dB. Now, compared to the
FD dual antenna case, we see that the HD dual antenna case
attains a similar throughput in the low SNRs, and exhibits an
inferior performance in the high SNRs. Moreover, the strength
of the loopback interference is a key factor determining to
what extent the superiority of the FD dual antenna case holds.
For instance, with weak loopback interference, i.e.,λr = 0.1,
the FD dual antenna case outperforms the HD dual antenna
case whenPs/N0 ≥ 10 dB; with strong loopback interference,
i.e., λr = 0.3, the FD dual antenna case outperforms the HD
dual antenna case whenPs/N0 ≥ 20 dB. Finally, it is worth
pointing out that the implementation of the HD dual antenna
case illustrated in Fig. 7 requires two pairs of RF chains as
opposed to a single pair RF chain required for the FD dual
antenna case. Since the cost of additional RF chain is quite
significant, in this regard, the FD scheme is a cost-effective
solution.
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Fig. 8: Impact of transmission rateRc on the throughput of
delay constrained systems with optimizedα.

Fig. 8 examines the impact of transmission rateRc on the
throughput of delay constrained systems with optimizedα
when Ps/N0 = 40 dB. In all schemes, the throughput first
increases with the transmission rateRc, and then decreases
whenRc increases beyond a certain value. This is intuitive,
since according to (17), when the transmission rate is small,
the throughput is small; when the transmission rate is large,
the outage probability increases significantly, which again de-
grades the throughput; hence, for a particular transmit power,
there exists a unique transmission rate which yields maximum
throughput. Interestingly, we see that the optimal transmission
rate for the two FD schemes is the same, which is smaller
than that of the HD schemes. This could be explained as
follows: Because of the loopback interference in FD schemes
and the doubled transmit power in HD scheme, the HD scheme
achieves better outage performance than the FD schemes for
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any fixed transmission rateRc. In other word, the HD schemes
could tolerate a higher transmission rateRc without significant
deterioration of the outage performance.

VII. C ONCLUSION

In this paper, we have studied the throughput of FD relaying
in RF energy harvesting systems. Depending on the number
of relay antennas used in the energy harvesting phase, two dif-
ferent cases were studied. For both the AF and DF protocols,
analytical expressions were derived for the outage probability
and ergodic capacity of the system. Based on which, the
optimal time split was studied. It was demonstrated that
employing both relay antennas for energy harvesting is always
beneficial, and the throughput gain is most significant when
the source transmit power is small. In addition, compared
to the HD relaying architecture, our results indicate that FD
relaying can substantially boost the system throughput with
optimal time split. More importantly, a large portion of the
potential gain offered by FD relaying can be realized using
only the channel statistics without the need of instantaneous
CSI, hence, it is a promising solution for implementing future
RF energy harvesting cooperative systems.

APPENDIX A
PROOF OFPROPOSITION1

Defineα2
0 = c1c2, wherec1 = η|f̂ |2. We find it convenient

to consider two separate regions, i.e., 1)0 < α < 1
1+α0

and
2) 1

1+α0
≤ α < 1.

For the region 1), the throughput can be shown as

CID(α) = (1 − α) log2

(

1 +
c2α

1− α

)

. (59)

Taking the first derivative ofCID(α) with respect toα and
setting dCID(α)

dα
= 0, we have

c2 +
c2α

1− α
=

(

1 +
c2α

1− α

)

ln

(

1 +
c2α

1− α

)

. (60)

Now, let y = 1 + c2α
1−α , the above equation can be written as

c2 − 1 + y = y ln y, (61)

which, after some algebraic manipulations, can be expressed
as

ln
(y

e

)

eln(
y
e ) =

c2 − 1

e
, (62)

which is in the form of the standard definition of Lambert W
function. Hence, we have

ln
(y

e

)

=W

(

c2 − 1

e

)

. (63)

After some simple algebraic manipulations, we get

α∗
1 =

eW( c2−1

e )+1 − 1

c2 − 1 + eW( c2−1

e )+1
. (64)

We now consider the second region11+α0
≤ α < 1. In this

case, we have

CID(α) = (1− α) log2

(

1 +
1− α

c1α

)

. (65)

Taking the first derivative ofCID(α) with respect toα yields

dCID(α)

dα
= − log2

(

1 +
1− α

c1α

)

−
1− α

c1α2

1

1 + 1−α
c1α

, (66)

which is strictly smaller than zero. Hence,CID(α) is a de-
creasing function with respect toα. Therefore, the optimalα
is given by

α∗
2 =

1

1 + α0
. (67)

Noticing that if α∗
1 ∈

(

0, 1
1+α0

)

, thenα∗
1 is optimal, other-

wise,α∗
2 is optimal.

APPENDIX B
PROOF OFPROPOSITION2

Starting from the definition, the outage probability is given
by

PAF
out = Pr {γAF ≤ γth} , (68)

whereγth = 2R−1. Invoking the end-to-end SINR expression
given in (10), we have

PAF
out = Pr







Ps|h1|
2

Pr|f̂ |2dm1 d
m
2

Pr|g|
2

N0Ps|h1|2

Pr |f̂|2dm1
+ Pr|g|2

dm
2

+N0

≤ γth







. (69)

Definex = |h1|
2|g|2, y = |f̂ |2, conditioned ony, the outage

probability can be simplified as

PAF
out =







Pr

{

x ≤
dm1 d

m
2

(

γthN0
k

+γthN0y
)

Ps−kPsγthy

}

, y < 1
kγth

1, y > 1
kγth

,
(70)

Utilizing the result in [35], the c.d.f. ofx can be shown as

Fx(x) = 1− 2

√

x

λsλd
K1

(

2

√

x

λsλd

)

. (71)

To this end, averaging overy, the desired result can be
obtained after some simple algebraic manipulations.

APPENDIX C
PROOF OFPROPOSITION4

Definex = |h1|
2|g|2, y = |f̂ |2, the ergodic capacity can be

expressed as

RAF
E = E

{

log2

(

1 +
kPsx

N0dm1 d
m
2

)}

− E

{

log2

(

1 +
k2Psxy

N0dm1 d
m
2 (1 + ky)

)}

(72)

Noticing that the probability density function (p.d.f.) ofx is
given by

f(x) =
2

λsλd
K0

(

2

√

x

λsλd

)

, (73)
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the first item could be evaluated as

E

{

log2

(

1 +
kPsx

N0dm1 d
m
2

)}

=
2

λsλd ln 2

∫ ∞

0

ln

(

1 +
kPsx

N0dm1 d
m
2

)

K0

(

2

√

x

λsλd

)

dx

(74)

=
2

λsλr ln 2

∫ ∞

0

G1,2
2,2

(

kPsx

N0dm1 d
m
2

∣

∣

∣

1,1
1,0

)

K0

(

2

√

x

λsλd

)

dx

(75)

and we have used the relationship [38, Eq. (8.4.6.5)]. Then,
using the integral identity [36, Eq. (7.821.3)], we have

E

{

log2

(

1 +
kPsx

N0dm1 d
m
2

)}

=
G1,4

4,2

(

kPsλsλd

N0d
m
1
dm
2

∣

∣

∣

0,0,1,1
1,0

)

ln 2
.

(76)

Now, conditioned ony, the second item can be shown similarly
as

E

{

log2

(

1 +
k2Psxy

N0dm1 d
m
2 (1 + ky)

)}

=

G1,4
4,2

(

k2Psλsλdy
N0d

m
1
dm
2
(1+ky)

∣

∣

∣

0,0,1,1
1,0

)

ln 2
, (77)

the desired result then follows immediately.

APPENDIX D
PROOF OFPROPOSITION7

Let us defineU = X
X+Y andV = X + Y , with X = |h1|

2

andY = |h2|
2, then the end-to-end SINR can be alternatively

expressed as

γAF =

U

|f̂ |2
PsV |g|2

N0d
m
1
dm
2

U

k|f̂ |2
+ kPsV |g|2

N0d
m
1
dm
2

+ 1
. (78)

To proceed, we first study the statistical property of random
variablesU andV , and establish the independence ofU and
V .

Due to the independence ofX andY , the joint distribution
of X andY is given by

fX,Y (x, y) =
1

λ2s
e−

x+y
λs . (79)

Also, it can be easily shown that

X = UV, and Y = V (1− U). (80)

Hence, the Jacobian of the transformation from(U, V ) back
to (X,Y ) can be computed as

|J (x(u, v), y(u, v))| =

∣

∣

∣

∣

∣

∂x(u,v)
∂u

∂x(u,v)
∂v

∂y(u,v)
∂u

∂y(u,v)
∂v

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

v u
−v 1− u

∣

∣

∣

∣

= v.

(81)

Since the transformation is invertible, applying the change-of-

variable formula yields

fU,V (u, v) = |J (x(u, v), y(u, v))| fX,Y (x, y) (82)

=
v

λ2s
e−

v
λs . (83)

Hence, we see obviously that random variablesU andV are
independent, and the random variableU follows the uniform
distribution with p.d.f.

fU (u) = 1, 0 ≤ U ≤ 1, (84)

and the random variableV follows the gamma distribution
with p.d.f.

fV (v) =
v

λ2s
e−

v
λs . (85)

To this end, letW = V |g|2 andT = U

|f̂|2
, it is not difficult to

show that the c.d.f. ofW andT can be obtained as

FW (w) = 1− 2
w

λsλd
K2

(

2

√

w

λsλd

)

, (86)

and

FT (t) = λrt
(

1− e−
1

λrt

)

, (87)

respectively.
Having characterized the statistical property ofW andT ,

we are ready to study the outage probability of the system,
which is computed by

PAF
out = Pr (γAF ≤ γth)

= Pr

(

W

(

TPs
N0dm1 d

m
2

−
γthkPs
N0dm1 d

m
2

)

≤
Tγth
k

+ γth

)

=







Pr

(

W ≤
Tγth

k
+γth

TPs
N0dm

1
dm
2

−
γthkPs

N0dm
1

dm
2

)

, T > kγth

1, T < kγth

.

(88)

Then, invoking the c.d.f. ofW andT , the desired result can
be obtained after some algebraic manipulations.

APPENDIX E
PROOF OFPROPOSITION8

The end-to-end SNR can be alternatively expressed as

γDF = min

(

T

k
,
kPsW

dm1 d
m
2 N0

)

, (89)

whereT andW are defined in the proof of Proposition 7.
Hence, the outage probability is given by

PDF
out = Pr

(

min

(

T

k
,
kPsW

dm1 d
m
2 N0

)

≤ γth

)

(90)

Due to the independence of random variablesT andW , the
outage probability is given by

PDF
out = 1− Pr (T ≥ kγth)Pr

(

W ≥
γthN0d

m
1 d

m
2

kPs

)

. (91)

To this end, invoking the c.d.f. expressions given in (86) and
(87) yields the desired result.
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APPENDIX F
PROOF OFPROPOSITION9

The ergodic capacity can be expressed as

RAF = E

{

log2

(

1 +
aWT

T
k
+ kaW + 1

)}

, (92)

whereT andW is defined in the proof of Proposition 7,a =
Ps

N0d
m
1
dm
2

. Alternatively, it can be written as

RAF = E

{

log2

(

1 +
T

k

)}

+ E {log2 (1 + kaW )}

− E

{

log2

(

1 +
T

k
+ kaW

)}

(93)

= E {log2 (1 + kaW )} − E

{

log2

(

1 +
ka

1 + T/k
W

)}

.

(94)

We now look at the first item, which can be alternatively
evaluated via

E {log2 (1 + kaW )} =
1

ln 2

∫ ∞

0

ka(1− FW (w))

1 + kaw
dw

=
2ka

λsλd ln 2

∫ ∞

0

wK2

(

2
√

w
λsλd

)

1 + kaw
dw. (95)

Then, utilizing the following identity [39, pp. 54]

xt

1 + cxk
= c−

t
kG1,1

1,1

(

cxk
∣

∣

t
k
t
k

)

, (96)

we have

E {log2 (1 + kaW )}

=
2

λsλd ln 2

∫ ∞

0

G1,1
1,1

(

kaw|
1
1

)

K2

(

2

√

w

λsλd

)

dw. (97)

Applying the integral identity [36, Eq. (7.821.3)], the integral
can be solved as

E {log2 (1 + kaW )} =
1

ln 2
G1,3

3,1

(

kaλsλd|
−1,1,1
1

)

. (98)

Finally, with the help of (98), the second item can be expressed
in integral form as

E

{

1 +
ka

1 + T/k
W

}

=
1

ln 2

∫ ∞

0

G1,3
3,1

(

kaλsλd
1 + t/k

∣

∣

∣

∣

−1,1,1

1

)

×

(

λr −

(

λr +
1

t

)

e−
1

λrt

)

dt. (99)

To this end, pulling everything together yields the desired
result.

APPENDIX G
PROOF OFCOROLLARY 2

Starting from (93), we first look at the first item, which can
be computed by

E

{

log2

(

1 +
U

kZ

)}

=
1

λr

∫ ∞

0

e−
z
λr dz

∫ 1

0

log2

(

1 +
u

kz

)

du

(100)

=
1

λr ln 2

∫ ∞

0

(

−1 + (1 + kz) ln

(

1 +
1

kz

))

e−
z
λr dz

(101)

= −
1

ln 2
+

1

λr ln 2

∫ ∞

0

(1 + kz) (ln (1 + kz)− ln kz) e−
z
λr dz.

(102)

Then, with the help of the following identity
∫ ∞

0

ln(1 + x)xn−1e−vxdx =
Γ(n)ev

vn

n
∑

k=1

Ek(v), (103)

we can compute
∫ ∞

0

(1 + kz) ln(1 + kz)e−
z
λr dz = λre

1
kλr E1

(

1

kλr

)

+

kλ2re
1

kλr

2
∑

k=1

Ek

(

1

kλr

)

. (104)

Similarly, with the help of the identity [36, Eq. (4.352.1)], we
can compute
∫ ∞

0

(1+kz) lnkze−
z
λr dz = (λr+kλ

2
r) ln k+λr(ψ(1)+lnλr)

+ kλ2r(ψ(2) + lnλr).

Hence, we have

E

{

log2

(

1 +
U

kZ

)}

= −
1

ln 2
+

e
1

kλr

ln 2

(

E1

(

1

kλr

)

+ kλr

2
∑

k=1

Ek

(

1

kλr

)

)

−
1

ln 2
(ψ(1) + ln kλr + kλr(ψ(2) + ln kλr)) . (105)

Since the second item has been evaluated in (98), we now
bound the third item. Again, using the fact thatf(x, y) =
log2(1 + ex + ey) is a convex function with respect tox and
y, the third item can be lower bounded by

E

{

log2

(

1 +
T

k
+ kaW

)}

≥ log2

(

1 +
1

kλr
e−1−ψ(1) + kaλsλde

2ψ(1)

)

. (106)

To this end, pulling everything together yields the desired
result.
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