arXiv:1211.0951v1 [cs.IT] 5 Nov 2012

Decoding Delay Minimization in Inter-Session
Network Coding

Eirina BourtsoulatzeStudent Member, IEER\ikolaos ThomosMember, IEEEand Pascal Frossar8gnior
Member, IEEE

Abstract—Intra-session network coding has been shown to
offer significant gains in terms of achievable throughput anl
delay in settings where one source multicasts data to sevéra
clients. In this paper, we consider a more general scenario lvere
multiple sources transmit data to sets of clients and studyhe
benefits of inter-session network coding, when network node smez@
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have the opportunity to combine packets from different souces.
In particular, we propose a novel framework for optimal rate
allocation in inter-session network coding systems. We fonulate

the problem as the minimization of the average decoding dejain Sources.ﬁ/é

.
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the client population and solve it with a gradient-based stohastic -

algorithm. Our optimized inter-session network coding salition
is evaluated in different network topologies and compared vith
basic intra-session network coding solutions. Our resultshow the
benefits of proper coding decisions and effective rate allation Fig. 1: lllustration of multi-source data delivery on an dag
for lowering the decoding delay when the network is used by network.

concurrent multicast sessions.

Index Terms—Network coding, decoding delay, rate allocation,

Inter-session network coding, overlay networks. More precisely, we consider lossy networks with significant

path diversity where multiple sources attempt to simukane
ously deliver data to different clients, as depicted in [Eig.

The recent advances in adhoc and overlay networks hapéer-session network coding is implemented in networkasod
largely contributed to the development of network coding order to exploit the path diversity and reduce the deagdin
algorithms [[1], [2]. These networks are characterized by dielay without the need for explicit scheduling. Specifigall
variety of resources, and data is delivered from multiplge employ inter-session network coding based on randomized
sources to sets of clients through several overlappingspatlinear network coding[7]. In more details, the sources eieco
This creates network coding opportunities with possiblgéa the data with randomized linear coding and send the coded
gains in terms of throughput, delay or error robustness. Hogata to the downstream nodes. The packets arriving at a node
ever, the assumption posed by many network coding systegsg first stored and when a transmission opportunity occurs a
is that the network is utilized by a single source [3]] [4]lnetwork coded packet is sent to a child node.
This is quite restricting as multiple sessions coexist dier  The application of inter-session network coding is not,
shared network resources in most realistic scenarios. TiR&wever, a trivial task as random mixing of packets from
sharing or optimal bandwidth allocation of the overlappingifferent data flows may result in unacceptably large deupdi
paths can be considered in order to make effective use ffiays and waste of network resources. We therefore fotmula
shared resources. Alternatively, data from differenteesican 5, optimization problem to select the appropriate codingyop
be combined in network nodes with so-called inter-sessi@ions in network nodes, such that the average decoding dela
network coding algorithms_[5],_[6]. These algorithms havgy minimized among clients. Our target is to determine the
gained quite a lot of interest recently as they theoreyicalhptimal coding strategy in the intermediate network nodes a
permit to obtain throughput and delay gains compared {Re rate allocation among the intra- and inter-session ortw
multiplexing solutions. This is the type of systems that Wgoged flows. Experimental evaluation shows the validitywf o
consider in this paper. model. The application of inter-session network codingléea
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decoding delays even in challenging network settings. network coding for introducing redundancy at intermediate
The design of efficient inter-session network codingodes is considered. The benefits of joint consideration of
schemes[[8],[]9] is largely an open problem in the literaturentra- and inter-session network coding become clear ig thi
Combinations of different flows may decrease the netwovkork, and confirm our findings. However, the work in_[16]
goodput and increase the decoding delays since a largardies a wireless scenario and different challenges becom
number of packets has to be collected before the decodingapiparent like opportunistic listening, transmission rifgence
one of the flows becomes feasible. Most of the schemes in #te Gains in terms of throughput and resilience to network
literature apply inter-session network codinhg [8./[1d]1] for losses are presented in simple cross topologies and foiskitw
wireless scenarios and exploit transmission interferermeel XOR coding {(.e., COPE-based solutions). Our work addresses
overhearing of packets intended to other clients [12]. rintethe delay minimization by effective coding solutions in gen
session network coding in binary field is examined_in [8].sThiwired multi-hop networks.
scheme incorporates COPE _[12], an opportunistic networkThe rest of the paper is organized as follows. In Sedfibn I,
coding scheme for wireless multi-hop networks, and appliege provide a brief description of the intra- and inter-sessi
coding only between two wireless sessions. A distributegetwork coding techniques, and give an example that ibitessr
algorithm is provided for joint coding, scheduling and ratéhe benefits of applying inter-session network coding intmul
control. Since the perfect scheduling is not an easy tasiqurce network scenarios. We then describe in Sedtidn Il
the performance loss due to imperfect scheduling is alwe architecture of our system, which employs inter-sessio
examined. COPE is also employed hy |[13] for star shapeétwork coding for data delivery. In SectibnllV we formulate
networks where a compromise between the transmission rate novel optimization problem for optimal rate allocatiion
and the overhear rate is found for increasing network codigder to achieve minimal decoding delay. Finally, in Satif)
chances. This adaptive scheduling scheme has high conyplewie evaluate the performance of the proposed scheme in
and achieves only marginal throughput gains. The work different settings and Secti@n VI concludes the paper.
[10] proposes to control the overlap of transmission paths t
take benefit of inter-session network coding. The authors in I1. INTER-SESSION NETWORK CODING
[11] decouple the streaming over wireless networks into two

: .~ Network coding has been proposed as an alternative to
independent problems, namely rate-control and scheduhnﬁ - . ! )

o : . e traditional routing and scheduling algorithms deptbfer
This introduces some delays in order to increase the COd'Hgtwork data delivery. The main idea of network coding is
opportunities for wireless streaming scenarios. A digted to allow intermediate network nodes to process packets and

algorithm for the multi-commodity transmission in networli . o . . ;
. . . . ansmit combinations of incoming packetsThese simple
with two sources is developed inl[9]. Inter-session network

coding is used along with backpressure routing and the roeqeratlons performed in the network nodes result in an in-

. . reased throughput, which potentially implies a decreasies
sulting scheme has complexity comparable to that of paral&lay required for data delivery. Network coding also erean
multi-commaodity flow problem (without network coding). robustness to packet losses '

The extension of inter-session network coding to multi- ; . . : .
. S : . The gain obtained by applying an inter-session network
hop wired scenarios is challenging and until now only few

works have addressed it [6]. [14]. J15]. Specifically, a fisf coding scheme can be illustrated by the classical example

algorithm has been proposed in [6] for data multicastinge Tr(]jepmted n F|g[]2.. In this examp_le, we CO’?S'der a butterfly
. o . ; network with two simultaneous unicast sessions. The nétwor
sessions are divided into groups according to a parameter :
. . IS composed of two sources; and S, and two clientsC,
that measures the overlap among the different sessions an

. . N L and C,. The clientC; is interested in receiving the packets
inter-session network coding is implemented only insideEséh . L . -

: from the sourceS; and the client’; is interested in receiving
groups. The results show increased throughput and redu?ﬁd

bandwidth consumption; however, the delays and packe:tﬂ;os? € packets from sourcé,. The intermediate node and

are not addressed. The work in_[14] follows a pollution-fre&’ can either act as rela_ly nodes by _S|mply foryvardmg the
Ihcoming packets according to a certain scheduling policy o

approach, where inter-session network coding is restricte . . : .
rform inter-session network coding on the input messages

only to the sources that the clients want to receive. Eagh . . . .
L o . . Il links have a capacity of one packet per time slot. In this
network link is split into conceptual links that carry allgsible .
topology, each session has only one path from the source to

combinations of flows and the clients connect to the lin . o
. . . the client and paths are overlapping in the segment between
containing the sources they are interested in. When eaehtcli .
the nodesl; and I,. Hence, when the nodd; simply

is interested in a single source, then the system perfortras in X . .
session network coding only. Decentralized pairwise mskwoswreS and forwards the incoming packets (Eig. 2a), the link

coding is proposed in[[15] for optimized distributed ratéjl’b).be.comeS a bottleneck since it can only Sl_Jpport the
! : = L ._transmission of one packet per time slot. Depending on the
control. Fairness is taken into account for achieving slycia

optimal behavior and noticing throughput gains. Althoulgis t scheduling pohgy that nod# adopt;, e, Wh'Ch. packet will
. T : ... be forwarded first), one of the clients experiences an extra
approach is interesting, it is not obvious to understandhéf t

gl%lay with respect to the other client. Moreover, in thisecas

results can be generalized to larger topologies and how tthe additional bandwidth provided by the links;, ) and
system’s performance scales with the number of sources. b

The closest work to our SFUdY is the_ scheme ?OnSid_ered inIn this paper, we use the term “packet” or “symbol” intercheably to
[16], where the parallel application of intra- and intessien denote the elementary entity in coding operations.
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Fig. 2: lllustration of (a) routing and (b) inter-sessiortwerk coding in a butterfly network with two unicast sessions

(S92, Cy) remains unexploited, since the information deliveredre the vectors of coding coefficients and source packets,
on these links is useless for the clients. It is obvious thmt, respectively.
this simple topology, routing in the intermediate nodesi®ea In inter-session network coding, the operations performed
to a suboptimal solution and a rather conservative utibzat in the network nodes consist in linear combinations of pack-
of the network resources. ets from different sources. In particular, if we denote as
On the contrary, if the intermediate node implements x; = [z51,...,25n.] andas = [as1,...,as n,] the vectors
inter-session network coding and combines the incoming-paof source packets and the corresponding coding coeffica#nts
ets from the two sessions as shown in Eid. 2b, the performarsoairces, an inter-session network coded packet can be written
of the network can be improved. In particular, if the ndde in the form
implements inter-session network coding, the network dode s s N
packet, that contains information of both sources reacbés b y = Z a,z,” = Z Z s ks i )
s=1

)

clients at the same time. Both clients are able to extract the
information that they are interested in by solving a simple
system of equations which is formed of the network codesherez, ; represents thé™™ source packet of source and
packet and the packet that the clients have received directl ;, is the corresponding coding coefficient, which is drawn
from the sources. Even though the clients are not interéstedrom a finite Galois field Gk according to a uniform
the information contained in the uncoded packet, this pacldistribution.S is the set of sources in the netwok= |S| is
is still useful for decoding the requested data. The netwoittke total number of sources aid, is the number of original
throughput is improved with inter-session network coding a source packets of the" source. Depending on the sessions
both clients experience the same delay. In addition, altodt that are encoded together in each network coded packet, some
resources are fully exploited in this case. of the vectorsa can be all zero vectors. It is worth noting
We provide now more details about the linear networthat if as = 0, V s € {1,2,..,S}\j, (i.e, only packets
coding operations that are considered in this paper. Irctigs, from sourcej are combined to generate the paclgtEq. (2)
network coded packet is represented as a linear combinati@comes equivalent to Ed. (1) and reduces to a case of intra-
of the original source packets. In intra-session netwodirog, session network coding. In order to make the decoding psoces
any network coded packet can be thus expressed in the fof@easible, the network coded packets are augmented with a
header of length)  _¢ N,log(q) bits, which contains the
network coding coefficients. It becomes clear that the sielec
of the size of GH{) results from a trade-off between the
size of the overhead and the probability of generating tigea
where z;, is the k" source packetq, is the corresponding dependent packets, which evolves@él /q) [7].
coding coefficient that has been randomly selected from theAt the clients, the decoding of a particular source is accom-
finite Galois field GF{) of sizeq and N, denotes the number plished by means of Gaussian elimination on a set of packets
of source packets. The bold font is henceforth used to repteswhen a sufficient number of intra- or inter-session network
vectors. Thus,a = Ja1,...,any,] andx = [z1,...,2y,] coded packets is collected. Specifically, upon receiving a

s=1 k=1

N
y=az" = apy, )
k=1



network coded packet, the client stores the body messatgsign coding strategies that are able to exploit efficyettd
of the packet in the vectoy and the packet header in theavailable network resources.
matrix A. Thus, each row of the matrid contains the coding
coefficients of the corresponding encoded packet stored in
y and encompasses all the transformations sustained by the
packets as they travel through the network. The decoding ofWe now describe in details the system that we consider
sources is possible from any subset of rows of mateithat in this paper. The network is modeled as a directed acyclic
(i) contains at leasiV, linearly independent rows with non-graphg = (V, &), whereV is the set of network nodes and
zero coefficient vectors at the position corresponding toe® & the set of network links. The links are characterized by a
s and (ii) is full rank,i.e., the rank of the matrix formed by this capacityc;;, which is expressed in packets per second, and an
subset of rows is equal to the number of variables with nogverage packet loss rate;, where(i, j) € £ denotes the link
zero coding coefficients. Thus, if we denote ASthe matrix between the nodesandj, with 7, j € V. We also assume that
formed by the rows that satisfy the above two conditions aitde propagation delay on each link is negligible.
asy’ the corresponding vector of encoded packets, then thele assume that our network consists of a sef sources
packets of thes™ source can be recovered by solving th& = {s}, s =1,2,...,.S, a set ofM network clientsC = {c},
following system of equations c=1,2,...,M and a set of intermediate network nodés
, ;T We thus haveV = § U C U Z. An illustration of the
y=Az, (3)  system that we consider is depicted in Fig. 1. The sources
wherex = [T11,..-,T1Nys--+Ts1,---,Ts N.,---] IS the simultaneously transmit uncorrelated information to tted-n
vector of the original source packets from Allsources. It is work clients. Each client is interested in receiving onlyeon
worth mentioning thatc cannot be decoded fully in Ed.](3),0f the sessions. Prior to transmission by the sources, mndo
and only the symbols of thé" source are primarily recovered.linear combinations of the original packets that belonghi t
To summarize, the decoding of sourcean be performed same sources are performed. This permits to generate packet
from intra-session network coded packets, inter-sessi&n nof equal importance at each source and thus to alleviate the
work coded packets or from a combination of packets froneed for precise packet scheduling mechanisms. Moreaver, i
both categories. The last two cases lead to decoding adalitioenhances the network resilience to packet losses, since any
packets along with the packets of sourge We assume subset ofN; linearly independent coded packets is sufficient
that these unnecessary packets are simply dropped by fitiedecoding. Finally, it provides high packet diversity ttee
client, which is only interested by data from one sourcéystem, which enables an easier and better exploitationeof t
By construction of the network coded packets, the codinggtwork resources.
coefficients’ vectors contain many zeros. In an attempt toIntermediate network nodes perform the task of storing,
reduce the decoding complexity, the rows and the columnsa@fmbining and forwarding packets to the next hop nodes in
the matrixA’ can be reorganized such that the resulting matrix push-based policy. In particular, intermediate nodesesto
is in the row echelon form. The vectotg and x also have the incoming packets, randomly combine them and forward
then to be reordered correspondingly, so that Elg. (3) yialdshe resulting packets on the output links, whenever there is
valid expression. a transmission opportunity. However upon receiving a packe
Even if inter-session network coding appears as a nathe nodes first examine whether this packet is innovativh wit
ral extension of intra-session network coding, the desifjn mespect to the packets stored in the nodes’ buffers. A pasket
effective coding solutions is not trivial. While intra-séen considered innovative when it increases the rank of theesyst
network coding has been shown sufficient to achieve tfiermed by the set of packets that exist in the node’s buffer.
maximum rate in the case of a single multicast [2]/[17], thiem other words, a packet is classified as innovative when it
optimal inter-session network coding solution is still ggen cannot be generated by simply recombining the packets that
probelm. The coexistence of several sources in the netware already stored in the node. Packets that are non-innevat
poses challenges on the construction of the network codase dropped immediately as they do not provide any novel
Random mixing of all the input packets in the intermediati@formation. The innovative packets are processed anédtor
network nodes obviously results in suboptimal performandethe nodes’ buffers which are considered to be large enough
since it would then be necessary to send information abbut @ accommodate all the received packets.
sources, blindly to all clients. However inter-sessionamek The percentage of the intra- and inter-session networkatode
coding can still be more efficient than solutions based oe pysackets that are forwarded by the nodes is determined by
intra-session network coding [18]. Clearly, there existisade- the coding policy. The design of effective coding policies i
off between the increase in the information content per paclexactly the topic of this paper. In that perspective, wehfeirt
(i.e., the number of sessions that are mixed together), and theed to define packet types and notation. Let us define as
decoding delay experienced by the clients. In addition,esorfl = {t}, ¢t = 1,2, ...,2% — 1, the set of possible packet types
of the clients might even not have sufficient bandwidth tthat can be generated in the network. Every packet type
collect the necessary number of inter-session coded packeipresents a particular combination of sources includitrgi
for decoding the source that they have subscribed to. In thession network coded packets. With every packet typg™
following sections, we focus on the problem of identifyitngt we associate a subset of packet tyffes. 7 and a subset of
cases where inter-session network coding is beneficial and sourcesS; C S. The elements off; are all the packet types

Ill. CODING SYSTEM DESCRIPTION



TABLE I: Notations. they have subscribed to. Our objective is to find the optimal

i) capacity of the link(i, j) in packets/sec coding policy in the network nodes defining the number of
mi; | packet loss rate on the link, j) packets of each type that have to be generated and forwarded
N number of packets in source ; T
. : on the output links so as to minimize the average expected

T set of all possible packet types that can be generated ir| the . .

network decoding delay observed at the client nodes. We formulate an
Te set of all packet types that can be used to form packets of optimization problem and derive the optimal coding strateg

type ¢ using stochastic approximation algorithms
St set of all sources that are combined to generate packets of 9 PP 9 ’

type ¢

Tt,s set of all packet types that can be used to form packets of
type ¢t and contain source

A; set of parent nodes of node A. Computation of the expected delay

D; set of children nodes of node

fi; | flow rate of packets of type on link (i, 5) The time delay experienced at a client before it collects
7L innovative input flow rate of packets of tygeon link (i, 5)

a decodable set of packets depends on the coding decisions

w;; | probability of forwarding a packet of typeon link (z, j) implemented in the intermediate network nodes and the inno-

P?(k) | probability of decoding source with exactly k& packets at

client ¢ vative rate of each packet type. The expected delay observed
Pt probability of receiving a useful packet of typeat clientc at a client node can be computed by estimating the average
d. | average delay for receiving one packet at client number of packets that the client receives before it is able t
D3 expected delay observed at clienfor decoding source

— decode. To this end, let us assume that the cliesiinterested
D average expected delay . .
in receiving data from sourceand denote a®)? the average
delay observed at clientfor receiving a sufficient number of
packets in order to decode this data. This delay can be writte
that can be combined in order to form packets of typ&he as
subsetS; contains all the sources whose packets are combined o
in a network coded packet of type In addition, we define D; =d. Z kP (k) (4)
the subset7; ; C 7;, which includes all the packet types in k=N,
T; that contain data from source According to our model,
every network node forwards to its neighbor nodes all orwherek is the number of packets that clienteceives before
subset of all the possible packet types, depending on ttee tygeing able to decode the information that it is interesteahid
of the incoming packets and the coding strategies in thesiod®# (k) stands for the probability of decoding this information
Hence, the capacity;; of the link (i, j) is partitioned into after receiving exactlyc packets. The constam}. represents
several packet flows, each corresponding to a certain pacttet time needed for receiving one packet and we approximate
typet, and every packet flow is allocated a ratefgﬁjf packets it as
per second. Whenever a transmission opportunity occurs on 1
the link (¢, j), the node selects randomly a packet typey de = 2767
. e . . . t . neA, “nc
sampling a probability distributiom;; = {w},},t € T, which
determines the relative number of packets of each type to
transmitted. In particularny}; = f;/ci; is the probability of
sending a packet of typeon the link (7, j). Then, the node 3
randomly combines the available packets to generate a pack .
of type tythat is sent on the outpuri link. Thegnetwork clitte)nts,eit shoulq be pointed out here that, for the sake of con-
decode the network coded packets as described in S@tiorisﬁ,tenq./'k in Eq. (2) represent§ not only the pac.kets, either
and extract the information that is relevant to the sesgian t "novative or not that reach C|I§I’<ﬂ; but also the time slots
they have subscribed to. The delay experienced by the slieWthen no packet arrives at the client. In other_ W(_)rds, Whernev_e
for collecting a sufficient number of packets for decoding S pa(_:ket is lost on the channel or a trgnsm_|35|on op_portumty
driven by the number of innovative packets that they receiv@ sk_lpped by a parent node, we °.°T‘5'der it as equivalent to
which is a function of the flow rates and the network topologrece'vIng a useless packet. The minimum number of packets

Tablell summarizes the notation used throughout this papt ?éeng[jafol-:edniioiihng ;?:bzgillji:fle; Sggsgrr?gtcv?t;iéi\g pc;:ke

thanN; (i.e, k < Ny) is equal to zero. The upper limit of the
IV. DECODING DELAY MINIMIZATION summation in Eq.[{4) is the maximum number of packets that

As we have seen above, the coding strategy implemengglient may receive before it is able to decode. Theordyical
in the network nodes is key to the effective performandBis number goes to infinity. In practice, however, thereagisv
of inter-session network coding systems. We propose in ti§i%ists a large enough number of packéfs,.. for which
section a solution for minimizing the average decoding yleldhe probability of decoding with less thefi,,., packets is
among the client population. This can typically be achiewed arbitrarily close to 1.
limiting the number of packets that each client has to decode The probabilityP?(k) of decoding the packets of sourse
We first derive a model for estimating the expected delay at clientc with exactlyk packets is the probability of forming
the clients required to decode the packets of the source thdtill rank system upon receiving thé& packet, but not earlier

\%\ereAc denotes the set of parent nodes of clier#tnd c,,.
represents the capacity of the network links serving thentli



than that. This probability can be written as follows

HOEDSI7R S S) DI
t*eT k1 ko
k—1
g(kzl,kg,...,km—,(k—l—Zkt)) ®)

teT

IT e - Zpi)k_l_fgkt}

teT teT

where k; denotes the number of useful packets of type
out of the total number of — 1 packets received by the
client c. Since P?(k) is the probability of decoding source
s with exactly k packets and not less than the range of

values ofk1, ko, . .
condition. In particular, thé _, . k; packets should contain
a subset of packets that, when increased by itAepacket,

yields a full rank decodable system for tk® source. The

., ki can be computed so as to satisfy this

as follows

argminD = argmin
{ri;} {ri;}

1
TP
|C| ceC
s.t.

r>0,vteT
> ol < eig(1—mij), V(i j) € €

teT
=0t [L( X Yofi)=ovteT, vijee
s€ES; t'ETi,s kEA;
St SN i Vte T, Vse S, Vi j) €€
t'ETt,s €Tt s kEA;

S S i< ra VEET, Vs €8, Vie V\S

teTt,s kEA; leDs
(8)

The first two constraints of the optimization problem in
Eq. (8) arise from the fact that the input innovative flow for

term p’, represents the probability that a useful packet of YR&ery packet type is non-negative and the total input intiowa

t arrives at client. t* denotes the type of the last, g, k™)
packet andp’” is simply the probability that this packet is of

flow on a link cannot exceed the effective bandwidth of the
link, respectively. The third constraint states that thevfiohat

type t*. A packet of typet is characterized as useful whenyannot be generated due to the unavailability of some of the

it is innovative with respect to the packets that clienbas
already received. Hence, this probability is written as
t

¢ _ Lined. Tne

Pe=T (6)
2 neA, Cne

which defines the probability’, as the fraction of the total

input innovative rate of packets of typg r!,, over the

17

necessary component flow should not be allocated any rate.
The fourth constraint states that, for every packet tydehal
components have an innovative flow on the output links that
is upper bounded by the input innovative flow. Finally, the
last constraint is similar to the fourth constraint exceptthe

fact that the total input innovative rate is upper bounded by
the total innovative rate provided by the sources. We ilast

the meaning of the two last constraints with the following

total input bandwidth. After combining EqEl(4) arid (5), w&xample.
obtain the following closed form expression for the expéctg=yample. Let us consider a node in the network that receives

decoding delay at client that decodes source as

Di=d.d» pl Y > ...

t*eT k1 ko
t\kt
ke L)

kilko! .. k! (pr;)

teT

(@)

>

kT

> k42
teT

The detailed development of Ed. (7) is provided in the Ap-

pendix.

B. Optimization of coding decisions

innovative intra-session network coded packets from ssutc
and B at ratesr 4 andrp respectively. The node is forwarding
intra-session network coded packets of sourdesnd B and

also combined packets of the two sources. This scenario is
illustrated in Fig.[3. If+/,, vz and+/,; are respectively the
innovative rates of the three types of flows delivered to the
next hop nodes, then the third constraint in the optimizatio
problem in Eq.(8) states that

T’y <7Ta

rg <rp
A . ! !
g <min(rg —ry,rg —rp)

The above example illustrates that the maximum rate akaocat
to the flow of combined packets is upper-bounded by the

We are now able to formulate the delay minimizatiominimum of the available innovative rates for each componen
problem that seeks for the optimal coding decisions at tiflew. For example, ifr4 — vy, < rg — 5, any additional rate
network nodes and the corresponding allocation of rate gmaallocated to the combined flow, such that; > 4 —1/, does

the different packet types. Specifically, we want to detaemi
the probability distributiorw;; = {w};} according to which

every node pushes packets on its output links, or equivglen
the flow ratesffj > 0 for all the packet types and for

not carry any novel information with respect to the source
A. Therefore, it can rather be used for intra-session network
toded packets from sourc® with the same impact on the
decodability.

all the network links. The optimization problem consists in The minimization problem defined in Ed.](8) is in general

minimizing the average expected delByand can be written

non-convex and the number of variables increases with the



of the links 1-10 varies in the intervdl, 5] packets/sec and
the packet loss rate is set 55%. The proposed inter-session

rh P . .

B = ) fasra network coding scheme outperforms the baseline network
—— . / N . . . .
—»‘ = 4B "R STB coding scheme in the whole range of capacity values. Higher

A v 'y <min(ry — 'y, rg — 1) gain in terms of delay is observed in the presence of heavy

bottlenecks,i.e.,, when the ratio of the input to the output
bandwidth in the first hop helper nodes is high. The gain
i ) o . drops gradually as this ratio decreases. The performartte of
Fig. 3: lllustration of the fourth constraint in the opur_aimn inter-session scheme approaches the one of the intrasessi
problem of Eq[(8). The rate allocated to the combined floferyork coding scheme, as the bandwidth becomes sufficient
does not exceed the minimum of the remaining packets in €3¢fy.ansmit complete intra-session network coded sources.
input flow. For the same network settings, Higl 6a illustrates the atim
rate allocation of innovative packet flows obtained for the

) ] ) proposed inter-session network coding scheme for thrée lin
number of sources and links in the network, which rende&%pacity values, namely 1, 3 and 5 packets/sec. We can

the search space huge. In order to find the optimal solutiqfhserye that the optimal network coding strategy is to fodwa
we use the SPSA (Simultaneous Perturbation Stochastic Afinhined packets of sourcés and.S; on link 2 and to utilize
proximation) algorithm [[19], which is an efficient gradientyme pandwidth on links 1 and 3 to transmit intra-session
based stochastic algorithm for finding a good approximatio.nyork coded packets that are used to decode the intdosess
of the global optimum in multivariate non-convex optimibat  nenyork coded packets. Thus, the system transmits on links 4
problems. With the solution of EqLI(8), the flow rate fol,\4 10 some packets that are not explicitly useful for ttien
each packet type can be computed fs = ﬁcm C; and Cs, but that are exploited to decode the inter-session
and the allocation vectow;; with w% _ ii is ’givelrjw for netW(_)rk coded packets. This leads to re_duceo_l decod_ing delay
all intermediate nodes. i for cllgntscl andCjs a_t the expense of slightly increasing the
decoding delay for clienCs. Indeed, part of the bandwidth
that is utilized to provide packets of sour6g to clientCs in
the intra-session network coding scheme becomes dedicated
We now evaluate the performance of our inter-sessido flows of packets that are useful to decode inter-session
network coding system with the proposed rate allocatioh-tecnetwork coded packets. As the ratio of the input bandwidth
nigue. We compare the inter-session network coding schemesr the output bandwidth decreases, the proportion of the
with a baseline intra-session network coding solution wheinter-session network coded packets also drops and thaalpti
network coding operations are performed across packetscofling strategy converges to an intra-session networkngodi
the same session. In order to obtain the optimal rate altwtatsolution.
for the baseline scheme, we simply modify the optimization The decoding delay for each client is finally depicted in
problem in Eg. [(B) and restrict the coding operations t6ig.[7a for the same network settings. We can see that for
combinations of packets of the same session by setting the whole range of capacity values, the cliedts and Cs
rate of the inter-session network coded flows to zero. have lower delay with inter-session network coding, wherea
To validate the correctness of our model, we provide resultBent Cy experiences a slightly higher delay. This yields an
for two small size network topologies illustrated in Fid. 4pverall gain in the average decoding delay over the network.
though our findings can be extended to any arbitrary topolodhhis is due to the fact that some of the network clients have
Both topologies that we consider consist $f= 3 source very scarce resources and are significantly affected by the
nodes,M = 3 client nodes and 6 intermediate nodes. Evenyetwork bottlenecks when only intra-session network cgdsn
client is interested in receiving packets of only one of thiemplemented. For example, (see Higl 4a), the clignhas two
available sources, as shown in Fig. 4. The original packetaths that are fully dedicated to its source of interest. éiax;
are encoded at the sources with randomized linear codingthe clientsC; and C5 each have only one path that share a
increase the symbol diversity and then forwarded to the needmmon segment. Hence, the performance of the intra-sessio
hop nodes. The size of the GF for coding operations is saiding solution is limited by the bottleneck that is created
to ¢ = 256. We assume that the size of the dataMis = 10 by the overlapping paths. Moreover, the intra-session oetw
packets for all sources and every source node is transgitticoding strategy fails to fully utilise the network resowscas
with a fixed rate of 3 packets/sec over each outgoing link. Tlseme of the links cannot forward useful packets and thus
intermediate nodes randomly forward network coded packeisme capacity remains unexploited. However, the overlap of
according to the rate allocation obtained from the solutibn the two paths creates opportunities for inter-session artw
the optimization problem in E.](8). Finally, the clientcdde coding. When packet combinations of different sources are
the source of their interest upon collecting a decodabl®fetallowed, the network links can be utilized to supply useful
packets. packets to the other clients in the network. This permits to
In Fig. we present the average expected delay exjpetter exploit the available capacity and to redistribute t
rienced by the network clients as a function of the linkexisting network resources more fairly among the clients.
bandwidth for the topology depicted in Fig.]4a. The capacitfence, by slightly penalizing client;, the system manages

V. PERFORMANCE EVALUATION
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(a) Topology 1 (b) Topology 2

Fig. 4: Examples of two network topologies with three coment unicast sessions. The paths connecting the clientstinst
source of their interest are highlighted with differentarsl The notatiorC;(.S;) implies that the clienC; requests data from
the sources;.
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Fig. 5: Comparison of the minimum average delay achieved wie optimal rate allocation for the proposed inter-sessio
network coding scheme, and the baseline intra-sessiononetwoding scheme for the topologies illustrated in FEig. 4.

to achieve a better average performance. As discusseédreartiase is mostly driven by the available bandwidth rather than
the advantage of inter-session network coding decreagbs ashy the coding scheme. In particular, every client has twapat

bandwidth increases to a value that is sufficient for trattBmgi  to the source and both paths overlap with a path of the other
each source at their source rate. sources. Due to this symmetry in the network topology, the
minimum delay can be achieved by allocating equal amounts

. I . . O'0%¥ pandwidth to each of the sources and cannot be further
ilustrated in FigL4b. As previously, the capacity of theks reduced by inter-session network coding. In other words, th

varies in the rang@l, 5] packets/sec and the packet loss rate Retwork does not create any opportunities for packet mixing

set to5%. From Fig[5b we observe that the performance of thaecross different sources. In fact, as depicted in Eig. 68, th

roposed inter-session network coding scheme coincidés wi .. S ) . .
brop 9 optimal rate allocation in this case contains only intrassen

the performgnge of the baseline intra-session netWorkng)d'network coded flows. Interestingly, our scheme is however
scheme. This is due to the fact that the performance in this
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Fig. 6: Optimal rate allocation of the innovative packet ffoabtained with the proposed inter-session network codihgree
for the topologies illustrated in Fif] 4.
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Fig. 7: Comparison of the decoding delay experienced by #tevark clients for the proposed inter-session network mgdi
scheme and the baseline intra-session network coding scfamthe topologies illustrated in Figl 4.

generic and includes the pure intra-session network codipgckets that facilitate decoding at the clients when inter-
scheme as a potential solution. The above results are furtBession network coding is implemented in the intermediate
supported by the decoding delay experienced by each cliemydes.
as presented in Fig._b. We can see that both schemes provideig.[9a illustrates the improvement in the average expected
the same delay for every client, and that it cannot be impitovedelay experienced by the network clients when the dashed lin
by combining packets from different sources. links are added to the network. It confirms that the addition
In a third set of experiments, we consider the topologyf these links creates opportunities for inter-sessionvor
depicted in Fig[B that consists &f = 3 sources,M = 5 coding and eventually reduces the decoding delay. On thex oth
clients and 6 helper nodes. The capacity of the sourcesubutpand, it is clear that the addition of these links cannot anha
links and the clients’ input links is set to 30 packets/sdte T the performance of the system when inter-session network
links that are represented with dashed lines have a capacitgling is not enabled. When only intra-session networkrapdi
fixed at 10 packets/sec. The capacity of the rest of the linlssimplemented, the average expected delay in the presénce o
varies in the interva[5, 30] packets/sec. We observe that thelashed line links is identical to the one achieved withoaséh
links in dashed lines cannot provide packets that are djreclinks (the green line in Fid. 9a coincides with the black Jine
useful for clients if only routing or intra-session networkThis confirms the fact that the dashed line links cannot gi®vi
coding are implemented, since they do not lie on a paffackets that are explicitly useful for clients. Finally, wan
connecting the clients with the sources that they requesbserve that without the dashed line links, the proposesd-int
However, these links are helpful for delivering network edd session network coding scheme performs close to intraesess
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network coding solution in the topology of Figl 8.

The above conclusions are supported by the rate allocatior
that achieves the minimal average decoding delay. [Ei§). 9h
shows the optimal allocation of the input innovative rate
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total input innovative rate [packets/sec]

for clients Cs and C5 for increasing values of capacities. jﬁ |
The schemes under comparison are the proposed intersessic 20} 1
network coding scheme and the intra-session network coding O PUEr—
scheme. We can notice that for the pure intra-session nktwor Client C, Client Cg

coding scheme, the introduction of the dashed line linkssdoe ()

not change the optimal rate allocation solution. For therint

session network coding scheme, when there are no dashed fifg 9: (a) Average expected delay experienced by the n&twor
links, the optimal solution is very close to the intra-sessi clients and (b) optimal allocation of the input innovatise
network coding solution. We can thus conclude that in thfgr clients Cs and Cs, for the topology depicted in Fid.l 8,
particular topology there do not exist many opportunities f when intra- or inter-session network coding is deployede Th
inter-session network coding in the absence of dashed litgses A and B correspond respectively to the addition, qr not
links. However, we can see that the addition of these linkg the dashed line links.

leads to a different rate allocation solution where sigaific

amounts of the available bandwidth are allocated to inter-

session network coded flows. In particular, we can obserygtermine the optimal allocation of the intra- and intesssen
that clients C; and C5 benefit from the combination of heyork coded flows in the network nodes. We show that
sourcessy and s3; they also receive intra-session network,iar.session network coding achieves a better exploftai
coded packets from sources and s; respectively, So that \e gyajlable network resources and offers significantsgain
the decoding is facilitated. Moreover, we can see that as fa¢ms of decoding delay in networks with heavy bottlenecks.
capacity of the bottleneck links increases, the rate of éoe® |, |ess favorable topologies, inter-session network cgdin
flows diminishes. This is in accordance with our intUitiorberforms close to pure intra-session network coding as the
and the above findings. When the bandwidth is sufficient, @llier is essentially a special case of inter-session rmétwo
the packets can be provided as intra-session network codefing in our proposed system. The results of our simulation
packets. indicate that inter-session network coding can potegtiai
troduce gains in terms of decoding delay to networks with
VI. CONCLUSIONS heterogeneous clients,e., clients with different access to
We have proposed a delay minimal solution for rate athe network resources. However, the full characterizatbn
location in multihop networks. Our scheme minimizes theetworks where inter-session network coding is superior to
average expected delay experienced by the network cliema-session network coding still remains an open questio
by allowing intermediate network nodes to transmit packekdoreover, though the proposed method is generic and can
that are combinations of different sources. Specificallg, woe applied to an arbitrary number of sources, the increased
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complexity of the solution prevents its utilization in rehe with parameters = Y k, + 1 andp = >_ pl and is equal to

applications. Our future work will focus on the design of teT teT
distributed low-complexity inter-session network codadgo- Sk +1
rithms that would allow to take the optimal coding decisions o= T_er (12)
in the network nodes in real time. p t;pi
Combining Eqs[(1l1) and(12), we obtain the result in Eg. (9).
APPENDIX Finally, Eq. [T) can be obtained by substituting the term

Let us consider a discrete random variablgith a probabil- k:z]:\, kP2 (k) in Bq. (2) with Eq. [9).

ity mass function (pmf) given by? (k) as defined in EqL{5).
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