# The Price Augmented Risk Premium, theory and applicaton. 

Marco G. Ercolani*<br>Department of Economics, University of Essex, Colchester, UK CO43SQ, marco@essex.ac.uk

May, 2000.


#### Abstract

This note proposes the Price Augmented Risk Premium (PARP), a decomposition of the multivariage risk premium associated with price and income uncertainty. The PARP is used to measure the likely impact on welfare arising from price fluctuations experienced by UK households over the period 1963-97.
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## 1 Introduction.

Ever since the seminal work of Von Neumann and Morgenstern (1944), much of the literature on consumer welfare under uncertainty has focused on uncertainty in income. However, consumers also face uncertainty in prices and this raises the possibility that uncertainty may increase expected welfare. This is because relative price movements may create additional opportunities for consumers to substitute between goods. The aim of this paper is to extend the analysis of consumer utility to include price uncertainty as well as income uncertainty. In order to do this the Price Augmented Risk Premium (PARP), a decomposition of the scalar multivariate risk premium, is proposed and estimated.

In much of the research, the multivariate risk premium has been defined as a vector of risk premia the economic agent is prepared to pay to avoid the uncertainty associated with each stochastic variable. This definition can be found in Pratt (1964) where it is called "risk aversion in the small", in Kihlstrom and Mirman (1974) where it is called the "directional risk premium" and in Duncan (1977) where it is called the "approximate risk premium vector". To the best of my knowledge, the first formal definition of a multivariate risk premium as a scalar is to be found in Karni (1979). Karni calls this the "risk premium of local risk aversion" which has the same specification as the premium defined in equation (1) below. Karni's contribution is to state "the restrictions that must be imposed on ... two utility functions in order that one requires a higher risk premium than another for every small multivariate risk." ${ }^{1}$

The PARP proposed in equation (6) is a decomposition of Karni's risk premium into components that are and are not affected by monotonic transformations of the utility function. Components affected by monotonic transformations of the utility function are associated with much studied attitudes to income risk aversion. Components not affected by monotonic transformation of the utility function depend only on ordinal aspects of preferences which can be estimated using standard demand systems.

In section 2 the theory underlying the scalar multivariate risk premium and its decomposition into the PARP are outlined. In section 3 the PARP is estimated using data on UK households. Section 4 concludes.

## 2 The Theory.

Presented in the next two sub-sections are the Scalar Multivariate Risk Premium and its reformulation into the Price Augmented Risk Premium. Equation (6) illustates how the multivariate risk premium nests the risk premium based on the Arrow-Pratt measure of Absolute Risk Aversion.

### 2.1 The Scalar Multivariate Risk Premium.

This sub-section recalls the multivariate risk premium developed by Karni and reported in equation (3.1) of his 1979 paper. Any risk premium is generally defined as the difference between the expected value of a lottery and the certainty equivalent of that lottery. ${ }^{2}$ If an individual is facing a fair lottery, fair insofar as the expected payoff is

[^1]zero, the same risk premium can equivalently be defined as the maximum the individual is prepared to pay to avoid the fair lottery. The scalar multivariate risk premium presented here is defined as the maximum the individual is prepared to pay in order to avoid a fair lottery in price and income uncertainty. Thus, this premium is the monetary value the consumer puts on removing all variances and covariances in prices and income. The lottery in this case is fair, by construct, because the expected payoff is taken at the mean expected values of the stochastic variables using second order Taylor series approximations. This premium is therefore not the exact risk premium ${ }^{3}$ but rather a risk premium for localised (small) uncertainty.

Proposition 1 Define the multivariate risk premium by equating expected utility under uncertainty to utility under no uncertainty once the risk premium $\pi$ has been paid, $E[V(\Psi)]=V(E[\Psi]-\Pi)$. This multivariate risk premium is approximated by,

$$
\begin{align*}
\pi \approx & \frac{1}{2} \sum_{i=1}^{n} \frac{-\partial^{2} V / \partial p_{i} \partial p_{i}}{\partial V / \partial m} \sigma_{p_{i} p_{i}}+\sum_{i=1}^{n} \sum_{j \neq i}^{n} \frac{-\partial^{2} V / \partial p_{i} \partial p_{j}}{\partial V / \partial m} \sigma_{p_{i} p_{j}} \\
& +\sum_{i=1}^{n} \frac{-\partial^{2} V / \partial p_{i} \partial m}{\partial V / \partial m} \sigma_{p_{i} m}+\frac{1}{2} \frac{-\partial^{2} V /(\partial m)^{2}}{\partial V / \partial m} \sigma_{m m} . \tag{1}
\end{align*}
$$

where all derivatives are evaluated at mean values, $E[$.$] is the expectations operator,$ $V($.$) represents the indirect utility function, m_{t}$ represents total expenditure at time $t$, $\sigma$ 's represent the covariances $\sigma_{x y}=\operatorname{cov}(x, y)$, the p's represent prices,

$$
\Pi=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
\pi
\end{array}\right], \quad \Psi=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\vdots \\
p_{n} \\
m
\end{array}\right], \quad \bar{\Psi}=\left[\begin{array}{c}
\bar{p}_{1} \\
\bar{p}_{2} \\
\vdots \\
\bar{p}_{n} \\
\bar{m}
\end{array}\right]
$$

and $\bar{\Psi}$ represents the mean values of $\Psi$.
Proof. The PARP is defined by equating expected utility under uncertainty to utility under no uncertainty once the risk premium has been paid and prices and incomes have been fixed at their expected mean values. This is expressed by,

$$
\begin{equation*}
E[V(\Psi)]=V(E[\Psi]-\Pi) \tag{2}
\end{equation*}
$$

where $E[$.$] is the expectations operator. Taking Taylor Series approximations of the$ left and right hand sides of equation (2) gives equations (3) and (4) respectively.

$$
\begin{align*}
E[V(\Psi)] & \approx E\left[V(\Psi)+V_{\Psi}(\Psi-\bar{\Psi})+\frac{1}{2}(\Psi-\bar{\Psi})^{\prime} \frac{\partial^{2} V}{(\partial \Psi)^{2}}(\Psi-\bar{\Psi})\right] \\
& \approx V(\bar{\Psi})+\frac{1}{2} E\left[(\Psi-\bar{\Psi})^{\prime} \frac{\partial^{2} V}{(\partial \Psi)^{2}}(\Psi-\bar{\Psi})\right] \\
& \approx V(\bar{\Psi})+\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{\partial^{2} V}{\partial p_{i} \partial p_{j}} \sigma_{p_{i} p_{j}} \tag{3}
\end{align*}
$$

[^2]\[

$$
\begin{align*}
V(E[\Psi]-\Pi) & \approx V(E[\Psi])-\pi(\partial V / \partial \Psi) \\
& \approx V(\bar{\Psi})-\pi(\partial V / \partial m) \tag{4}
\end{align*}
$$
\]

Substituting (4) and (3) into (2) gives the approximation,

$$
\begin{equation*}
\pi \approx \frac{-1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{\partial^{2} V / \partial p_{i} \partial p_{j}}{\partial V / \partial m} \sigma_{p_{i} p_{j}} \tag{5}
\end{equation*}
$$

for the PARP. Substituting $m$ for $p_{m}$ and re-arranging gives equation (1). end proof.
Equation (1) is a generalisation of the standard measure of the income risk premium, $\pi=\frac{1}{2}\left(\frac{-\partial^{2} V /(\partial m)^{2}}{\partial V / \partial m}\right) \sigma_{m m}$, where the term in brackets is the Arrow-Pratt measure of Absolute Risk Aversion ( $A R A$ ) and the coefficient of Relative Risk Aversion ( $R R A$ ) is $A R A / m$. The multivariate risk premium cannot be signed a priori because though quasi-convexity of the indirect utility function with respect to $m$ is sufficient to determine that the Arrow-Pratt measure of Absolute Risk Aversion is positive, the other derivatives in equation (1) cannot be signed.

### 2.2 The Price Augmented Risk Premium.

While succinct, the formulation in (1) is not transparently related to the substitution responses that presumably shape attitudes to price uncertainty and their interaction with income risk aversion. The proposed PARP provides a decomposition of the scalar multivariate risk premium into components that relate to income effects, substitution effects and uncompensated price effects.

Proposition 2 The multivariate risk premium (1) may be decomposed into the PARP,

$$
\begin{gather*}
\pi=\pi_{i e}+\pi_{s e}+\pi_{u e},  \tag{6}\\
\pi_{i e}=\frac{1}{2}\left(\frac{R R A}{\bar{m}}\right)\left(\sigma_{m m}+\sum_{i=1}^{n} \sum_{j=1}^{n} \bar{x}_{i} \bar{x}_{j} \sigma_{p_{i} p_{j}}-2 \sum_{i=1}^{n} \bar{x}_{i} \sigma_{p_{i} m}\right) \\
\pi_{s e}=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} e_{i j}^{h}\left(\frac{\bar{x}_{i}}{\bar{p}_{j}}\right) \sigma_{p_{i} p_{j}} \\
\pi_{u e}=\sum_{i=1}^{n} e_{i}^{m}\left(\frac{\bar{x}_{i}}{\bar{m}_{t}}\right)\left(\sigma_{p_{i} m}+\sum_{j=1}^{n} \bar{x}_{j} \sigma_{p_{i} p_{j}}\right)
\end{gather*}
$$

where the $x$ 's represent the demands for the goods and the $\bar{x}$ 's represent the mean values for those demands, $e_{i j}^{h}$ 's represent the Hicksian (compensated) price elasticities of demand and $e_{i}^{m}$ 's represent the income elasticities of demand.

Proof. Differentiating Roy's identity $\partial V / \partial p_{i}=-(\partial V / \partial m) x_{i}(p, m)$, with respect to $m$ and $p$ gives the following three expressions:

$$
\begin{aligned}
A\left(p_{i}, m\right) & =-A(m, m) \bar{x}_{i}+\partial x_{i} / \partial m \\
A\left(p_{j}, m\right) & =-A(m, m) \bar{x}_{j}+\partial x_{j} / \partial m \\
A\left(p_{i}, p_{j}\right) & =-A\left(m, p_{j}\right) \bar{x}_{i}+\partial x_{i} / \partial p_{j}
\end{aligned}
$$

where $A(x, y)=\frac{-\partial^{2} V / \partial x \partial y}{\partial V / \partial m}$. Substituting $A\left(p_{j}, m\right)$ into $A\left(p_{i}, p_{j}\right)$ gives,

$$
\begin{equation*}
A\left(p_{i}, p_{j}\right)=-A(m, m) \bar{x}_{i} \bar{x}_{j}-\frac{\partial x_{j}}{\partial m} \bar{x}_{i}+\frac{\partial x_{i}}{\partial p_{j}} \tag{7}
\end{equation*}
$$

Substituting Shephard's Lemma $\partial x_{i} / \partial p_{j}=\left(\partial x_{i}^{u} / \partial p_{j}\right)-\left(\partial x_{i} / \partial m\right) \bar{x}_{j}$, into (7) gives

$$
\begin{equation*}
A\left(p_{i}, p_{j}\right)=-A(m, m) \bar{x}_{i} \bar{x}_{j}+\frac{\partial x_{i}^{u}}{\partial p_{j}}-\frac{\partial x_{j}}{\partial m} \bar{x}_{i}-\frac{\partial x_{i}}{\partial m} \bar{x}_{j} \tag{8}
\end{equation*}
$$

when $i=j$ equation (8) simplifies to

$$
\begin{equation*}
A\left(p_{i}, p_{i}\right)=-A(m, m) \bar{x}_{i}^{2}+\frac{\partial x_{i}^{u}}{\partial p_{i}}-2 \frac{\partial x_{i}}{\partial m} \bar{x}_{i} \tag{9}
\end{equation*}
$$

Substituting $A\left(p_{j}, m\right), A\left(p_{i}, p_{j}\right)$ and $A\left(p_{i}, p_{i}\right)$ into equation (1) and rearranging gives equation (6). end proof.

The first component in equation (6) represents attitudes to risk aversion, the second and third components represent attitudes to ordinal preferences. The first component $\pi_{i e}$ contains the terms relating to risk aversion in real budget fluctuations about the mean bundle. Note that in this first component all the terms are pre-multiplied by $\frac{R R A}{\bar{m}}=\frac{-\partial^{2} V /(\partial m)^{2}}{\partial V / \partial m}$, the standard Arrow-Pratt measure of ARA. Note also that, the income variance term $\sigma_{m m}$ appears only in this first component and is unambiguously detrimental to consumer welfare, if risk aversion in income is assumed. The second component $\pi_{s e}$ represents the substitution opportunities arising from relative price movements, this contains all the terms relating to compensated demands for the goods. The third component $\pi_{u e}$ represents the (residual) uncompensated price effects.

### 2.3 Consistency Checks.

This sub-section two consistency checks are applied to the PARP. The first is to check that the PARP does not violate the assumption of homogeneity in the demand system and the second is to identifying a form of price variance that consumers find desirable irrespective of preferences.

The first consistency check is that the property of homogeneity of degree (HOD) zero in the demand system extends to the PARP. For example, HOD zero in the demand system implies that if income and all prices double the consumer is no better and no worse off. This property extends to the PARP insofar as when all prices and income fluctuate by the same proportion the PARP equals zero implying that these fluctuations have no impact on consumer welfare. For a formal proof see appendix A.

The second consistency check involves identifying a form of price uncertainty that unambiguously increases welfare (so long a goods are not perfect complements). A desirable form of price uncertainty, limited to the two good case, is identified and is found to be desirable regardless of the choice of utility function. On an intuitive level, this form of uncertainty can be thought of as a "real income preserving spread" process, i.e. price fluctuations may cause the budget constraint to fluctuate but the bundle chosen under the non-stochastic price equivalent can always be afforded. For a formal proof see appendix B. This result raises the possibility that other forms of price and income uncertainty may be welfare enhancing.

## 3 An Application.

The PARP is estimated for a "representative" UK household using equation (6), information on consumers' expenditure (see sub-section 3.1) and information on consumers' preferences (see sub-section 3.2). The household is representative insofar as mean expenditure for the household is derived by dividing aggregate UK consumer expenditure by estimates of the number of UK households. Estimates of the PARP for the representative household and for households representative of the expenditure quintiles are reported in sub-section 3.3.

### 3.1 The Data on Consumers' Expenditure.

The data ${ }^{4}$ are seasonally unadjusted and refer to the consumption of non-durable goods in the UK over the period 1963q1-1997q4. Summary statistics on product categories, expenditure shares and total expenditures are given in Table 1. The highest mean expenditure share is for product category 4.1 (Electricity, Gas, Coal \& Coke) with mean $\left(w_{4.1}\right)=0.092$. The second highest is for product category 2.1 (Beer) with $\operatorname{mean}\left(w_{2.1}\right)=0.091$. From the same table one can see that the highest mean expenditure is for product category $2.1, \operatorname{mean}\left(x_{2.1}\right)=£ 171.06$. Total expenditure is based on total expenditure at 1990 prices divided by the number of household in the UK. ${ }^{5}$ Summary statistics on total expenditure by the "representative" household are given in the last row of Table 1, from this one can see that mean total expenditure on non-durables, per quarter, for the representative household is £1493.45.

For brevity, statistics for prices and covariances are not reported. Prices have been defined by dividing the implicit deflator for each commodity group by the implicit deflator for total expenditure. Covariances between prices and total expenditure are based on the whole sample period, this implies that the covariance structure for the sample period is representative of the expected covariance structure for each sub-period.

### 3.2 The Estimated Preference Structure.

The preference structure over goods for the representative household is derived from elasticities estimated using an AIDS and by defining a coefficient of $R R A$. The formulation of the AIDS and derivation of the elasticities is given in appendix C. The coefficient of $R R A$ is set equal to one, the reasons for choosing this calibration are elaborated upon in appendix D. Estimates of the elasticities based on parameter estimates of an AIDS restricted for both Homogeneity and Symmetry are reported in Table 2. The estimated preference structure is that for the "representative" household. Summary statistics on the compensated cross-price elasticities are not reported as these represent an additional $38^{*} 38-38=1406$ time series. Parameter estimates of the AIDS are reported in appendix E .

All the elasticities seem reasonable with the exception of the compensated own elasticities $\left(e_{i i}^{h}\right)$ for product categories 2.2, 7.2 and 8.1. In these categories maximum

[^3]| $i$ | Product group: | $w_{i t}$ |  |  | $£ x_{i t}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | mean | min | max | mean | min | max |
| 1.1 | Bread, Cakes, Biscuits \& Cereals. | 0.043 | 0.034 | 0.055 | 63.37 | 51.10 | 72.98 |
| 1.2 | Meat and Bacon. | 0.080 | 0.060 | 0.109 | 114.56 | 81.97 | 145.00 |
| 1.3 | Fish. | 0.012 | 0.009 | 0.019 | 19.45 | 12.11 | 29.83 |
| 1.4 | Milk, Cheese \& Eggs. | 0.047 | 0.026 | 0.059 | 69.63 | 48.76 | 98.49 |
| 1.5 | Oils and Fats. | 0.010 | 0.005 | 0.013 | 11.58 | 8.59 | 14.73 |
| 1.6 | Fruit. | 0.018 | 0.013 | 0.023 | 25.33 | 15.59 | 41.49 |
| 1.7 | Potatoes. | 0.013 | 0.008 | 0.016 | 19.61 | 3.82 | 34.16 |
| 1.8 | Vegetables. | 0.022 | 0.016 | 0.033 | 31.09 | 15.08 | 64.33 |
| 1.9 | Sugar. | 0.005 | 0.001 | 0.010 | 7.09 | 2.19 | 14.79 |
| 1.10 | Confectionery. | 0.025 | 0.020 | 0.033 | 36.44 | 25.69 | 47.92 |
| 1.11 | Tea, Coffee \& Cocoa. | 0.011 | 0.006 | 0.015 | 16.00 | 8.38 | 23.85 |
| 1.12 | Soft Drinks. | 0.014 | 0.005 | 0.028 | 21.18 | 4.57 | 53.69 |
| 1.13 | Other Foodstuffs. | 0.010 | 0.008 | 0.014 | 13.82 | 9.31 | 20.61 |
| 2.1 | Beer. | 0.091 | 0.057 | 0.129 | 171.06 | 85.68 | 266.98 |
| 2.2 | Spirits. | 0.031 | 0.013 | 0.057 | 45.96 | 12.99 | 104.40 |
| 2.3 | Wine. | 0.020 | 0.006 | 0.035 | 28.91 | 5.81 | 63.47 |
| 2.4 | Cider \& Perry. | 0.004 | 0.002 | 0.008 | 7.40 | 3.07 | 12.88 |
| 2.5 | Tobacco. | 0.086 | 0.038 | 0.136 | 146.81 | 47.97 | 250.98 |
| 3.1 | Men's \& boys' Clothing. | 0.034 | 0.026 | 0.051 | 46.75 | 22.95 | 110.75 |
| 3.2 | Women's \& girls' Clothing. | 0.062 | 0.035 | 0.116 | 83.38 | 21.76 | 259.16 |
| 3.3 | Footwear. | 0.023 | 0.015 | 0.030 | 32.09 | 13.26 | 65.37 |
| 4.1 | Electricity, Gas, Coal \& Coke. | 0.092 | 0.057 | 0.148 | 147.57 | 75.99 | 228.35 |
| 4.2 | Petrol and Engine Oil. | 0.056 | 0.022 | 0.073 | 82.23 | 29.23 | 118.78 |
| 5.1 | Cleaning. | 0.013 | 0.009 | 0.015 | 19.01 | 15.41 | 22.83 |
| 5.2 | DIY goods. | 0.024 | 0.011 | 0.037 | 36.50 | 13.95 | 61.25 |
| 5.3 | Textiles \& soft furnishings. | 0.013 | 0.008 | 0.019 | 17.49 | 7.57 | 42.86 |
| 5.4 | Hardware. | 0.019 | 0.014 | 0.022 | 29.40 | 17.19 | 38.77 |
| 6.1 | Books. | 0.009 | 0.006 | 0.014 | 20.25 | 9.01 | 38.62 |
| 6.2 | Newpapers. | 0.021 | 0.010 | 0.035 | 45.39 | 17.86 | 110.43 |
| 6.3 | Magazines. | 0.008 | 0.005 | 0.012 | 16.78 | 8.05 | 34.46 |
| 7.1 | Spectacles. | 0.003 | 0.002 | 0.007 | 5.09 | 1.74 | 13.39 |
| 7.2 | Medication. | 0.008 | 0.006 | 0.012 | 13.57 | 8.39 | 19.04 |
| 7.3 | Toiletries. | 0.024 | 0.015 | 0.036 | 36.60 | 17.89 | 60.28 |
| 8.1 | Sporting goods \& toys. | 0.015 | 0.004 | 0.033 | 21.83 | 3.67 | 72.35 |
| 8.2 | Jewelry. | 0.013 | 0.007 | 0.023 | 19.38 | 9.48 | 42.98 |
| 8.3 | Records. | 0.008 | 0.002 | 0.029 | 10.71 | 1.22 | 53.42 |
| 8.4 | Photographic equipment. | 0.003 | 0.001 | 0.006 | 4.10 | 0.52 | 10.69 |
| 8.5 | Pets. | 0.012 | 0.008 | 0.017 | 16.14 | 10.09 | 25.75 |
|  | Total | 1.000 | 1.000 | 1.000 | 1493.45 | 1272.68 | 1915.79 |

Table 1: Summary Statistics for Weights and Expenditures. $w_{i t}$ is the expenditure share and $£ x_{i t}$ is the expenditure at 1990 prices on product group $i$ at time $t$.

|  | Product group: | $e_{(i i) t}^{h}$ |  |  | $e_{i t}^{m}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ |  | mean | min | max | mean | min | max |
| 1.1 | Bread, Cakes, Biscuits \& Cereals. | -1.08 | -1.12 | -1.05 | 0.33 | 0.15 | 0.48 |
| 1.2 | Meat \& Bacon. | -1.46 | -1.64 | -1.28 | 0.44 | 0.26 | 0.60 |
| 1.3 | Fish. | -1.85 | -2.15 | -1.51 | 0.03 | -0.32 | 0.40 |
| 1.4 | Milk, Cheese \& Eggs. | -1.40 | -1.72 | -1.28 | 0.22 | -0.32 | 0.41 |
| 1.5 | Oils \& Fats. | -0.52 | -0.68 | -0.16 | 0.10 | -0.60 | 0.40 |
| 1.6 | Fruit. | -1.68 | -1.92 | -1.50 | 0.16 | -0.13 | 0.37 |
| 1.7 | Potatoes. | -1.21 | -1.36 | -1.15 | 0.47 | 0.11 | 0.59 |
| 1.8 | Vegetables. | -1.30 | -1.42 | -1.18 | -0.01 | -0.36 | 0.33 |
| 1.9 | Sugar. | -1.30 | -1.76 | -1.10 | 1.16 | 1.06 | 1.41 |
| 1.10 | Confectionery. | -0.75 | -0.80 | -0.71 | 1.51 | 1.39 | 1.63 |
| 1.11 | Tea, Coffee \& Cocoa. | -0.75 | -0.82 | -0.57 | 0.17 | -0.48 | 0.43 |
| 1.12 | Soft Drinks. | -1.27 | -1.62 | -1.08 | 0.25 | -0.67 | 0.71 |
| 1.13 | Other Foodstuffs. | -1.57 | -1.74 | -1.41 | -0.29 | -0.67 | 0.05 |
| 2.1 | Beer. | -1.00 | -1.08 | -0.93 | 0.74 | 0.59 | 0.82 |
| 2.2 | Spirits. | 0.90 | 0.03 | 3.02 | 4.19 | 2.62 | 7.96 |
| 2.3 | Wine. | -1.94 | -3.83 | -1.42 | 3.76 | 2.34 | 9.01 |
| 2.4 | Cider \& Perry. | -1.35 | -1.80 | -1.15 | 0.94 | 0.85 | 0.97 |
| 2.5 | Tobacco. | -0.68 | -0.74 | -0.46 | 0.13 | -0.77 | 0.51 |
| 3.1 | Men's \& Boys' Clothing. | -2.12 | -2.47 | -1.69 | 2.44 | 1.94 | 2.85 |
| 3.2 | Women's \& Girls' Clothing. | -0.41 | -0.61 | -0.14 | 2.46 | 1.72 | 3.38 |
| 3.3 | Footwear. | -2.49 | -3.28 | -2.09 | 1.73 | 1.54 | 2.11 |
| 4.1 | Electricity, Gas, Coal \& Coke. | -0.77 | -0.78 | -0.73 | 0.53 | 0.28 | 0.72 |
| 4.2 | Petrol \& Engine Oil. | -0.79 | -0.81 | -0.61 | 0.18 | -1.00 | 0.40 |
| 5.1 | Cleaning. | -0.85 | -0.87 | -0.79 | -0.48 | -0.98 | -0.18 |
| 5.2 | DIY goods. | -1.23 | -1.49 | -1.11 | 0.05 | -0.89 | 0.45 |
| 5.3 | Textiles \& soft furnishings. | -4.04 | -5.51 | -2.97 | 0.58 | 0.38 | 0.73 |
| 5.4 | Hardware. | -0.75 | -0.79 | -0.68 | 1.66 | 1.55 | 1.89 |
| 6.1 | Books. | -1.51 | -1.78 | -1.30 | 3.88 | 2.77 | 5.32 |
| 6.2 | Newpapers. | -1.30 | -1.57 | -1.14 | 0.43 | -0.04 | 0.69 |
| 6.3 | Magazines. | -1.40 | -1.58 | -1.24 | 0.29 | -0.01 | 0.57 |
| 7.1 | Spectacles. | -1.84 | -2.51 | -1.31 | -0.59 | -1.83 | 0.40 |
| 7.2 | Medication. | -0.26 | -0.48 | 0.03 | 0.36 | 0.11 | 0.55 |
| 7.3 | Toiletries. | -1.26 | -1.42 | -1.15 | 1.40 | 1.26 | 1.61 |
| 8.1 | Sporting goods \& toys. | 1.01 | -0.23 | 4.29 | 4.09 | 2.12 | 9.23 |
| 8.2 | Jewelry. | -0.66 | -0.79 | -0.49 | 4.32 | 2.74 | 6.36 |
| 8.3 | Records. | -0.85 | -0.94 | -0.63 | 8.83 | 2.24 | 24.81 |
| 8.4 | Photographic equipment. | -1.71 | -3.01 | -1.26 | -0.05 | -1.97 | 0.61 |
| 8.5 | Pets. | -1.49 | -1.67 | -1.31 | -0.18 | -0.59 | 0.23 |

Table 2: Summary statistics for Price and Income Elasticities. $e_{(i i) t}^{h}$ is the compensated own price elasticity and $e_{i t}^{m}$ is the income elaticity for product group $i$ at time $t$.

| Variable |  | mean | min | $\max$ |
| :--- | :--- | ---: | ---: | ---: |
| $\pi_{i e, t}$ | (income effect) | $£ 7.62$ | $£ 4.51$ | $£ 18.55$ |
| $\pi_{s e, t}$ | (substitution effect) | $£-13.08$ | $£-25.58$ | $£-4.71$ |
| $\pi_{u e, t}$ | (uncompensated effect) | $£-1.33$ | $£-5.33$ | $£ 13.54$ |
| $\pi_{t}$ | (PARP) | $£-6.78$ | $£-20.73$ | $£ 18.78$ |
| $m_{t}$ | (total expenditure) | $£ 1493.45$ | $£ 1272.68$ | $£ 1915.79$ |
| $\frac{100 \pi_{t}}{m_{t}}$ |  | $-0.48 \%$ | $-1.44 \%$ | $0.94 \%$ |

Table 3: Summary statistics on the PARP for the
representative household, 1963q1-1997q4.
values suggest that for at least some observations these compensated own elasticities are positive. These discrepancies in the elasticities may arise for a number of reasons. These reasons include aggregation over products, aggregation over households, measurement errors, and failure to model the non-stationary nature of the data. ${ }^{6}$

Estimates of the income elasticities $\left(e_{i}^{m}\right)$ suggest that most goods are necessities. Product categories classified as inferior by their mean income elasticities are 1.8, 1.13, 5.1, 7.1, 8.4 and 8.5. The product categories classified as superior by their mean income elasticities are $2.2,2.3,3.1,3.2,3.3,5.4,6.1,7.3,8.1,8.2$ and 8.3 . Some of these elasticities may seem dubious in light of the products represented by the categories, these discrepancies are likely have arisen for the reasons outlined above.

### 3.3 Estimates of the PARP.

The PARP for the representative UK household, in each quarter, is estimated using the expenditures given by the data, the preference structure estimated using the AIDS and by setting the coefficient of $R R A$ to one. Summary statistics on values of the components of the PARP are reported in table 3. The minimum value for the component relating to income effects shows it to be always positive, this represents the amount the representative household would be willing to pay in order to avoid these pure income (expenditure) fluctuations. The maximum value for the component relating to substitution effects show it to be always negative, this represents the amount the representative household would have to be compensated to have these substitution opportunities removed. The component relating to the uncompensated price effects takes on both negative and positive values, suggesting that the net effects acting through the income elasticities can be either welfare enhancing or reducing. The overall value of the PARP takes on both negative and positive values but the mean value is negative, this suggest that on average the price and expenditure fluctuations are welfare enhancing for the representative household. This welfare gain represents roughly $£ 6.78$ per quarter at 1990 prices. As a proportion of total expenditure this gain is small, representing just $0.48 \%$ of total expenditure on non-durables.

[^4]| Variable | Quintile 1 | Quintile 2 | Quintile 3 | Quintile 4 | Quintile 5 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| mean $\left(\pi_{i e}\right)$ | $£ 18.71$ | $£ 10.43$ | $£ 7.87$ | $£ 6.82$ | $£ 6.10$ |
| $\operatorname{mean}\left(\pi_{\text {se }}\right)$ | $£-5.73$ | $£-9.48$ | $£-12.59$ | $£-15.19$ | $£-20.05$ |
| $\operatorname{mean}\left(\pi_{u e}\right)$ | $£-3.69$ | $£-2.58$ | $£-1.51$ | $£-0.50$ | $£ 1.64$ |
| $\operatorname{mean}(\pi)$ | $£ 9.28$ | $£-1.63$ | $£-6.23$ | $£-8.88$ | $£-12.31$ |
| $\operatorname{mean}(m)$ | $£ 507.77$ | $£ 970.74$ | $£ 1418.78$ | $£ 1836.95$ | $£ 2733.02$ |
| $\operatorname{mean}\left(\frac{100 \pi}{m}\right)$ | $1.85 \%$ | $-0.19 \%$ | $-0.47 \%$ | $-0.52 \%$ | $-0.48 \%$ |

Table 4: Mean values over the time interval by expenditure quintiles, 1963q1-1997q4.

The same values are also used to estimate the PARP for households "representative" of five expenditure quintiles. Given one cannot use the data to estimate the preference structure for households at different expenditure levels, this preference structure is generated by assuming the underlying parameters estimated by the AIDS hold for all households. Expenditures, demands and elasticities are generated for households representative of each quintile by altering the value of total expenditure according to total expenditure statistics from the UK Family Expenditure Survey. These statistics suggest that expenditures in the five quintiles represent $34 \%, 65 \%, 95 \%, 123 \%$ and $183 \%$ respectively of expenditure on non-durables in the mean representative household. Summary statistics for the PARP and its components in each expenditure quintile are reported in table 4, these suggest that the greater the level of expenditure the larger the gains arising from price uncertainty. These gains increase as a proportion of total expenditure on non-durables up to the fourth quintile and then fall slightly for the fifth quintile. The only households to experience a net loss from the price fluctuations are those in the lowest expenditure quintile.

## 4 Conclusion.

The empirical results suggest the overall value of the $\operatorname{PARP}(\pi)$ is positive for households in the lowest expenditure quintile suggesting price uncertainty is welfare reducing for this group, and negative for the other quintiles suggesting price uncertainty is welfare enhancing for these groups. For all household types and in all time periods the component relating to income effects $\pi_{i e}$ is positive, suggesting pure income fluctuations are always welfare reducing. The component relating to substitution effects $\pi_{s e}$ is always negative, suggesting substitution opportunities are welfare enhancing. The component relating to uncompensated price effects $\pi_{u e}$ varies in sign and its magnitude is relatively small.

As we have seen, uncertainty in prices of non-durable goods may be desirable or undesirable, according to the structure of the uncertainty and the form of preferences. This in itself is not a new idea. What is new is the decomposition with which it is presented. This is the familiar framework of the Arrow-Pratt measure of absolute risk aversion, expanded into price space. Unfortunately, this analysis may be unrealistic insofar as it allows the consumer too much freedom in his decision-making. The con-
sumer in these examples is not affected by liquidity constraints, nor by the need to purchase consumer durables. In practice it is probably factors such as liquidity constraints, the need to purchase durables and the cost of acquiring information in an uncertain environment that generate the greatest costs in an uncertain environment. A more complete analysis would add to these other factors to the PARP.

## Appendix.

## A Homogeneity in the Demand System.

Conjecture 1 If all prices and income vary in a collinear manner, then the risk premium associated with avoiding this form of uncertainty is equal to zero, i.e. if $\Psi=\lambda \bar{\Psi}$, where $\lambda$ is a scalar and $\Psi, \bar{\Psi}$ are the vectors defined on page 4, then $\pi=0$. In this special case, where the consumer faces stochastic income and prices but can observe income and prices at the point of purchase, a proportionate change in income and all prices will leave the consumer's utility unchanged.

Proof. The indirect utility function is homogenous of degree zero implying ${ }^{7} V(\lambda \Psi)=$ $\lambda^{0} V(\Psi)$, for all $\lambda$, this can be expressed as $0=\frac{\partial V}{\partial m} m+\sum_{i=1}^{n} \frac{\partial V}{\partial p_{i}} p_{i}$. By substituting in Roy's identity $(-\partial V / \partial p) /(\partial V / \partial m)=x_{i}$, this can be re-written as,

$$
\begin{equation*}
0=\frac{\partial V}{\partial m}\left(m-\sum_{i=1}^{n} x_{i} p_{i}\right) \tag{10}
\end{equation*}
$$

Homogeneity of degree zero in the indirect utility function also implies $\partial V / \partial \Psi$ is homogenous of degree minus one, implying ${ }^{8} \lambda(\partial V / \partial \Psi)(\lambda \Psi)=\partial V / \partial \Psi$. Differentiating with respect to $\lambda$ gives the following two expressions:

$$
\begin{align*}
& \frac{\partial V}{\partial p_{i}}+\sum_{j=1}^{n} \frac{\partial^{2} V}{\partial p_{i} \partial p_{j}} p_{j}+\frac{\partial^{2} V}{\partial p_{i} \partial m} p_{i}=0  \tag{11}\\
& \frac{\partial V}{\partial m}+\frac{\partial^{2} V}{(\partial m)^{2}} m+\sum_{j=1}^{n} \frac{\partial^{2} V}{\partial m \partial p_{j}} p_{j}=0 \tag{12}
\end{align*}
$$

The assumptions on the price variations imply:

$$
\begin{equation*}
\sigma_{p_{i} p_{j}}=p_{i} p_{j} \lambda^{2}, \quad \sigma_{p_{i} m}=p_{i} m \lambda^{2}, \quad \sigma_{m m}=m^{2} \lambda^{2}, \quad \forall i, j=1 \ldots n \tag{13}
\end{equation*}
$$

Substituting in equations (13) into equation (1) and rearranging gives:

$$
\begin{equation*}
\pi=\frac{-\lambda^{2}}{2 \frac{\partial V}{\partial m}}\left(\sum_{i=1}^{n}\left(p_{i}\left(\frac{\partial^{2} V}{\partial p_{i} \partial m} p_{i}+\sum_{j=1}^{n} \frac{\partial^{2} V}{\partial p_{i} \partial p_{j}} p_{j}\right)\right)+m\left(\frac{\partial^{2} V}{(\partial m)^{2}} m+\sum_{i=1}^{n} \frac{\partial^{2} V}{\partial p_{i} \partial m} p_{i}\right)\right) \tag{14}
\end{equation*}
$$

Substituting in equations (11) and (12) into the above expression, and then substituting in equation (10) gives: $\pi=\frac{1}{2} \frac{\lambda^{2}}{\partial V}\left(\frac{\partial V}{\partial m} m+\sum_{i=1}^{n} \frac{\partial V}{\partial p_{i}} p_{i}\right)=0$. Thus the risk premium for covariances that keep relative prices and income constant is equal to zero. end proof.

[^5]
## B A Desirable Form of Price Uncertainty.

Proposition 3 Consider a consumer who consumes just two goods. If income $\bar{m}$ is constant but prices fluctuate such that the following equality always holds: $p_{1} \bar{x}_{1}+p_{2} \bar{x}_{2}=$ $\bar{m}$, where $\bar{x}_{1}$ and $\bar{x}_{2}$ are fixed at levels optimal under the zero price variance case. Then, the expected risk premium is negative $\pi<0$ and the consumer is better off than under the certainty price equivalent.

Proof Assume there are price fluctuations where the following equality always holds: $p_{1} \bar{x}_{1}+p_{2} \bar{x}_{2}=\bar{m}$, this satisfies $p_{1} \bar{x}_{1}=-p_{2} \bar{x}_{2}+\bar{m}$, which can be re-written as:

$$
\begin{equation*}
\operatorname{var}\left(p_{1} \bar{x}_{1}\right)=\operatorname{var}\left(p_{2} \bar{x}_{2}\right) \tag{15}
\end{equation*}
$$

and also satisfies $\operatorname{var}\left(p_{1} \bar{x}_{1}+p_{2} \bar{x}_{2}\right)=0$, which can be re-written as:

$$
\begin{equation*}
\operatorname{var}\left(p_{1} \bar{x}_{1}\right)+\operatorname{var}\left(p_{2} \bar{x}_{2}\right)+2 \operatorname{cov}\left(p_{1} \bar{x}_{1}, p_{2} \bar{x}_{2}\right)=0 \tag{16}
\end{equation*}
$$

Substituting equation (15) into equation (16) gives:

$$
\begin{gather*}
2 \operatorname{var}\left(p_{1} \bar{x}_{1}\right)+2 \operatorname{cov}\left(p_{1} \bar{x}_{1}, p_{2} \bar{x}_{2}\right)=0 \\
\operatorname{var}\left(p_{1} \bar{x}_{1}\right)=\operatorname{var}\left(p_{2} \bar{x}_{2}\right)=-\operatorname{cov}\left(p_{1} \bar{x}_{1}, p_{2} \bar{x}_{2}\right) \\
\bar{x}_{1}^{2} \sigma_{p_{1} p_{1}}=\bar{x}_{2}^{2} \sigma_{p_{2} p_{2}}=-\bar{x}_{1} \bar{x}_{2} \sigma_{p_{1} p_{2}} \tag{17}
\end{gather*}
$$

Any indifference curve of the indirect utility function may either be expressed as function of prices at constant level of utility as expressed, say, by: $V\left(p_{1}, p_{2}\right)=\bar{u}$, or the same indifference curve can be expressed by one price as a function of the other price and constant utility: $p_{1}=f\left(p_{2}, \bar{u}\right)$. Substituting the latter into the former gives: $V\left(f\left(p_{2}, \bar{u}\right), p_{2}\right)=\bar{u}$. Differentiating this with respect to $p_{2}$ provides a definition for the slope of the indifference curve $\frac{\partial V}{\partial p_{1}} \frac{\partial f}{\partial p_{2}}+\frac{\partial V}{\partial p_{2}}=0$, which implies $\frac{\partial f}{\partial p_{2}}=-\frac{\partial V}{\partial p_{2}} / \frac{\partial V}{\partial p_{1}}$. Equating this with Roy's Identity provides the ratio of demands for the two goods at any given level of utility:

$$
\begin{equation*}
\frac{\partial f}{\partial p_{2}}=\left(\left.\frac{-\partial V / \partial p_{2}}{\partial V / \partial p_{1}}\right|_{\bar{u}}\right)=-\left(\left.\frac{-\left(\partial V / \partial p_{2}\right) /(\partial V / \partial m)}{-\left(\partial V / \partial p_{1}\right) /(\partial V / \partial m)}\right|_{\bar{u}}\right)=-\frac{x_{2}}{x_{1}} \tag{18}
\end{equation*}
$$

The strict quasi-convexity condition for the indifference curve can therefore be expressed on (18) by the condition

$$
\begin{equation*}
\frac{\partial}{\partial p_{2}}\left(\left.\frac{-\partial V / \partial p_{2}}{\partial V / \partial p_{1}}\right|_{\bar{u}}\right)>0 \tag{19}
\end{equation*}
$$

Carrying out the differentiation, substituting in (18), substituting in Roy's identity and substituting in (17) gives

$$
\begin{align*}
\frac{\partial\left(\left.\frac{-\partial V / \partial p_{2}}{\partial V / \partial p_{1}}\right|_{\bar{u}}\right)}{\partial p_{2}} & =\frac{1}{\left(\frac{\partial V}{\partial p_{1}}\right)^{2}}\left(\frac{-\partial V}{\partial p_{2}}\left(\frac{\partial V^{2}}{\partial p_{1} \partial p_{1}} \frac{\partial f}{\partial p_{2}}+\frac{\partial V^{2}}{\partial p_{1} \partial p_{2}}\right)+\frac{\partial V}{\partial p_{1}}\left(\frac{\partial V^{2}}{\partial p_{1} \partial p_{2}} \frac{\partial f}{\partial p_{2}}+\frac{\partial V^{2}}{\partial p_{1} \partial p_{2}}\right)\right) \\
& =\frac{\bar{x}_{2}\left(\frac{\partial V}{\partial m}\right)}{\left(\frac{\partial V}{\partial p_{1}}\right)^{2}}\left(\frac{\partial V^{2}}{\left(\partial p_{1}\right)^{2}} \sigma_{p_{1} p_{1}}+\frac{\partial V^{2}}{\left(\partial p_{2}\right)^{2}} \sigma_{p_{2} p_{2}}+2 \frac{\partial V^{2}}{\partial p_{1} \partial p_{2}} \sigma_{p_{1} p_{2}}\right) \tag{20}
\end{align*}
$$

Applying property (19) to equation (20) implies inequality (21) holds.

$$
\begin{equation*}
\frac{\partial V^{2}}{\left(\partial p_{1}\right)^{2}} \sigma_{p_{1} p_{1}}+\frac{\partial V^{2}}{\left(\partial p_{2}\right)^{2}} \sigma_{p_{2} p_{2}}+2 \frac{\partial V^{2}}{\partial p_{1} \partial p_{2}} \sigma_{p_{1} p_{2}}>0 \tag{21}
\end{equation*}
$$

Imposing $\operatorname{var}(\bar{m})=0$ and the inequality (21) on equation (1) defines a negative risk premium: $\pi=\left(\frac{1}{2} \frac{\partial V^{2}}{\left(\partial p_{1}\right)^{2}} \sigma_{p_{1} p_{1}}+\frac{1}{2} \frac{\partial V^{2}}{\left(\partial p_{2}\right)^{2}} \sigma_{p_{2} p_{2}}+\frac{\partial V^{2}}{\partial p_{1} \partial p_{2}} \sigma_{p_{1} p_{2}}\right) / \frac{-\partial V}{\partial m}<0$. end proof.

## C The Almost Ideal Demand System.

In this sub-section the equations that form the theoretical basis of the AIDS and of the preference structure for the representative household are presented. The logarithmic AIDS cost function taken from Deaton and Muellbauer (1980), is given in equation (22) below which can be expressed more compactly in terms of direct utility and the functions $a\{p\}$ and $b\{p\}$,

$$
\begin{equation*}
\ln c\{u, p\}=a\{p\}+u b\{p\} \tag{22}
\end{equation*}
$$

where,

$$
\begin{gather*}
a\{p\}=\alpha_{0}+\sum_{k=1}^{n} \alpha_{k} \ln p_{k}+\frac{1}{2} \sum_{k=1}^{n} \sum_{j=1}^{n} \gamma_{k j}^{*} \ln p_{k} \ln p_{j}  \tag{23}\\
b\{p\}=\beta_{0} \prod_{k=1}^{n} p_{k}^{\beta_{k}} . \tag{24}
\end{gather*}
$$

the $\alpha$ 's $\beta$ 's and $\gamma$ 's are parameters, $m$ is nominal income, $u$ is direct utility and the $p$ 's are prices for each commodity category. Taking the exponential of equation (22) gives the expenditure function in non logarithmic terms,

$$
\begin{equation*}
c\{u, p\}=\exp (a\{p\}+u b\{p\}) \tag{25}
\end{equation*}
$$

Inverting the AIDS expenditure function gives the indirect utility function, $V\{m, p\}$, represented by equation (26).

$$
\begin{equation*}
V\{m, p\}=\frac{\ln m-a\{p\}}{b\{p\}} \tag{26}
\end{equation*}
$$

In order to estimate the demand system, expressions for the budget shares for each commodity category are defined. This is done by differentiating equation (22) with respect to $\ln p_{i}$ and substituting in $u \beta_{0} \prod_{k=1}^{n} p_{k}^{\beta_{k}}=\ln (M / P)$, where $\ln P=\alpha_{0}+$ $\sum_{k=1}^{n} \alpha_{k} \ln p_{k}+\frac{1}{2} \sum_{k=1}^{n} \sum_{j=1}^{n} \gamma_{k j}^{*} \ln p_{k} \ln p_{j}$. This gives equation (27) which is equation (8) in Deaton and Muellbauer.

$$
\begin{equation*}
w_{i}=+\sum_{j=1}^{n} \gamma_{i j} \ln p_{j}+\beta_{i} \ln (m / P) \alpha_{i} \tag{27}
\end{equation*}
$$

where $w_{i}=p_{i} q_{i} / c\{u, p\}$ is the budget share for good $i$ and $\gamma_{i j}=\frac{1}{2}\left(\gamma_{i j}^{*}+\gamma_{i j}^{*}\right)$. Note that the expression for $\gamma_{i j}$ is not the condition of symmetry described below, it is a condition satisfied by construct in the system, see Deaton and Muellbauer (1980) page 313. Equation (27) represents the system of equations that are generally estimated in these kinds of models. To facilitate estimation, most researchers replace the exact price index $\ln P=\alpha_{0}+\sum_{k=1}^{n} \alpha_{k} \ln p_{k}+\frac{1}{2} \sum_{k=1}^{n} \sum_{j=1}^{n} \gamma_{k j}^{*} \ln p_{k} \ln p_{j}$. with the Stone Price

Index Approximation $\ln P=\sum_{k=1}^{n} w_{k} \ln p_{k}$. Indeed, this substitution is used in the original work by Deaton and Muellbauer.

To be consistent with the theory of consumer demand the demand system should satisfy the restrictions of additivity, homogeneity and symmetry. Additivity simply requires that the sum of all individual expenditures equals total expenditure. Homogeneity is the requirement that all demand functions in the system should be homogenous of degree zero, such that if all prices and total expenditure change by the same multiplicative term then demands do not change. Symmetry requires that the compensated cross price derivatives between two goods should be equal, for example, the compensated cross price derivative of potatoes with respect to a change in the price of fish should equal the compensated cross price derivative of fish with respect to a change in the price of potatoes. These imply the following restrictions on the AIDS model:

$$
\begin{array}{cl}
\text { Additivity: } & \sum_{i=1}^{n} \alpha_{i}=1 \text { and } \sum_{i=1}^{n} \beta_{i}=\sum_{i=1}^{n} \gamma_{i j}=0 \\
\text { Homogeneity: } & \sum_{j=1}^{n} \gamma_{i j}=0 \\
\text { Symmetry: } & \gamma_{i j}=\gamma_{j i}, \quad \forall i, j .
\end{array}
$$

Additivity is satisfied by construct in the dataset, homogeneity and symmetry must be imposed and tested for.

The demands and the preference structure for the representative household can be derived from the structure of the AIDS by the transformations presented below. Differentiating the expenditure function, given by equation (25), with respect to price gives the Hicksian (compensated) demands.

$$
\begin{equation*}
x_{i}^{h}=\frac{\partial c\{u, p\}}{\partial p_{i}}=\left(\frac{\partial a\{p\}}{\partial p_{i}}+\frac{\partial b\{p\}}{\partial p_{i}}\right) \exp (a\{p\}+b\{p\}) \tag{28}
\end{equation*}
$$

where the partial derivatives (29) and (30) are given by differentiating (23) and (24),

$$
\begin{align*}
\frac{\partial a\{p\}}{\partial p_{i}} & =\frac{\alpha_{i}}{p_{i}}+\frac{1}{p_{i}} \sum_{i=1}^{n} \frac{\gamma_{i j}^{*}+\gamma_{j i}^{*}}{2} \ln p_{i}=\frac{\alpha_{i}+\sum_{i=1}^{n} \gamma_{i j} \ln p_{i}}{p_{i}}  \tag{29}\\
\frac{\partial b\{p\}}{\partial p_{i}} & =\frac{\beta_{0} \prod_{k=1}^{n} p_{k}^{\beta_{k}}}{p_{i}}=\frac{b\{p\}}{p_{i}} \tag{30}
\end{align*}
$$

By substitution, equation (28) can be re-written more compactly as: $x_{i}^{h}=\frac{w_{i}}{p_{i}} c\{u, p\}$, this serves as a consistency check on this equation. The compensated price elasticities are derived by differentiating the Hicksian demands with respect to prices and substituting in $u \beta_{0} \prod_{k=1}^{n} p_{k}^{\beta_{k}}=\ln (m / P)$,

$$
\begin{equation*}
e_{i j}^{h}=\frac{\partial x_{i}^{h}}{\partial p_{j}} \frac{p_{j}}{x_{i}^{h}}=\left(w_{i} w_{j}+\gamma_{i j}+\beta_{i} \beta_{j} \ln \left(\frac{m}{P}\right)\right) \frac{1}{w_{i}}-\delta_{i j} \tag{31}
\end{equation*}
$$

where $\delta_{i j}=1$ if $i=j$ and $\delta_{i j}=0$ if $i \neq j$.
The Marshallian demands are derived using Roy's Identity $x_{i}=\frac{-\partial V / \partial p_{i}}{\partial V / \partial m}$. Differentiating the indirect utility function (26) produces $\partial V(p, m) / \partial m_{t}=1 / m_{t} b\{p\}$ and $\partial V(p, m) / \partial p_{t, i}=\left(\alpha_{i}+\sum_{j=1}^{n} \gamma_{i j} \ln p_{i}+\beta_{i}(\ln m-a\{p\})\right) /\left(-p_{i} b\{p\}\right)$. The Marshallian demand for good $i$ is given by the ratio of these two derivatives,

$$
\begin{equation*}
x_{t, i}=\frac{-\partial V / \partial p_{i, t}}{\partial V / m_{t}}=\frac{m}{p_{i}}\left(\alpha_{i}+\sum_{j=1}^{n} \gamma_{i j} \ln p_{i}+\beta_{i} \ln \left(\frac{m}{P}\right)\right) \tag{32}
\end{equation*}
$$

As a consistency check, see that equation (32) can be expressed more compactly as $x_{t, i}=\left(w_{t, i} / p_{t, i}\right) m_{t}$, which is clearly correct.

The income elasticity of demand is given by differentiating the Marshallian demand with respect to income:

$$
\begin{equation*}
e_{i t}^{m}=\frac{\partial x_{i t}}{\partial m_{t}} \frac{m_{t}}{x_{i t}}=1+\beta_{i} / w_{i t} \tag{33}
\end{equation*}
$$

Equation (33) corresponds to the formulation for income elasticity reported in Anderson and Blundell (1983), table I.

## D Relative Risk Aversion.

The parameter estimates of the AIDS cannot be used to "pin" down consumer's attitudes to risk with respect to income effects. This is because the indirect utility function, specified by equation (26), depends on cardinal properties of preferences. This means that the direct utility function can undergo any monotonic transformation and still be a valid representation of preferences. For example, equation (22) can be re-written as $\ln c\{u, p\}=a\{p\}+f\{u\} b\{p\}$ where $d f\{u\} / d u>0$. This also implies that a valid transformation for equation (26) is $V\{p, m\}=f^{-1}\left\{\frac{\ln m-a\{p\}}{b\{p\}}\right\}$. In order to compute general case for the Arrow-Pratt measures of $A R A$ and $R R A$, one needs the derivatives of the indirect utility function, subject to the transformation $f\{$.$\} , these give,$

$$
\begin{aligned}
\frac{d V(p, m)}{d m_{t}} & =\frac{\partial f^{-1}\left\{\frac{\ln m-a\{p\}}{b\{p\}}\right\}}{\partial m_{t}} \frac{1}{m_{t} b\{p\}} \\
\frac{d^{2} V(p, m)}{\left(d m_{t}\right)^{2}} & =\frac{\partial^{2} f^{-1}\left\{\frac{\ln m-a\{p\}}{b\{p\}}\right\}}{\left(\partial m_{t}\right)^{2}} \frac{1}{m_{t}^{2} b\{p\}^{2}}-\frac{\partial f^{-1}\left\{\frac{\ln m-a\{p\}}{b\{p\}}\right\}}{\partial m_{t}} \frac{1}{m_{t}^{2} b\{p\}}
\end{aligned}
$$

The ratio of these two partial derivatives gives the Arrow-Pratt measures of absolute risk aversion $(A R A)$ and relative risk aversion $(R R A)$ for the AIDS,

$$
\begin{gather*}
A R A=\frac{-d^{2} V / d m_{t}^{2}}{d V / d m_{t}}=\left(1-\frac{\partial^{2} f^{-1}\left\{\frac{\ln m-a\{p\}}{b\{p\}}\right\}}{\left(\partial m_{t}\right)^{2}} \div \frac{\partial f^{-1}\left\{\frac{\ln m-a\{p\}}{b\{p\}}\right\}}{\partial m_{t}} b\{p\}\right) \frac{1}{m_{t}}  \tag{34}\\
R R A=1-\frac{\partial^{2} f^{-1}\left\{\frac{\ln m-a\{p\}}{b\{p\}}\right\}}{\left(\partial m_{t}\right)^{2}} \div \frac{\partial f^{-1}\left\{\frac{\ln m-a\{p\}}{b\{p\}}\right\}}{\partial m_{t}} b\{p\} \tag{35}
\end{gather*}
$$

Given these difficulties, the simple strategy of calibrating the model so that $R R A=1$ is used. A constant coefficient of $R R A$ implies that agents' risk aversion is proportional to their wealth and much of the literature suggest a range of $\frac{1}{2}<R R A<2$, see Siegel and Hoban (1982), Choi and Menezes (1985), Szpiro (1986) and Gollier et al. (1997) for evidence of this. Calibrating the coefficient of $R R A$ to equal one seems a reasonable compromise. Different values of $R R A$ simply alter the value of the component $\pi_{i e}$ in equation (6) by a scalar multiplicative term.

## E Parameter Estimates for the AIDS.

Parameter estimates for equation (27) are repored in Table C, these are the values for the $\alpha$ 's, $\beta$ 's and $\gamma$ 's. These parameter estimates are used to generate the preference
structure of the representative household reported in Table (2). To avoid the problem of collinearity between the equations, the system is estimated using just the first 37 equations. Parameters for the $38^{\text {th }}$ equation are calculated using the property of additivity reported in Appendix C.

The restrictions of Homogeneity and Symmetry are rejected both individually and jointly. Rejection of the the joint hypothesis of homogeneity and symmetry is strong with $F(703,3700)=9.87$ for the test. Despite this, these restrictions are imposed (using parameter estimates of the unrestricted AIDS did not substantially alter the final estimates of the PARP). Rejection of the hypotheses of homogeneity and symmetry may arise for any number of reasons, such as measurement error, aggregation over households or aggregation over products. However, in this case the most likely reason for rejection arises from the non-stationary nature of the data. Most estimates of aggregate AIDS's typically are for systems with just 4 or 5 product categories (rather than the 38 used here) and use seasonally adjusted data. Using seasonally adjusted data permits the use of the Fully Modified Least Squares Estimator of Phillips and Hansen (1990) to remove the bias arising from non-stationarity. However, seasonal adjustment can affect parameter estimates. Attempts at estimating this demand system using seasonally adjusted data lead to parameter estimates that often implied the existence of positive compensated own price elasticities.

$$
\text { Dependent variable: Expenditure share }\left(w_{i}\right) .
$$

$\begin{array}{lllllllllll}w_{1.1} & w_{1.2} & w_{1.3} & w_{1.4} & w_{1.5} & w_{1.6} & w_{1.7} & w_{1.8} & w_{1.9} & w_{1.10} & w_{1.11}\end{array} w_{1.12} \quad w_{1.13}$
Parameter estimates, $\left(\gamma_{i j}\right.$ 's, $\beta_{i}$ 's and $\alpha_{i}$ 's).
 $\ln p_{1.2} \quad 0.003-0.065-0.000 ~ 0.005 ~-0.003 ~ 0.005-0.002 ~ 10.008-0.005-0.006-0.003 ~ 0.0130 .006$ $\begin{array}{rrrrrrrrrrrr}\ln p_{1.3} & -0.010 & -0.000 & -0.014 & -0.007 & 0.001 & 0.001 & -0.001 & -0.002 & 0.000 & -0.002 & -0.001\end{array}-0.001-0.003$ $\begin{array}{lrrrrrrrrrrrr}\ln p_{1.4} & -0.003 & 0.005 & -0.007 & -0.012 & 0.004 & 0.002 & 0.000 & 0.005 & 0.001 & -0.003 & -0.002 & 0.003 \\ \ln p_{1.5} & 0.002 & -0.003 & 0.001 & 0.004 & -0.001 & 0.001 & 0.000 & 0.000 & 0.001 & 0.001 & -0.001 & 0.002\end{array}$ $\begin{array}{lrrrrrrrrrrrr}\ln p_{1.5} & 0.002 & -0.003 & 0.001 & 0.004 & -0.001 & 0.001 & 0.000 & 0.000 & 0.001 & 0.001 & -0.001 & 0.002 \\ \ln p_{1} & 0.003 & 0.005 & 0.001 & 0.002 & 0.001 & -0.011 & -0.002 & 0.007 & -0.001 & -0.003 & 0.000 & 0.004\end{array}$ $\ln p_{1.6} \quad 0.003 \quad 0.005 \quad 0.001 \quad 0.002 \quad 0.001 \quad-0.011-0.002$ $\begin{array}{lllll}\ln p_{1.7} & -0.000 & -0.002 & -0.001 & 0.000\end{array}$ $\begin{array}{lllll}\ln p_{1.8} & 0.007 & 0.008 & -0.002 & 0.005\end{array}$ $\begin{array}{lrrrr}\ln p_{1.9} & -0.001 & -0.005 & 0.000 & 0.001 \\ \ln p_{1.10} & -0.011 & -0.006 & -0.002 & -0.003\end{array}$ $\begin{array}{llll}\ln p_{1.10}-0.011 & -0.006 & -0.002 & -0.003 \\ \ln p_{1.11}-0.000 & -0.003 & -0.001 & -0.002\end{array}$ $\ln p_{1.12} \quad 0.002 \quad 0.013-0$ $\ln p_{1.13}-0.000 \quad 0.006$ $\ln p_{2.1}-0.012-0.033$ $\begin{array}{lrr}\ln p_{2.2} & -0.002 & 0.007 \\ \ln p_{2.3} & 0.008 & 0.025\end{array}$ $\begin{array}{lrrr}\ln p_{2.3} & 0.008 & 0.025 & 0.0 \\ \ln p_{2.4} & -0.005 & -0.000 & -0.0\end{array}$ $\ln p_{2.5} \quad 0.010 \quad 0.001$ $\ln p_{3.1}-0.023-0.002$ $\begin{array}{llll}\ln p_{3.2} & 0.017 & 0.018 \\ \ln p_{3.3} & 0.013 & 0.003 & 0.0\end{array}$ $\begin{array}{lrrr}\ln p_{3.3} & 0.013 & 0.003 & 0.0 \\ \ln p_{4.1} & -0.013 & 0.003 & -0.0\end{array}$ $\begin{array}{llll}\ln p_{4.2} & 0.001 & 0.009 & -0.0\end{array}$ $\ln p_{5.1} \quad 0.004$ $\begin{array}{llr}\ln p_{5.1} & 0.004 & 0.001 \\ \ln p_{5.2} & 0.006 & -0.007\end{array}$ $\begin{array}{llr}\ln p_{5.3} & 0.010 & 0.003\end{array}$ $\begin{array}{lll}\ln p_{5.4} & 0.009 & 0.010\end{array}$ $\ln p_{6.1}-0.007-0.008$ $\begin{array}{lrrr}\ln p_{6.2} & -0.010 & -0.014 & -0.0 \\ \ln p_{6.3} & 0.002 & -0.003 & -0.0\end{array}$ $\begin{array}{rrrr}\ln p_{7.1} & 0.004 & 0.002 & -0.0\end{array}$ $\begin{array}{llll}\ln p_{7.2} & 0.007 & 0.004 & 0.0\end{array}$ $\begin{array}{llll}\ln p_{7.3} & 0.004 & 0.003 & 0.0 \\ \ln p_{8.1} & 0.008 & 0.009 & 0.0\end{array}$ $\ln p_{8.1} \quad 0.008$ $\ln p_{8.2}-0.001$ $\begin{array}{lrrr}\ln p_{8.2} & -0.001 & 0.004 & 0.010 \\ \ln p_{8.4} & 0.004 & -0.0\end{array}$ $\begin{array}{lrrrrrr}\ln p_{8.4} & -0.001 & 0.002 & 0.002 & -0.001 & 0.001 & \\ \ln p_{8.5} & -0.008 & 0.001 & -0.002 & -0.008 & -0.000 & -1 \\ \ln \frac{m}{P} & -0.018 & -0.018 & -0.011 & -0.024 & -0.002 & -1\end{array}$ $\begin{array}{llllll}\ln \frac{m}{P} & -0.018 & -0.018 & -0.011 & -0.024 & -0.002 \\ \text { const } & 0.169 & 0.205 & 0.092 & 0.215 & 0.025\end{array}$ con
$\ln p_{1.1}$
$\ln p_{1.2}$
$\ln p_{1}$
$\ln p_{1.5}$
$\ln p_{1.5}$
$\ln p_{1.7}$
$\ln p_{1 .}$
$\ln p_{1.9}$
$\ln p_{1}$
$\ln p_{1.1}$
$\begin{array}{llllll} & & & & & \\ p_{1} .1 & -2.500 & 0.380 & -1.706 & -0.310 & 0.800\end{array}$
$\begin{array}{llllll}\ln p_{1.3} & -1.403 & -0.030 & -11.348 & -0.610 & 0.028\end{array}$
$\ln p_{1.4}-0.190 \quad 0.802 \quad-0.775$
$\begin{array}{lrrrrrrr}\ln p_{1.5} & 0.733 & -0.242 & 0.234 & 0.100 & -0.608 & 0.390 & 0.017\end{array}$

$\ln p_{1.7} \quad-0.038 ~-0.190 ~-0.181 ~ 0.025 ~ 0.008 ~-0.026-2.474$
$\begin{array}{llllllll}\ln p_{1.8} & 0.393 & 2.798 & -0.042 & 1.911 & 0.012 & 0.409 & 4.061\end{array}$
$\begin{array}{lrrrrrrr}\ln p_{1.9} & -0.632 & -0.412 & 0.003 & 0.027 & 0.196 & -0.471 & -0.300 \\ \ln p_{1.10} & -0.746 & -1.312 & -0.199 & -0.276 & 0.016 & -0.444 & 0.732\end{array}-29$.

$\ln p_{1.12} \quad 0.102 \quad 0.353 ~-0.041 ~ 10.314 ~ 1.255 ~ 0.940 ~ 1.816$
$\begin{array}{lrrrrrrr}\ln p_{1.13} & -0.047 & 0.480 & -0.293 & -0.099 & -0.232 & 0.074 & -1.443 \\ \ln p_{2.1} & -0.170 & -10.584 & 0.183 & -0.615 & -0.746 & -0.772 & 11.563 \\ \ln p_{2} & -0.037 & 0.245 & 0.278 & 14.043 & -0.012 & 11.053 & -0.434\end{array}$
$\begin{array}{lrrrrrrr}\ln p_{2.2} & -0.037 & 0.245 & 0.278 & 14.043 & -0.012 & 11.053 & -0.434 \\ \ln p_{2.3} & 0.429 & 2.178 & 0.083 & 0.823 & 0.307 & -7.935 & 0.417\end{array}$
$\begin{array}{lrrrrrrr}\ln p_{2.3} & 0.429 & 2.178 & 0.083 & 0.823 & 0.307 & -7.935 & 0.417 \\ \ln p_{2.4} & -1.010 & -0.017 & -0.003 & -0.738 & -0.087 & -0.866 & -0.563\end{array}$
$\begin{array}{llllllll}\ln p_{2.5} & 0.232 & 0.072 & 0.024 & -1.340 & 0.914 & 1.131 & 1.978\end{array}$
$\begin{array}{lrrrrrrrr}\ln p_{3.1} & -1.316 & -0.018 & 1.115 & -1.569 & -11.901 & -0.969 & 2.641 & -6 .\end{array}$
$\begin{array}{lrrrrrrr}\ln p_{3.2} & 0.465 & 0.670 & 3.139 & 5.665 & 6.655 & -0.722 & 1.692 \\ \ln p_{3.3} & 0.729 & 1.321 & 0.173 & 2.900 & 0.671 & 0.149 & -0.228\end{array}$
$\begin{array}{llllllll}\ln p_{4.1} & -0.068 & 0.308 & -1.385 & -6.129 & 0.361 & -0.880 & 1.113\end{array}$
$\begin{array}{llllllll}\ln p_{4.2} & 0.028 & 1.676 & -0.330 & -1.332 & -0.061 & 2.860 & 0.137\end{array}$
$\begin{array}{lrrrrrrr}\ln p_{5.1} & 1.086 & 0.170 & -2.282 & -0.678 & -0.067 & 0.280 & -1.077 \\ \ln p_{5.2} & 0.355 & -0.923 & 5.351 & -0.456 & -2.497 & 1.785 & 0.201\end{array}$
$\begin{array}{lrrrrrrr}\ln p_{5.2} & 0.355 & -0.923 & 5.351 & -0.456 & -2.497 & 1.785 & 0.201 \\ \ln p_{5.3} & 1.154 & 0.440 & -1.428 & 0.432 & -0.422 & 2.866 & -0.319\end{array}$
$\begin{array}{rrrrrrrr}\ln p_{5.4} & 0.737 & 4.615 & 0.676 & -1.135 & 0.044 & -0.782 & -0.214\end{array}$
$\ln p_{6.1}-0.650 ~-7.004 ~ 0.339-1.686-1.189-2.946-0.654$
$\begin{array}{lrrrrrrr}\ln p_{6.2} & -1.035 & -6.300 & -0.577 & -0.822 & -0.100 & 1.961 & -0.214 \\ \ln p_{6.3} & 0.708 & -0.508 & -0.052 & 0.195 & -0.952 & -0.010 & -0.263 \\ \ln p_{7.1} & 2.493 & 0.249 & -0.459 & -0.461 & -0.182 & 0.551 & 0.028\end{array}$
$\begin{array}{llllrrrr}\ln p_{7.1} & 2.493 & 0.249 & -0.459 & -0.461 & -0.182 & 0.551 & 0.028 \\ \ln p_{7} & 1.969 & 0.327 & 0.013 & 0.088 & -0.271 & 0.610 & -0.430\end{array}$
$\begin{array}{llllrrrr}\ln p_{7.2} & 1.969 & 0.327 & 0.013 & 0.088 & -0.271 & 0.610 & -0.430 \\ \ln p_{7.3} & 0.457 & 0.247 & 0.347 & -6.849 & -0.294 & -3.880 & -0.028\end{array}$
$\begin{array}{llllllll}\ln p_{8.1} & 0.518 & 2.720 & 1.394 & 1.920 & 0.538 & -1.551 & 0.036\end{array}$
$\ln p_{8.2} \quad-0.045 \quad 0.781 \quad 0.310 \quad-0.501 \quad 0.141-10.797-0.447$
$\ln p_{8.3} \quad 0.451 \quad 0.250 ~-2.289 \quad 2.605 \quad 1.552-0.1650 .476$
$\ln p_{8.4}-0.164 \quad 0.519 \quad 0.239-1.486$
$\begin{array}{lllllllll}\ln p_{8.5} & -1.501 & 0.083 & -0.342 & -1.473 & -0.135 & -0.152 & -0.281 & -0.0 \\ \ln \frac{m}{P} & -1.034 & -10.762 & -1.100 & -14.689 & -0.084 & -2.320 & -0.100 & -1\end{array}$


| $R_{i}^{2}$ | 0.934 | 0.925 | 0.827 | 0.961 | 0.978 | 0.445 | 0.419 | 0.720 | 0.989 | 0.577 | 0.948 | 0.874 | 0.670 | 0.683 | 0.477 | 0.900 | 0.820 | 0.964 | 0.842 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\hat{\sigma}_{i}$ | 0.001 | 0.004 | 0.001 | 0.002 | 0.000 | 0.002 | 0.001 | 0.002 | 0.000 | 0.002 | 0.001 | 0.003 | 0.001 | 0.010 | 0.008 | 0.003 | 0.001 | 0.006 | 0.003 |

Almost Ideal Demand System estimated by Ordinary Least Squares, restricted for homogeneity
(37 restrictions) and symmetry ( 666 restrictions). Restrictions rejected individually and jointly.
Table C: AIDS estimated by OLS.

Parameter estimates, $\left(\gamma_{i j}\right.$ 's, $\beta_{i}$ 's and $\alpha_{i}$ 's).
$0.017 \quad 0.013-0.013 \quad 0.0010 .0040 .006$
$0.018 \quad 0.013-0.013$ $0.017 \quad 0.003-0.003$ $0.031-0.006-0.010$ $0.009 \quad 0.002-0.006$ $0.009 \quad 0.002 \quad 0.002$ $-0.005 \quad 0.001-0.002$ $0.004-0.002-0.002$ $-0.006 \quad 0.000-0.011$ $0.007 \quad 0.0010 .001$ $\begin{array}{lll}0.014 & -0.009 & 0.004\end{array}$ $\begin{array}{rrr}0.014 & -0.009 & 0.004 \\ 0.015 & 0.001 & 0.001\end{array}$ 0.001 -0.002-0.009 $0.004-0.001-0.005$ $0.009-0.009-0.034$ $0.009-0.004-0.054$ $\begin{array}{lll}-0.045 & -0.009 & 0.026\end{array}$ $0.001 \quad 0.000 \quad 0.003$
0.025 0.012-0.009 $-0.001-0.021-0.007$ $-0.153 \quad 0.003 \quad 0.030$ $\begin{array}{lrr}0.003 & -0.008 & 0.006\end{array}$ $0.030 \quad 0.006-0.017$
$0.013-0.002-0.003$
$0.0250 .005-0.006$ $0.005 \quad 0.007-0.015$ $0.028-0.004-0.011$ $-0.003-0.003 \quad 0.003$ $-0.005-0.003-0.006$ 0.038 0.004-0.006 0.012 0.002-0.003 $0.002-0.000-0.004$ $\begin{array}{rrr}0.002 & -0.000 & -0.004 \\ 0.0 .002 & 0.001\end{array}$ $0.025-0.009-0.001$
$\begin{array}{lll}-0.031 & 0.002 & 0.008\end{array}$
$0.001 \quad 0.0020 .010$ $0.014 \quad 0.003-0.001$ $-0.006 \quad 0.001-0.003$
$0.012 \quad 0.008 \quad 0.002$
$0.079 \quad 0.004-0.022$
$0.507-0.004 \quad 0.251$
0.009 0.001-0.007 0.003 0.010 -0.008-0.014-0.003 0.002 0.004 $0.002-0.005 \quad 0.006-0.003-0.003-0.003-0.007-0.001-0.0020 .000$ $-0.003-0.003-0.004 \quad 0.005-0.014-0.005-0.00310 .002-0.0010 .000$ -0.000-0.001-0.005-0.001 -0.014 $\begin{array}{rrrrr}0.002 & 0.001 & 0.001 & 0.003 & -0.000\end{array}$ $0.001-0.001$ 0.001-0.001-0.001 $0.0020 .001 \quad 0.003 \quad 0.001-0.003$ $0.000-0.001 \quad 0.002-0.001 \quad 0.002$ $\begin{array}{llll}0.003-0.005-0.007 & 0.007 & 0.004\end{array}$ $0.002-0.002-0.002-0.004-0.000$ $-0.0020 .001-0.001-0.002-0.002$ $0.0030 .000-0.003 \quad 0.001-0.003$ $0.0010 .000-0.009 \quad 0.013 \quad 0.013$ $0.006-0.000-0.002-0.011-0.005$ $\begin{array}{llrrrr}0.007 & 0.001 & 0.003 & 0.003 & 0.013\end{array}$ $0.001-0.001$ 0.004-0.003 0.000 $-0.011-0.000 \quad 0.020-0.002-0.004$ $0.002-0.018 \quad 0.026-0.013-0.000$ $0.013 \quad 0.025-0.005 \quad 0.028-0.003$ $0.002 \quad 0.005 \quad 0.007-0.004-0.003$ 0.003-0.006-0.015-0.011 0.003 0.017-0.000-0.009-0.001-0.009 $0.000-0.004 \quad 0.002 \quad 0.003-0.003$ $-0.009 \quad 0.002-0.029 \quad 0.003-0.011$ 0.0010 .003 0.003-0.027-0.002 -0.009-0.003 -0.011-0.002-0.004 $0.001-0.000 \quad 0.009-0.003 \quad 0.007$ $0.002-0.008 \quad 0.009-0.003-0.005$ $0.001-0.000-0.000-0.001-0.005$ 0.001 0.001-0.001-0.001-0.001 $\begin{array}{llrr}0.001 & 0.007 & 0.003-0.002-0.002\end{array}$ $0.003 \quad 0.004-0.005 \quad 0.007 \quad 0.018$ $0.008 \quad 0.007-0.000 \quad 0.008 \quad 0.004$ $0.001-0.001 \quad 0.008 \quad 0.001 \quad 0.001$ $0.0030 .001 \quad 0.001 \quad 0.002-0.001$ $0.001 \quad 0.001 \quad 0.006-0.000-0.001$ $0.010-0.006-0.004-0.001-0.005$ 0.025-0.013-0.009-0.007 0.001 $\begin{array}{lllll}0.248 & 0.110 & 0.096 & 0.068 & 0.013\end{array}$
$0.003-0.001-0.001-0.001-0.001$ 0.003-0.001-0.001-0.001-0.001 $-0.000-0.001-0.000 \quad 0.000-0.001-0.001$ $0.009 \quad 0.003 \quad 0.000 \quad 0.001-0.000$ $0.001-0.002-0.000-0.000-0.001$ $0.012-0.006-0.000-0.001-0.002$ $0.000-0.006-0.000-0.001-0.002-0.008$ $0.000-0.003-0.002-0.001-0.001 \quad 0.001$ $-0.003-0.002$ 0.001-0.001-0.001 -0.004 $-0.003-0.000 \quad 0.001 \quad 0.001 \quad 0.001$ $\begin{array}{lllll}0.009 & 0.015 & 0.004 & 0.001 & 0.000\end{array}$ $\begin{array}{lllll}0.002 & 0.003 & 0.001-0.002 & 0.003\end{array}$ $\begin{array}{llrr}0.004 & 0.005-0.002-0.000-0.003 & -0 .\end{array}$ $0.004-0.005-0.002-0.000-0.007-0.002$ $0.001-0.002-0.001-0.000-0.001$ $-0.010-0.006-0.002 \quad 0.003-0.001$ $0.026 \quad 0.003-0.007 \quad 0.001-0.011$ $-0.005 \quad 0.038 \quad 0.012 \quad 0.002-0.005$ $-0.00310 .00410 .002-0.000-0.002$ $0.006-0.006-0.003-0.004-0.001-0$. $0.001 \quad 0.002 \quad 0.001-0.001 \quad 0.001$ $-0.000-0.008-0.000 \quad 0.001 \quad 0.007$ 0.009 0.009-0.000-0.001 0.003 $-0.003-0.003-0.001-0.001-0.002$ $0.007-0.005-0.005-0.001-0.002$ 0.002 0.002-0.002-0.002-0.001 0.002-0.014-0.004-0.003 0.001 $-0.002-0.004-0.002$ 0.001-0.001 -0.002-0.003 0.001-0.001 0.002 $\begin{array}{rrrrrr}-0.002 & -0.003 & 0.001 & -0.001 & 0.002 \\ -0.001 & 0.001 & -0.001 & 0.002 & -0.002\end{array}$ $\begin{array}{lllll}0.002 & 0.005 & 0.007 & 0.004 & 0.002\end{array}$ $-0.000 \quad 0.008 \quad 0.003-0.001-0.003-$ $0.001 \quad 0.002 \quad 0.000-0.000 \quad 0.001$ $-0.008 \quad 0.005 \quad 0.002-0.000 \quad 0.000$ $-0.002-0.002-0.001 \quad 0.001 \quad 0.001$ $-0.004-0.005-0.002 \quad 0.000 \quad 0.007$ $0.008-0.015-0.005-0.003-0.004$ $0.053 \quad 0.124 \quad 0.041 \quad 0.027-0.017-0.064$
0.008
0.009 0.009 0.006 $0.011-0.003 \quad-0.004 \quad 0.002-0.002 \quad \ln p_{1.2}$ $0.000-0.002 \quad 0.017-0.001-0.008 \ln p_{1.4}$ $\begin{array}{lllll}0.003 & 0.001 & 0.003 & 0.001-0.000 & \ln p_{1.5}\end{array}$ $0.001-0.006-0.001 \quad 0.001-0.000 \ln p_{1.6}$ $\begin{array}{lllll}0.001 & -0.002 & 0.001-0.001-0.001 & \ln p_{1.7} \\ -0.003 & -0.002 & 0.006 & 0.000-0.001 & \end{array}$ $\begin{array}{lllll}0.003 & -0.002 & 0.006 & 0.000-0.001 & \ln p_{1.8}\end{array}$ $0.001 \quad 0.000 \quad 0.001-0.002-0.000 \ln p_{1.9}$ $0.002-0.000 \quad 0.000-0.004-0.007 \ln p_{1.10}$ $0.004 \quad 0.002 \quad 0.004-0.001-0.001 \ln p_{1.11}$ $-0.000-0.001 \quad 0.001 \quad 0.001-0.007 \ln p_{1.12}$ $\begin{array}{lllll}0.005 & -0.002 & 0.001 & 0.002 & 0.003\end{array} \ln p_{1.13}$ $0.003-0.011-0.038-0.003-0.008 \ln p_{2}$ $-0.004-0.016 \quad-0.026 \quad 0.001-0.003 \quad \ln p_{2.2}$ $-0.010-0.002-0.003-0.0020 .009 \ln p_{2.3}$ $-0.000-0.001 \quad 0.001-0.002 \quad 0.009 \ln p_{2.4}$ $\begin{array}{lllll}0.004 & 0.001 & 0.002 & 0.002-0.013 & \ln p_{2.5}\end{array}$ $-0.011 \quad 0.005-0.014-0.001 \quad 0.016 \quad \ln p_{3.1}$ $-0.031 \quad 0.001-0.014-0.006-0.012 \ln p_{3.2}$ $\begin{array}{llllll}0.002 & 0.002 & 0.003 & 0.001 & 0.008 & \ln p_{3.3}\end{array}$ $0.008 \quad 0.010-0.001-0.003 \quad 0.002 \ln p_{4.1}$ $\begin{array}{lllll}0.008 & -0.001 & 0.003 & 0.001 & 0.010\end{array} \ln p_{4.2}$ $0.007-0.001-0.001 \quad 0.001-0.006 \quad \ln p_{5.1}$ $-0.000 \quad 0.008 \quad 0.001 \quad 0.006-0.004 \quad \ln p_{5.2}$ $0.008 \quad 0.001 \quad 0.002-0.000-0.001 \ln p_{5.3}$ $0.004 \quad 0.001-0.001-0.001-0.005 \ln p_{5.4}$ $-0.000 \quad 0.001-0.008-0.002-0.004 \ln p_{6.1}$ $0.008 \quad 0.002 \quad 0.005-0.002-0.005 \ln p_{6}$ $0.003-0.000$ $0.002-0.001-0.002 \ln p_{6.3}$ $\begin{array}{rrrr}-0.000 & 0.001 & 0.000 & \ln p_{7.1}\end{array}$ $\begin{array}{rrrrrr}-0.001 & -0.000 & -0.000 & 0.001 & 0.000 & \ln p_{7.1} \\ -0.003 & 0.001 & 0.000 & 0.001 & 0.007 & \ln p_{7.2}\end{array}$ $\begin{array}{rrrrrr}-0.003 & 0.001 & 0.000 & 0.001 & 0.007 & \ln p_{7.2} \\ -0.004 & -0.004 & -0.010 & 0.003 & -0.000 & \ln p_{7.3}\end{array}$ $\begin{array}{lllll}-0.026 & -0.000 & -0.011 & 0.003 & 0.002\end{array} \ln p_{8.1}$ $\begin{array}{llllll}-0.000 & -0.012 & -0.005 & 0.001 & 0.004 & \ln p_{8} .1\end{array}$ $\begin{array}{lllllll}-0.011 & -0.005 & -0.012 & 0.001 & 0.004 & \ln p_{8.3}\end{array}$ $\begin{array}{lllllll}0.003 & 0.001 & 0.001 & 0.000 & 0.001 & \ln p_{8.4}\end{array}$ $\begin{array}{llllll}0.002 & 0.004 & 0.004 & 0.001 & 0.009 & \ln p_{8.5}\end{array}$ $0.020 \quad 0.005 \quad 0.016-0.003-0.005 \quad \ln \frac{m}{P}$ $-0.126-0.021-0.106 \quad 0.027 \quad 0.053$ const.

## t-statistics



Sample period is $1963 q 1$ to $1997 q 4$ (140 observations)
$\hat{\sigma}_{i}$ represents the root mean squared error for each equation.
Table C (continued): AIDS estimated by OLS.
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[^0]:    *I am grateful Michael Keen for his help on this paper. I am also grateful to seminar participants at the 1998 annual conference of the European Society for Population Economics and to seminar participants at the University of Essex. Any shortcomings are mine.

[^1]:    ${ }^{1}$ Karni (1979), page 1391.
    ${ }^{2}$ See Kreps (1990), page 82, for this definition of the risk premium.

[^2]:    ${ }^{3}$ Copeland and Weston (1983), pages 85-90.

[^3]:    ${ }^{4}$ The data are taken from the Office for National Statistics publication "Consumer Trends", this in turn, is based on data from the UK Family Expenditure Surveys.
    ${ }^{5}$ The number of households is based on population estimates from "Monthly Digest of Statistics", table 2.1 and from estimates of household size from the "General Household Surveys". This gives mid-year estimates and values for each quarter are generated by interpolation.

[^4]:    ${ }^{6}$ Failure to model the non-stationarity of the data is the greatest shortcoming. The data exhibits non-stationarity with the presence of unit roots and seasonal roots. Dealing with non-stationary data that contains seasonal components is non-trivial and is therefore left as a future extension.

[^5]:    ${ }^{7}$ see Dixit and Norman (1988), pages 312-313. Varian (1992), pages 17-18.
    ${ }^{8}$ Ibid.

