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Abstract

Despite years of physical-layer research, capacity enhancement potential of relays is limited by the

additional spectrum required for Base Stations (BS)-Relay Station (RS) links. This paper presents a novel

distributed solution by exploiting a system level perspective instead. Building on a realistic system model

with impromptu RS deployments, we develop an analytical framework for tilt optimization that can

dynamically maximize spectral efficiency of both BS-RS and BS-user links in online manner. To obtain

a distributed self-organizing solution, the large scale system-wide optimization problem is decomposed

into local small scale subproblems by applying the design principles of self-organization in biological

systems. The local subproblems are non-convex but having a very small scale can be easily solved via

standard nonlinear optimization techniques such as sequential quadratic programming. The performance

of developed solution is evaluated through extensive simulations for LTE-A type system and compared

against number of benchmarks including a centralized solution obtained via brute force, that also gives

an upper bound to assess optimality gap. Results show that proposed solution can enhance average

spectral efficiency by up to 50% compared to fixed tilting with negligible signaling overheads. The key

advantage of the proposed solution is its potential for autonomous and distributed implementation.

Index Terms

Self Organization; Tilt Optimization; Relay station; Spectral Efficiency Maximization

I. I NTRODUCTION

Quest for higher data rates and better quality of service is pushing the wireless cellular systems

to their physical limits [1]. More extensive use of Relay Stations (RS) have been identified as
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one of the key strategies to meet the unprecedented high demands in future cellular systems

such as LTE-A. Compared to conventional Base Station (BS), RSs are generally cheaper, more

energy efficient and quick roll-out friendly solution to extend coverage and capacity of cellular

systems [2]. However, to exploit the full advantages of the RSs, e.g. as intended in LTE-A, two

key problems remain challenging to date. The first major problem is to overcome the inherent

drawback of the RS i.e. the spectrum reuse inefficiency caused by the extra spectrum required

for BS-RSaccess linkas illustrated in figure 1. The need for this extra spectrum severely limits

RS’ potential of system-wide capacity enhancement in cellular systems [3]. Therefore, it is very

desirable to optimize the spectral efficiency of access links so that more spectrum is available

for RS-user and BS-usercoverage links.

Secondly, as identified by 3GPP [4], in future cellular networks such as LTE-A the BS

infrastructure that has to support a RS based enhancement, should have Self Organization (SO)

capabilities to accommodate the impromptu deployment of the RSs. Such on-the-run random

deployment of RSs in time and space is envisioned to be inevitable to cope with spatio-temporally

dynamic demands of coverage and capacity in future cellular systems. SO will be particularly

required to accommodate advent or departure or location change of RSs. Without proper SO

capabilities in BSs, the wide scale deployment of new RSs can be almost as demanding as

deployment of new BSs, thereby severely limiting advantages of RSs.

The framework presented in this paper addresses both of these challenges simultaneously. i.e.

1) it enhances spectral efficiency on BS-RS access link (without compromising BS-user link

spectral efficiency) and thus reduces spectrum reuse inefficiency caused by RSs access links;

and 2) it ensures continuous maintenance of the optimal spectral efficiency through a distributed

tilt SO solution for BSs to cope with the on-the-run deployment of RSs.

A. Novelty and Contributions

While exhaustive research efforts have been channeled to develop myriad of physical layer [5],

MAC layer [6] and network layer [7] solutions to counter measure the spectrum reuse inefficiency

caused by the access links of RSs, remarkably very less attention has been channelled to the

solutions that can be harnessed with a system level perspective. In this paper by exploiting the

system level perspective, we present a novel framework for spectral efficiency enhancement on

the access link through distributed self-optimization of system-wide BS antenna tilts.
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Given the significance of tilt optimization in cellular system, a large number of works have

already embarked on this problem in context of macro cellular systems [8]–[26]1. In order to

cope with NP-Hard nature of the problem, these works have mainly resorted to heuristics such as

tabu-search [8], fuzzy reinforcement learning [15], fuzzy q-learning [23], golden section search

[28], Taguchi method [20], multi-level random Taguchi’s method [24], reinforcement learning

based sparse sampling [25] and simulated annealing [26]. The general methodology followed in

these works has been to evaluate the desired Key Performance Indicator(s) (KPIs) as a function of

system-wide tilt angles through a simulation model. A non-exhaustive search is then carried out

by exploration of the solution space in vicinities selected with help of one of the aforementioned

heuristics for obtaining the suitable tilt values. Given the limited transparency of the simulation

models that acts as a black box between tilt value and the KPI and inherent lack of guarantee

from these heuristics that the solution produced is close to optimal, the quality of the solution

yielded by this methodology remains hard to be asserted. Furthermore, the long time required to

search an acceptable system-wide solution using this approach relying on sophisticated offline

planning tools is another factor that thwarts the practical implementation of such solutions for self

organising antenna tilts in online manner. Lack of repeatability and no convergence guarantee

is another hurdle in use of this approach for self organization of tilts in live networks. To

overcome these challenges, in this paper we exploit a mathematical framework to model the

KPI of interest as a function of tilt, thereby obtaining a more transparent system model that

allows deeper insights and thus better control of system behaviour. Then, instead solving for the

system-wide NP-hard problem through a heuristic, we propose to decompose the problem into

local sub-problems that because of being of very small scale, can be solved by more deterministic

methods and thus can have better quality assurance.

Another novelty of our work is that prior works have mainly focused on tilt optimization in

macro cellular systems and do not consider a relay enhanced cellular systems with consideration

of BS-RS access links as we do in this work. Only in [29] authors have introduced the concept

of spectral efficiency enhancement on access link through BS antenna tilt adaptation for the first

time. However, the scope of [29] is limited to an ideally symmetric scenario where all the cells

are assumed to contain strictly one RS in each cell. Thus it does not take into account more

1A detailed survey of works on tilt optimization can be found in our previous work in [27].
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generic scenarios of heterogeneous deployment where RSs are deployed quite randomly and

some cells might not contain RSs and some users are directly served by BSs. The gain of the

solution proposed in [29] is demonstrated with a model consisting of only three cells whereas

we conduct performance evaluation using a full scale system model. Also, while considering

BS-RS link, solution in [29] does not take into account the impact of BS antenna tilting on

the BS-user links, as we do in this work. Therefore, to the best of our knowledge, this paper

presents a novel distributed solution for run-time self optimization of system-wide tilts in relay

enhanced cellular system with realistic heterogeneous deployments. We compare the performance

of our proposed solution with three different benchmarks.1) Performance with no tilting in the

system 2)Performance with a range of pragmatic fixed tilting values that are generally used in

state of the art commercial cellular networks. This includes fixed optimal tilt values depending

on cell size and antenna height 3) Performance with a globally optimal centralized SO solution

obtained for a small scale version of the problem through brute force method. The key advantage

of the proposed solution is that it can enhance average BS-RS as well as BS-user link spectral

efficiency while dynamically coping with run time addition of relays in the system without

requiring centralized signalling and manual reconfiguration of BSs antenna tilts.

B. Organization of paper

The rest of paper is organized as follows: in section II we present system model, assumptions

and problem formulation. In order to achieve a SO solution, in section III we propose a way

to decompose the system-wide problem into local subproblems as inspired by SO systems in

nature. Solution methodology for local subproblems is also presented in this section. Section IV

presents numerical as well as system level simulation results to demonstrate the gains achievable

by the proposed solution. Pragmatic implementation of proposed solution in context of LTE-A

is given in section V and section VI concludes this paper.

II. SYSTEM MODEL AND ASSUMPTIONS

A. Assumptions and Nomenclature

The analysis in this paper focuses only on thedown link of cellular systems for sake of

conciseness. It is assumed that all user devices as well as RSs have omnidirectional antennas with

a constant gain in all directions. The term sector is used in the same meanings as a cell. Frequency
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Fig. 1. The extra spectrum required for access link causes

spectrum reuse inefficiency. This inefficiency can be decreased

by maximising the spectral efficiency on access link as that will

allow reduction in t1 and an increase in t2.

Fig. 2. System model for problem formulation. Small (red)

circles show RS that are randomly located in some sectors

to cover hotspots etc.

reuse of one is considered and consequently we assume an interference limited scenario where

noize is negligible compared to interference. Since, the time scale of self optimization of tilts

will be in the order of hours to days, therefore, short term channel variations i.e. fast fading

are omitted in the analytical model for better tractability. However, the features omitted in the

analysis namely noise and fast fading are modeled in detail in the simulation model used for

performance evaluation in Section IV to assess the performance of proposed solution in more

realistic scenarios. We use term throughput in this paper with similar meaning as the bandwidth

normalized ergodic capacity given bylog2(1 + SIR) that is thus equivalent to thespectral

efficiencyin b/s/Hz, where SIR stands for Signal to Interference Ratio. BS and RS multiplex

in time (or frequency) such that there is no interference between RS-user and BS-RS links as

illustrated in figure 1. Due the geometrical context of the paper, while refereing to BS, RS and

users we will be referring to the locations of their antennas until unless specified otherwise.

Symbol tilde e.g. in x̃ is used to denote optimal value of a variablex and symbolhat e.g. in x̂

is used to denote an approximation of a variablex.

B. System Model

We consider a sectorized multi cellular network as shown in figure 2. Each BS has three cells

and each cell has at most one RS station in it placed at arbitrary location. The purpose of RS

can be to cover a random user hotspot for capacity enhancement or to fill a coverage whole for

coverage enhancement. LetB denote the set of points corresponding to the transmission antenna

location of all BS cells,R denote the set of points representing locations of the RSs antennas
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Fig. 3. Illustration of geometrical background of the analysis.

Fig. 4. The optimal tiltψ̃b
tilt can be mapped to a

locus of points equidistant distant from the BS.

in the system andU denote set of points representing all the user devices randomly located in

the system. The geometric SIR on the access link of a RS located at pointr ∈ R associated

with bth BS cell, can be given as:

γb
r =

P bGb
rGrδ

b
rα
(
db

r

)−β

∑
∀b́∈B\b

(

P b́Gb́
rGrδb́

rα
(
db́

r

)−β
) b, b́ ∈ B, r ∈ R (1)

whereP b is transmission power of thebth BS cell,db
r anddb́

r are distances between thebth and

b́th BS cell (transmitting) antenna locations and (receiving) RS antenna locationr. Theα andβ

are pathloss coefficient and exponents respectively that can be used to model a generic pathloss

model.δb
r andδb́

r are shadowing coefficients that represent shadowing faced by a signal at location

r while being received from thebth and b́th BS antennas, respectively. Note thatδb
r and δb́

r are

not assumed to be same, despite of being shadowing values at same location, because in order

to model more realistic prorogation scenario we take into account the dependency of shadowing

values on the angles of arrival, using the multi-cell cross-correlation shadowing model proposed

in [30]. The operator ‘\’ in B\b means all elements ofB exceptb.

Gb
r andGb́

r are antenna gains perceived atrth RS frombth and b́th BS respectively. For 3GPP

LTE the three dimensional antenna pattern can be modelled as proposed in [31]. Using the

geometry in figure 3 the perceived antenna gain frombth BS, at locationr of a RS can be

written in as follows:

Gb
r = 10

0.1

(

λv

(

Gmax−min

(

12

(
ψb

r−ψb
tilt

Bv

)2

,Amax

))

+λh

(
Gmax−min

(
12

(
φb

r−φb
a

Bh

)2

,Amax

)))

(2)

whereψb
r is the vertical angle atbth cell in degrees from reference axis (horizon) to the RSr.

ψb
tilt is the tilt angle of thebth cell as shown in figure 3. Theφb

a is angle of the azimuth orientation

of the antenna with respect to horizontal reference axis i.e. positive x-axis.φb
r is the angle of
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location rth RS from the horizontal reference axis, atbth BS. Subscriptsh, a and v denote

horizontal, azimuth and vertical respectively. ThusBh andBv represent horizontal and vertical

beamwidths of the BS antenna respectively, andλh and λv represent weighting factors for the

horizontal and vertical beam pattern of the antenna in 3D antenna model [31] respectively.Gmax

and Amax denote the maximum antenna gain at the boresight of the antenna and maximum

antenna attenuation at the sides and back of the boresight of the antenna respectively in dB.

Gmax andAmax are same for horizontal and vertical radiation pattern, therefore, no subscriptv

andh are associated to them.

In order to substitute in (8), the antenna model can be simplified by neglecting the maximum

attenuation factorAmax and assuming the maximum gainGmax as 0 dB in (2). Both of these

assumptions preserve the accuracy of this antenna model essential to our analysis i.e. parabolic

dependency of antenna gain on angular distance from the boresight stays unchanged. At the

same time these assumptions allow the analytical tractability and insights that otherwise will not

be possible.Nevertheless, these assumptions will be removed in the simulation and numerical

analysis presented in Section IV, and therefore the results presented in this paper depict the

performance of the proposed solution in a system model without these simplifications. The

simplified antenna model can be written as:

Gb
r = 10

−1.2

(

λv

(
ψb

r−ψb
tilt

Bv

)2

+λh

(
φb

r−φb
a

Bh

)2

)

(3)

We assume that all the base stations transmit with same power and all RS antennas have constant

gain in all directions i.e.Gr = constant. Thus, by using (3) in (1) the SIR on the access link of

the rth RS can be determined as:

γb
r =

δb
rα
(
db

r

)−β
10

−1.2

(

λv

(
ψb

r−ψb
tilt

Bv

)2

+λh

(
φb

r−φr
a

Bh

)2

)

∑
∀b́∈B\b








δb́
rα
(
db́

r

)−β
10

−1.2

(

λv

(
ψb́

r−ψb́
tilt

Bv

)2

+λh

(
φb́

r−φb́
a

Bh

)2
)






(4)

For the ease of expression we use following substitutions:

cb
k =

B2
vλh

λv

(
φb

r − φb
a

Bh

)2

; cb́
k =

B2
vλh

λv



φb́
r − φb́

a

Bh





2

(5)

hb
r = δb

rα
(
db

r

)−β
; hb́

r = δb́
rα
(
db́

r

)−β
; μ =

−1.2λv

B2
v

(6)
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Using the substitutions in (5)−(6), the SIR in (4) can be written as:

γb
r =

hb
r10

μ

(
(ψb

r−ψb
tilt)

2
+cb

r

)

∑
∀b∈B\b́

(

hb́
r10

μ

(
(ψb́

r−ψb́
tilt)

2
+cb́

r

)) (7)

Note thatγb
r is function of vector of tilt angles of all sectors i.e.ψB

tilt =
[
ψ1

tilt, ψ
2
tilt, ψ

3
tilt...ψ

B
tilt

]

whereB = |B|, but for sake of simplicity of expression we will show this dependency only

where necessary. Similarly the geometric SIR perceived by a user at a locationu being served

by bth BS cell can be given as:

γb
u =

P bGb
uα
(
db

u

)−β

∑
∀b́∈B\b

(

P b́Gb́
uα
(
db́

u

)−β
) b, b́ ∈ B, u ∈ U (8)

wheredb
u and db́

u are distances between thebth and b́th BS cell anduth user. Following same

steps as above, the SIR for the BS-user link can be written as:

γb
u =

hb
u10

μ

(
(ψb

u−ψb
tilt)

2
+cb

u

)

∑
∀b́∈B\b

(

hb́
u10

μ

(
(ψb́

u−ψb́
tilt)

2
+cb́

u

)) (9)

III. T ILT OPTIMIZATION FRAMEWORK

In this section, first the problem is formulated using the system model. Key steps to design

a SO solution are identified by inspirations from natural SO systems. These steps are are then

applied on our system model to design the analytical framework for a SO solution.

A. Problem Formulation

As our objective is to minimize the radio resources required for access link and thus maximize

the net gain of RSs in terms of system-wide capacity. To achieve this objective, we propose to

optimize system-wide BS antenna tilts such that it maximize the long term weighted average

bandwidth normalized throughputη i.e. weighted average spectral efficiency (bandwidth normal-

ized ergodic capacity) on all the access links in the system. Mathematically our problem can be

written as:

max
ψBtilt

η
(
ψB

tilt

)
= max

ψBtilt

1

Wr

∑

∀r∈R

wr log2

(
1 + γb

r

(
ψB

tilt

))
(10)

where0 < wr ≤ 1 is a weight factor that varies over a fixed range of 0-1 and can be assigned to

each RS to reflect the relative importance of its backhaul link in overall system level optimization.
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In other words, these weights can be set to model the significance of each RS depending on

statistics of numbers and activity levels of users it serves. Thus these weights can also be used

to reflect if a RS has been deployed for coverage extension and therefore might have low load

backhaul that need to be assigned lower weight, or if the RS is for capacity extension at a hotspot

and therefore might have heavily loaded backhaul and that need to be assigned proportionally

higherwr. Where,Wr =
∑

∀r∈R wr. In a simple example,wr can be calculated as follows:

wr =

∑
∀u∈Ur

b
au

∑
∀u∈Ub

au

, 0 < au ≤ 1 (11)

Whereau representsuth user activity level.Ub is set of users inbth BS cell andU r
b is set

of users in therth RS cell within bth BS cell. However, adapting BS antenna tilt will have an

impact on the users that are directly served by BS. To take these users into account the problem

in (10) can be reformulated as:

max
ψBtilt






1

Wr

∑

∀r∈R

wr log2

(
1 + γb

r

(
ψB

tilt

))
+

1

Áu

∑

∀u∈U\Ú

au log2

(
1 + γb

u

(
ψB

tilt

))



 (12)

WhereÚ is set of users served by RSs such thatÚ ⊂ U and thus users served directly by BS

are given by setU\Ú and Áu =
∑

∀u∈U\Ú au.

The formulation in (12) is a nonlinear multi variable optimization problem. Its solution would

require global cooperation among all cells in the system and hence can not be implemented

as a distributed SO solution [27], [32]. Furthermore, as we will see in subsection III-E the

objective function in (12) is non-convex. Also huge number of the optimization variables i.e.

ψB
tilt =

[
ψ1

tilt, ψ
2
tilt, ψ

3
tilt...ψ

B
tilt

]
means it is a large scale optimization problem. Therefore, the

conventional heuristic based approach of finding a sub-optimal solution by using an offline

planning tools, do not offer a pragmatic mechanism for online self optimization of tilts due to

the very large computational time. Furthermore, lack of guarantee for quality of solution and

limitations of the off line planning tool to depict live network may not only compromise the

agility of a closed loop nature of an ideal SO solution but also may increase instability risks

in SO process [27]. In following section we present a novel biologically inspired mathematical

framework that can enable self optimization of tilts by providing a distributed solution of (12).
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B. Designing a Self Organising Solution

In nature many systems can be observed to exhibit self organizing behaviour. A detailed

discussion on designing self organization by mimicking such systems can be found in our works

in [27], [33] as well as in [32], [34], [35]. Here it would suffice to say that, for a distributed self

organising solution, perfect objective may not be aimed for at system-wide level [32]. Rather,

an approximation of the objective can be aimed for, given that it can be decomposed into sub-

objectives that can be achieved at local level while requiring interactions only among local

entities of system. This phenomenon, in turn can approximately achieve the original system

wide objective resulting into emergence of self organising behaviour [27], [32].

This design principle of SO when applied to our problem in (12) means, given the complexity

of this problem, we need to 1) find an alternative approximate manifestation of the problem

in (12) that can be then 2) decomposed down into easily solvable local sub-problems whose

solution would at most require local coordination only among neighbouring cells. And finally

we need to 3) determine the solution of those local subproblems. In following three subsections

we follow these three steps to achieve a distributed self organising solution for problem in (12).

C. Simplifying the Problem to Achieve Decomposability

Difficulty to obtain pragmatic solution of (12) stems mainly from fact there is summation

in the optimization objective that grows with number of users and complexity of each term in

the summation also grows with number of cells in the system. In the sequel we present the

analysis to determine a significantly simpler and scalable manifestation of (12) as desired for

the distributed SO solution.

Theorem 1. If a cell has uniform user distribution and the importance of each geographical

point (x,y) in the cell is given by weighta(x,y), the antenna tiltψ̃b
tilt of that cell is optimal in

terms of weighted average area spectral efficiency if it satisfies following condition:
∫

x

∫

y
a(x,y)

(

(ψb
x,y − ψ̃b

tilt)
γ̃b

x,y

1 + γ̃b
x,y

)

dxdy = 0 (13)

whereγ̃b
x,y is the SIR perceived at point (x,y) in cellb, when its antenna is tilted bỹψb

tilt degrees.

γ̃b
x,y can be given as:
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γ̃b
x,y =

db
x,y

−β
10

−1.2

(

λv

(
ψb

x,y−ψ̃b
tilt

Bv

)2

+λh

(
φb

x,y−φb
tilt

Bh

)2
)

∑
∀b́∈B\b








db́
x,y

−β
10

−1.2

(

λv

(
ψb́

x,y−ψb́
tilt

Bv

)2

+λh

(
φb́

x,y−φb́
tilt

Bh

)2
)






(14)

Integral in (13) is surface integral over whole area of the cell projected by BS antenna at location

b and (x,y) denote the coordinate of an arbitrary point in that cell.

Proof: Proof of theorem 1 is provided in Appendix A

Following corollaries can be deduced from theorem 1:

Corollary 1. If the tilt value for a given cell satisfies the condition:

|Ub|∑

u=1

au

(
(
ψb

u − ψ̃b
tilt

) γ̃b
u

1 + γ̃b
u

)

= 0 (15)

it will yield greater or equal weighted average spectral efficiency on BS-user links than that ob-

tained with any other value of tilt, for the same tilt angles of neighbouring cells. Mathematically

1

Ab
u

∑

∀u∈Ub

au log2(1 + γb
u

(
ψ̃b

tilt

)
) >

1

Ab
u

∑

∀u∈Ub

au log2(1 + γb
u

(
ψb

tilt

)
) ∀ 0 6 ψb

tilt 6 90 (16)

whereUb is set of users in thebth cell and Ab
u =

∑
∀u∈Ub

au. Note thatγb
u here is function of

antenna tilt of thebth cell only, as rest of the antenna tilts are fixed.

Proof: Proof of corollary 1 directly follows proof of theorem 1 when generalised for a

arbitrary user distribution wether uniform or non-uniform; and arbitrary user activity levels

wether homogeneous or non-homogenous. (see result(56) in Appendix A)

Corollary 2. If Hb and Hp are heights ofbth cell antenna and pointp and d(p ↔ b) denotes

distance between thebth BS and a user at pointp; then the optimal tilt angle in that cell̃ψb
tilt

is the tilt that optimizes spectral efficiency at the pointp that belongs to a set of pointsPb such

that Pb = {p|, d(p ↔ b) = db} and db =
(
Hb − Hp

)
/ tan(ψ̃b

tilt).

Proof: This corollary follows theorem 1 through the fact that the optimal tilt angleψ̃b
tilt

given by theorem 1 can be transformed into a locus of pointsPb that lie at distancedb from the

bth cell antenna. This is illustrated in figure 4.
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Note that according to theorem 1 and its subsequent corollaries, a tilt angle ofbth cell optimized

for any of the points in setPb, optimizes average spectral efficiency in that cell. In other words

setPb represents set of focal points with respect to which tilt should be maximized in given

cell with given user distribution and given user activity levels. However, in order to consider

impact of interference from neighbouring cells and jointly optimize tilts, a single focal point in

Pb need to be identified that can represent the user distribution inbth cell. Note that theorem 1

and subsequent corollaries have effectively reduced the search space for this single point from

the whole cell area to a small set points given byPb. Now for any given user distribution in

a cell this single focal pointpb ∈ Pb can be determined by invoking the classic definition of

centre of gravity of a two dimensional mass distribution with an additional simplification that

CG lies withinPb, as follows:
p̃b = arg min

Pb

∑

∀u∈Ub

aud
p
u(p

b ↔ u) (17)

For ease of discussion we refer to this focal point as Centers of Gravity (CG) of a cell for its

given user distribution and user activity profile. Fortunately, as long as users distribution and

activity can be assumed uniform across the cell, CG can be shown to lie at the centroid of

the trapezoid that constitutes the sector. In such case CG be determined based on cell size and

antenna heights without having to take into account user distribution and activity profile.

Using theorem 1 and its corollaries, the users distribution in each cell can be represented by a

single focal point for tilt optimization process for an arbitrary user distribution and user activity

profile. If the collection of all such points in the system is given by the setV it can be defined

asV =
⋃

∀b∈B p̃b where p̃b ∈ Pb. By using definition ofV in conjunction with corollary 1 and

2, the2nd summation of the right hand side of optimization problem in (12) can be written as:

1

Áu

∑

∀u∈U\Ú

au log2

(
1 + γb

u

(
ψB

tilt

))
≡

∑

∀v∈V́

log2(1 + γb
v

(
ψB

tilt

)
+
∑

∀v∈V̌

log2(1 + γb
v

(
ψB

tilt

)
) (18)

WhereV́ and V̌ are sets of CGs representing BS associated users in cells with RS and without

RS respectively, such thatV =
{
V́ ∪ V̌

}
. Substituting (18) in (12), the optimization problem can

be written as:

max
ψBtilt



 1

Wr

∑

∀r∈R

wr log2

(
1 + γb

r

(
ψB

tilt

)
) +

∑

∀v́∈V́

log2(1 + γb
v

(
ψB

tilt

)
+
∑

∀v̌∈V̌

log2(1 + γb
v

(
ψB

tilt

)
)





(19)

To further simplify our optimization problem in (19) we propose following generic method to
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BS1 S1

BS3

S3

BS3

S2

Triplet

Fig. 5. Circles represent points in setR i.e. RS locations and stars represent points in setV i.e. focal points of user distributions

in a cell determined through theorem (1) and its corollaries. Stars and circles together make setS

determine a single pointsb that can represent effective CG in each cell for the purpose of tilt

optimization, including the cells that contain coverage or capacity enhancing RSs:

sb =






rb, if |U r
b | > 0 & wr ≥

∑
∀u∈Ub

b
au

∑
∀u∈Ub

au
, whererb ∈ R

v́b, if |U r
b | > 0 & wr <

∑
∀u∈Ub

b
au

∑
∀u∈Ub

au
, wherev́ ∈ V́

v̌b, otherwise, wherěv ∈ V̌

(20)

whereU b
b denotes set of users inbth cell that are directly associated with BS. Thus case 1

of (20) refers to the scenario where RS is serving majority of users and thus is expected has

capacity limited backhaul link that must be considered in the tilt optimization process. This case

is applicable to capacity enhancing RS installed at hotspots in a cell. The second case of (20)

represents the cells where the main purpose of RS is coverage extension. The backhaul of such

RS is not expected to be capacity limited and therefore does not have to be considered directly

in tilt optimization problem. In this case the CG of the respective cell will be determined by the

users associated directly with BS. Third case of equation (20) represents the cells with no RSs.

Now if defineS as set of all pointssb in the system such that|S| = |B| , based on arguments

presented above through (13)−(20), the problem in (19) can be written as:

max
ψBtilt

ζ
(
ψB

tilt

)
= max

ψBtilt

∑

∀s∈S

log2

(
1 + γb

s

(
ψB

tilt

))
(21)

The points (CGs) in setS are shown in figure 5, where circles represent RSs i.e. points in set

R; and stars represent the CGs of users’ geographical distribution in cells with no RS or with
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RS whose backhaul is not critical for optimization process i.e. RS withwr <

∑
∀u∈Ub

b
au

∑
∀u∈Ub

au
. Note

that |S| << |U\Ú ∪ R
∣
∣
∣. Thus, as highlighted in section III-B, for designing a SO solution, (21)

is the required simplified manifestation of the original problem in (12).

D. Decomposing the Simplified Problem into Local Subproblems

As discussed in section III-B for a distributed SO solution, after simplifying the original

problem in (12) into (21) its decomposition into local subproblems is required to transform it

from a large scale optimization problem to a scale optimization problem. Such decomposition

into local subproblems is common in SO systems in nature as explained via a case study of

flock of common cranes above (see [36] and [33] for details). We refer to same case study and

deduce the fact that, for achieving flock-wide objective of flying in V-formation, each crane

merely relies on observation of its immediate two neighbours one on each side. Thus, although

cranes do not achieve and maintain perfect V formation, they can still achieve up to 70% gain

in group flight efficiency [36]. To exploit the same principle in our problem, we compromise

slightly on global optimization of problem and propose a concept oftriplet to enable its local

decomposition. A triplet consist of three immediate neighbour cells that is illustrated in enlarged

part of figure 5 and its use is explained and justified by following rather intuitive arguments:

Lemma 1. The average spectral efficiency at the CG’s in the system when interference from

only two immediate neighbouring sectors is considered, will be greater or equal to the average

spectral efficiency at the same points when interference from all the sectors is considered.

Mathematicallyζ̂ > ζ: where

ζ̂ =
1

|S|

∑

∀s∈S

log2

(
1 + γ̂b

s

(
ψB̂

tilt

))
(22)

and

γ̂b
s

(
ψB̂

tilt

)
=

hb
s10

μ

(
(ψb

s−ψb
tilt)

2
+cb

s

)

∑
∀b̌∈B̌\b

(

hb̌
s10

μ

(
(ψb̌

s−ψb̌
tilt)

2
+cb̌

s

)) b, b̌ ∈ B̂, B̂ ⊂ B (23)

b here represents antenna location of arbitrary cell in which points lies andB̂ is set ofbth and

the two other most interfering cells adjacent tobth sector all mutually facing each other such

that
∣
∣
∣B̂
∣
∣
∣ = B̂ = 3. The set of three cells represented byB̂ are termed as triplet as illustrated in

figure 5 by dashed red lines.ψB̂
tilt is vector of tilt angles ofB̂ sectors within the triplet.
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Proof: Lemma 1 is quite intuitive and in order to prove it we actually need to show that

γb
s

(
ψB

tilt

)
6 γ̂b

s

(
ψB̂

tilt

)
, ∀s ∈ S (24)

hb
p10

μ

(
(ψb

s−ψb
tilt)

2
+cb

s

)

∑
∀b́∈B\b

(

hb
s10

μ

(
(ψb́

s−ψb́
tilt)

2
+c

k

)) 6
hb

s10
μ

(
(ψb

s−ψb
tilt)

2
+cb

s

)

∑
∀b̌∈B̂\b

(

hb̌
p10

μ

(
(ψb̌

s−ψb̌
tilt)

2
+cb̌

s

)) , ∀s ∈ S (25)

Multiplying both sides by inverse of the numerator and then inverting the both sides

∑

∀b́∈B\b

(

hb́
s10

μ

(
(ψb́

s−ψb́
tilt)

2
+cb́

s

))

>
∑

∀b̌∈B̂\b

(

hb̌
s10

μ

(
(ψb̌

s−ψb̌
tilt)

2
+cb̌

s

))

, ∀s ∈ S (26)

By opening the left hand side
∑

∀b̌∈B̌\b

(

hb̌
s10

μ

(
(ψb̌

s−ψb̂
tilt)

2
+cb̌

s

))

+
∑

∀b́∈B\B̂

(

hb́
s10

μ

(
(ψb́

s−ψb́
tilt)

2
+cb́

s

))

>

∑
∀b̌∈B̂\b

(

hb̌
s10

μ

(
(ψb̌

s−ψb̌
tilt)

2
+cb̌

s

))

since
∑

∀b́∈B\B̂

(

hb́
s10

μ

(
(ψb́

s−ψb́
tilt)

2
+cb́

s

))

> 0 Hence the proposition in(24) is true. Sinceζ is

monotonically increasing function ofγ, hence,γb
s 6 γ̂b

s, ∀s ∈ S implies thatζ̂ > ζ.

Corollary 3. As β and the cell radius grows large,̂ζ becomes closer approximation ofζ

Proof: Corollary 3 can be easily proved by putting large values ofβ and d in (25).

Proposition 1. If the SIR is given bŷγb
s, the maximum aggregate throughput achieved in the

system by optimizing the tilts within each triplet independently, is same as the throughput

achieved by optimizing system-wide tilts. Mathematically,ζ̂N,max = ζ̂max, where

ζ̂max = max
ψB

tilt

ζ̂
(
ψB

tilt

)
= max

ψB
tilt

∑

∀s∈S

log2(1 + γ̂b
s) (27)

whereγ̂b
s is the approximate SIR at points given by(23) and

ζ̂N,max =
∑

∀n∈N

ζ̂n,max (28)

where
ζ̂n,max = max

ψTn
tilt

∑

∀s∈Sn

log2

(
1 + γ̂b

s

(
ψTn

tilt

))
, Sn ⊂ S, Tn ⊂ N , ∀n ∈ N (29)

whereTn is thenth triplet as illustrated in figure 5 and|Sn| = |Tn| = Tn = 3, ∀n ∈ N , ψTn
tilt

is vector of tilt angles of sectors withinnth triplet such that

Sn ∩ Sn′ = Φ and Tn ∩ Tn′ = Φ , ∀n 6= n
′

where n, n
′
∈ N (30)
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N is set of all such triplets, such that|N | = |B|
|Tn|

is the total number of triplets in the system.

Proof: Since|N |× |Tn| = |N |× |Sn| = |B| = |S| so (27) can be written as:

ζ̂max = max
ψB

tilt

{
∑

∀s∈S1

log2

(
1 + γ̂b

s

(
ψT1

tilt

))
+

∑

∀s∈S2

log2

(
1 + γ̂b

s

(
ψT2

tilt

))

+
∑

∀s∈Sn

log2

(
1 + γ̂b

s

(
ψTn

tilt

))
+ ... +

∑

∀S∈SN

log2

(
1 + γ̂b

s

(
ψTN

tilt

))
} (31)

whereN = |N |. According to(30) all the terms in the above series are in fact independent of

each other, therefore the maximization can be performed on the individual terms of the series,

so (31) can be written as:

η̂max = max
ψ

T1
tilt

∑

∀s∈S1

log2

(
1 + γ̂b

s

(
ψT1

tilt

))
+ max

ψ
T2
tilt

∑

∀s∈S2

log2

(
1 + γ̂b

s

(
ψT2

tilt

))

max
ψTn

tilt

∑

∀s∈Sn

log2

(
1 + γ̂b

s

(
ψTn

tilt

))
+ ... + max

ψ
TN
tilt

∑

∀s∈SN

log2

(
1 + γ̂b

s

(
ψTN

tilt

))
(32)

closing the summation gives following expression and thus proves the proposition

max
ψB

tilt

ζ̂ =
∑

∀n∈N



max
ψTn

tilt

∑

∀s∈Sn

log2

(
1 + γ̂b

s

)


 (33)

Referring back to the SO system of flocking birds, note that each bird adjusts its flight

paramteres with reference to the observation of only two adjacent birds as a result though

the group flight efficiency optimal formation i.e. V-shape is maintained only approximately, still

significant group wide gain in flight efficiency is achieved. Similiary, here the SIRγ̂b
s

(
ψB̂

tilt

)
in

(23) is based on interference perceived from adjacent two sectors only and therefore can achieve

the objective in (21) only approximately (as shown through corollary 3) but significant system

wide gain is possible as we will show in Section IV.

E. Solving the Local Subproblem

Based the arguments above, (27) can be solved by individually solving the N subproblems

that appear in the summation in (33) as a small scale optimization problem over three tilt angles

of the most interfering three adjacent cells only. This subproblem can be written as:

ζ̂n,max = max
ψTn

tilt

∑

∀s∈Sn

ws log2

(
1 + γ̂b

s

)
(34)

Note that we have introduced a weight factorws to be associated with each cell CG in the
triplet. This weight factor can be used to model relative importance of each cell in a triplet,
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depending on the number of users in that cell, its size or its commercial significance and thus

can capture certain aspects of the heterogeneity of the network at local scale.

The total achievable bandwidth normalized throughput at the CGs in anth triplet is given as:

ζ̂n = w1 log2

(
1 + γ̂1

1

)
+ w2 log2

(
1 + γ̂2

2

)
+ w3 log2

(
1 + γ̂3

3

)
(35)

where post scripts denote sector and subscripts denote CG’s within given triplet as shown in

figure 5. By substituting the value of̂γb
s from (23) in (35)

ζ̂ = w1 log2










1 +










h1
110

−1.2μ

(
(ψ1

1−ψ1
tilt)

2
+c11

)

(

h2
110

−1.2μ

(
(ψ2

1−ψ2
tilt)

2
+c21

))

+

(

h3
110

−1.2μ

(
(ψ3

1−ψ3
tilt)

2
+c31

))



















+

w2 log2










1 +










h2
210

−1.2μ

(
(ψ2

2−ψ2
tilt)

2
+c22

)

(

h1
210

−1.2μ

(
(ψ1

2−ψ1
tilt)

2
+c12

))

+

(

h3
210

−1.2μ

(
(ψ3

2−ψ3
tilt)

2
+c32

))



















+

w3 log2










1 +










h3
310

−1.2μ

(
(ψ3

3−ψ2
tilt)

2
+c33

)

(

h1
310

−1.2μ

(
(ψ1

3−ψ1
tilt)

2
+c13

))

+

(

h2
310

−1.2μ

(
(ψ2

3−ψ2
tilt)

2
+c23

))



















(36)

We dropped the subscriptn to indicate that the analysis presented in sequel is valid for all

triplets. The problem in (34) can be written in standard form:

max
ψ1

tilt
,ψ2

tilt
,ψ3

tilt

ζ̂
(
ψ1

tilt, ψ
2
tilt, ψ

3
tilt

)
(37)

subject to: ψ1
tilt, ψ

2
tilt, ψ

3
tilt < 90o

As can be intuitively seen from the expanded form of the objective function of (37) in (36)

and as we will observe in next section (37) is a non convex optimization problem. However,

notice the fact that compared to (12), the problem in (37) is now a very a small scale and much

simpler optimization problem, as number of optimization variables is only three compared to

|B| and summation in optimization objective also has only three terms each with small constant

evaluation complexity compared to|R| +
∣
∣
∣U\Ú

∣
∣
∣ terms in (12) each with evaluation complexity

growing with |B|. Note that the optimization parameters in (37) are confined to a finite range as

0o <ψ < 90o. Since, practically a tilt accuracy of up to1o is significant, the total search space of

optimization problem in (37) is limited to maximum of90×90×90 = 729000. Given a reasonably
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small fixed search space, any of exhaustive search based heuristic can now used to quickly solve

(37) with increased guarantee of quality of solution compared to large scale original problem.

Or alternatively a solution can also be determined using a non linear optimization techniques

that can tackle a small scale non convex optimization objective. For example, noticing that the

objective function is twice differentiable and constraint is differentiable we can solve (37) using

Sequential Quadratic Programming (SQP). To this end, the problem can be written in the standard

form as:
min
ψ

−ζ̂ (ψ) (38)

subject to: gj (ψj) < 0 , j = 1, 2, 3

whereψ = [ψ1, ψ2, ψ3] andgj (ψj) = ψj − 90. Lagrangian of (38) can be given as:

L (ψ , λ) = ζ̂ (ψ) −
3∑

j=1

λj(ψj − 90) (39)

If Ĥ denotes the approximate of the Hessian matrixH, then we can define quadratic subproblem
to be solved atith iteration of SQP as follows:

min
w∈RJ

1

2
wT Ĥ (L (ψ , λ) )i w + 5ζ̂(ψ)iw (40)

subject to: wj + ψji
− 90 < 0 j = 1, 2, 3

Below we briefly describe the three main steps to solve the above problem thorough SQP

1) Updating the Ĥ : At each iteration the value of̂H is updated using the Broyden-Fletcher

-Goldfarb -Shanno (BFGS) approximation method i.e.

Ĥi+1 = Ĥi +
bib

T
i

bT
i ai

−
ĤT

i aT
i aiĤi

aT
i Ĥiai

(41)

whereai = ψi+1 − ψi and

bi =



5ζ̂ (ψ)(i+1) −
3∑

j=1

λj5gj,(i+1)



−



5ζ̂ (ψ)(i) −
3∑

j=1

λj5gj,(i)



 (42)

2) Solution of Quadratic subproblem: Once the Hessian is known the problem in (40) is

a quadratic programming problem that can be solved using standard methods. We use

gradient projection method as described in [37].

3) Line search and Merit function The solution of the quadratic subproblem in theith

iteration of SQP algorithm returns the vectorwi that provides the locus for next iteration

as ψi+1 = ψi + %wi where% is set such that sufficient decrease in the merit function is

achieved. we use merit function defined in [38] i.e. given as

ϕ(ψ) = ζ̂(ψ) +
3∑

j=1

μj . max (0, gj(ψj)) (43)
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whereμ is penalty parameters which we set as recommended in [38] i.e.

μj,(i) = μj,(i+1) = max
j

{

λj ,
μj,(i) + λj

2

}

, j = 1, 2, 3 (44)

Through the above steps of SQP, the problem in (37) can be solved within each triplet inde-

pendently to determine the optimal tilt angles to be maintained by each of the three cells in

the triplet for given locations of CG’s within that triplet. The execution of these local solutions

in each triplet in the cellular system locally results in achievement of the system wide goal

in (21) approximately, that in turn manifests the original system-wide objective in (12) . Thus

the optimal tilt angles can be maintained by dynamically responding to variations in cellular

system environment, in distributed manner to maintain enhanced spectral efficiency on the BS-

RS links as well as on the BS-user links. In the following, we refer to this proposed solution as

SOT (Self Organization of Tilts).

IV. PERFORMANCEEVALUATION

In this section first we present the numerical results for SOT that are readily obtainable from

the analysis presented above. This is followed by performance results of SOT evaluated by

implementing SOT in a full scale system level simulator.

A. Numerical Results
1) Analysing Robustness of SOT:In this subsection we analyse sensitivity of SOT’s gain to

varying locations of CG and also to two key design parameter i.e. antenna height and vertical

antenna beam width. The objective of the analysing SOT’s gain sensitivity to these three factors

is to investigate its robustness against randomness of user and BS relative locations, variety of

BS heights and antenna types in real heterogeneous network. Numerical results for three random

set of locations of CG’s are plotted in figure 6. These results can be obtained by plotting (36)

with β = 4, Bv = 100, Bh = 700 and cell radius of 600m, BS and CG height of 20m and 10m

respectively; and normalisinĝζ by 3 i.e. the number of cells in the triplet.ζ̂
3

thus plotted in figure 6

gives the average spectral efficiency in a triplet. It can be seen that adaptation of antenna tilts can

change the average spectral efficiency from 3.9 to 5.3, 3.7 to 4.7 and 2.1 to 2.8 b/s/Hz ( from

top to bottom receptively), depending on the location of CGs that represent either RS or focal

points of user distribution. Since SOT can dynamically determine the optimal tilt angles for any

given locations of CG’s in triplet, it can self-optimize antenna tilts to maintain maximum spectral

efficiency. The values of spectral efficiency achieved by optimal tilts determined through SOT,
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Fig. 6. ζ̂
3

plotted for a stand alone triplet against tilts of two sectors while third is fixed at0o for three different CG locations

within the triplet. It can be seen that optimal tilt angles for maximum spectral efficiency change as locations of CGs change.

compared to the spectral efficiency achievable with the wide range of other tilts (see figure 6),

imply that SOT, though the exact gain achievable by SOT is dependent on CG location and

thus user distribution or RS location but in general it can yield a substantial gain in spectral

efficiency compared to arbitrary tilting. It can be noticed from the contours plots in figure 6 that

the optimal tilt angles generally lie in much smaller range e.g this range is just00 − 200 for

the given cell radius and BS and RS heights. This observation can be used to further reduce the

effective search space to only20 × 20 × 20 = 8000 combinations of tilt angles in a triplet to

quickly determine the optimal tilt angles for any set of CG locations.

The gain SOT can yield, is also dependent on the vertical beamwidth of the antenna and the

relative height of the BS compared to the height of the CG. Figure 7 plots the maximum spectral

efficiency SOT yields for range of vertical beamwidth and the height of the BS above the height

of CG, for the locations of CG in the top right of figure 6. Results show that, maximum achievable

spectral efficiency by SOT, can be further increased as the height of the antenna increases or the

vertical beamwidth decreases. A high antenna allows the front lobe of the antenna to be focused

more precisely on the CGs as can be seen in figure 4. A narrow beamwidth on the other hand

allows the antenna tilt to play a stronger role in boosting the desired signal and attenuating the

interference. Thus a decrease in vertical beamwidth and increase in antenna height both result

in higher SIR and thus higher spectral efficiency.
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Fig. 7. Maximum spectral efficiency yielded by SOT for a

given location CG’s in triplet plotted for range of BS height

above CG, and vertical beamwidth of antenna.
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Fig. 8. SOT is compared with fixed tilting as well as

Centralized Optimization of Tilts (COT). COT solution is

obtained by solving (21) via brute force.

2) Comparing SOT with a Centralized Optimal Solution:While the numerical results above

demonstrate that SOT can yield substantial gain for all possible CG locations and range of

system design parameters, it is of interest to assess that how far this gain is from that achievable

by an hypothetical optimal solution that can perform a Centralized Optimization of Tilts (COT).

Unlike, SOT that has fixed search space of903 and thus can be solved easily, COT will require

joint optimization of system-wide antenna tilts and thus will have search space of90B.

The COT solution is obtained by solving (21) through brute force for7 × 3 = 21 cells.

Note that a cross-comparison with heuristic based solutions is omitted not only because of

unavailability of an exact work in literature that considers relay enhanced cellular system, but also

because the outputs of such solutions are largely dependent on the configuration of the underlying

heuristics making a meaningful comparison difficult. On the contrary, chosen benchmarks are

easily repeatable allowing fair cross-comparison and at the same time allow us to assess how

much gain our solution yields compared current commercially used pragmatic solutions and how

far is our distributed solution from a hypothetical system-wide centralized absolutely optimal

SO solution. Due to the computational time constraint for COT, only tilt range of60 − 180 is

considered with resolution of2o. The rationale behind selecting this range is that it is centered

around120. If consider the centroid of the cell to be the CG, which will be the case when

user distribution is perfectly uniform as explained above, the fixed optimal tilt for given BS
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height of 32m, user height of 1.5m and intersite distance of 500m, used (see Table I) is12o,

i.e. arctan((32 − 1.5)/( 500
2cos(30)2

) ≈ 12o. Thus621 evaluations of objective function in (21) are

traversed to find the optimal solution. On a regular desktop computer (2.8 GHz processor, 8GB

RAM) it took well over 8 hours. For fair comparison, SOT is also implemented under same set

up of tilt range, resolution and the number of cells in the system.

Figure 8 plots CDF of spectral efficiency achievable on links assumed between CGs and BS,

with SOT and COT. Note that albeit of relying on local information only, SOT’s performance

is considerably close to the COT. As expected, being globally optimal COT does outperforms

SOT slightly. However, note that from real world implementation point of view COT is difficult

to implement not only because of the tremendous computation effort required but also due the

global signalling needed for its implementation (see Section V). The performance projected by

COT in figure 8 does not take into account this large system wide signalling overheads. In

terms of complexity, for even a cellular system as small as19 × 3 cells (which is simulated

for results in next subsection), the brute force based COT will have to do over1099 evaluations

of (21). Extrapolating the time of conducted experiment, that may take years. However, despite

its impracticality COT does serve the purpose of an upper bound to bench mark our solution.

The small gap that SOT has from COT, is worth of its distributed and system wide-signalling-

free design that allows its computationally feasible solution and pragmatic implementation. In

figure 8, the CDFs with typical range fixed tilting values are also plotted for comparison with

fixed range tilting that is often empirically set in commercial cellular systems. It can be noted

that SOT outperforms all fixed tilting schemes including the fixed optimal tilt of120. Reasons

for this gain provided by SOT are explained in next subsection.

B. System Level Simulation Results

The numerical results presented above show the gain of SOT for BS-CG links only, while

considering interference from limited number of cells. As a real cellular system consists of large

number of cells, containing randomly located RS and users of different heights and antenna

gains, these factors will affect the system level performance of SOT. In order to evaluate the

performance of SOT in more realistic scenarios, in this subsection we present results obtained

by implementing SOT in a full scale system level simulator. Key modelling parameters used in

system level performance evaluation are 3GPP compliant and are listed in Table I. Our system

level simulator models an OFDMA based generic cellular system where half of cells contain
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TABLE I

3GPP COMPLIANT SYSTEM LEVEL SIMULATION PARAMETERS [39]
Parameters Values

System topology 19 BS with 3 sector/cells per BS
BS Transmission Power 46 dBm
BS Inter site distance 500 meters

BS height 32 meters
RS height 5m
RS Type Capacity Extension i.e.wr = 1, ∀r ∈ R

User height 1.5 meters
User activity levels au = 1, ∀u ∈ U

Network Topology Type Homogenous,ws = 1, ∀s ∈ S
User antenna 5 dB (Omni directional)
RS antenna 7 dB (Omni directional)

BS antenna horizontal beamwidth,Bh 700

BS antenna vertical beamwidth,Bv 100

BS antenna vertical Gain Weight ,λv 0.5
BS antenna vertical Gain Weight ,λh 0.5

BS antenna maximum gain,Gmax 14 dB
BS antenna maximum attenuation,Amax 25 dB

Frequency 2 GHz
Pathloss model Urban, Scenario 1 [39]

Shadowing standard deviation on BS-user links 8 dB
Shadowing standard deviation on BS-RS links 4 dB

randomly located RS where other half selected randomly do not have RS and are served by BS

only. Due to space limitations we present results for capacity enhancing RS only, as only in this

case the backhaul optization becomes significant. To model capacity enhancing RS scenario, we

assume that, in the cells with RS, 80% of the users in that cell are concentrated within 200m

radius from the RS. In cells without RS, users are randomly distributed across the cell. Simulator,

is snapshot based and results reported are averaged over 10 snapshots of user and RS locations

and tilt settings obtained via SOT for these user and RS distributions. Again comparison with

prior works on heuristic based dynamic tilting schemes is omitted because of reasons explained

above. Instead, for sake of reproducible performance evaluation, we compare the performance of

SOT against range typical fixed antenna tilts including the fixed optimal tilt i.e.0o, 6o, 12o, 18o.

Performance is evaluated for both BS-RS access links as well as BS-user coverage links.

Figure 9 plots the CDF of spectral efficiency achieved on the BS-RS access links. With

Tilt = 00 performance is worse obviously due to high interference. With a medium tilts of

Tilt = 6o, 12o spectral efficiency improves as interference in general decreases for all BS-RS

links. As the tilts are further increased i.e.Tilt = 180 the spectral efficiency on the access links

of RS that are located close to BS (50%-tile and above) improves due to reduced interference

and increased antenna gain focused to them, however the spectral efficiency on access links of

RS located at the cell edges (around 5%-tile and above) starts worsening, thereby nullifying the

net gain in system wide average spectral efficiency. SOT, on the other hand provide a substantial

net gain in spectral efficiency compared to all other fixed tilting options by dynamically setting
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tilts with respect to RS and CG locations.

Figure 10 plots the CDF of spectral efficiency achievable on BS-user links. The trends are

same as observed for RS-BS links except that, in general the spectral efficiency on BS-user links

is lower than that on access link. This is due to the different pathloss models on the two types

of links i.e. BS-RS has much less shadowing than BS-user links. Furthermore, unlike RS that

can be perfectly represented by one point in a cell used as CG in SOT, users are distributed all

over the cells. Therefore, optimizing antenna tilts with respect to a single point that represent all

users in cells ( i.e. CG), is though effective but not as much as it is for RS. For the same reason,

high values of fixed tilts i.e.Tilt = 180 has more adverse effect on BS-user links, than it has

on BS-RS links as the large tilt can particularly cause outage for the cell edge users. The exact

percentage of such outage may depend the antenna and transmission parameters and cell size.

Nevertheless, it can been seen that SOT yields a net gain in spectral efficiency compared to fixed

tilting on BS-user links as well, as it intelligently sets tilt values based on user concentrations.

A more quantitative perspective of the gain in spectral efficiency, SOT can give on BS-RS

and BS-user links, is presented in figure 11 that plots the percentage gain in average spectral

efficiency SOT yielded when compared to fixed optimal tilt of120 and no tilting at all. It can

be observed that for in the cells with RS, BS-user links of the 20% user s that are not explicitly

considered by SOT while deterging tilt, no significant gain is achieved compared to fixed optimal

tilt as expected. However, for rest of the users, as well as RS that are considered in deterging

the CGs yields very substantial gains compared to fixed tilting.
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V. PRACTICAL IMPLEMENTATION OF SOT

Although, in this paper we demonstrated the gain of proposed framework mainly in context

of hexagonal grid model for tractability and brevity reasons, SOT is implementable in a real

heterogeneous network as long as the network topology allows decomposition into local non-

overleaping cluster of cells (e.g. quartet, quintet, sextuplet) with same property as triplet i.e. a set

of most interfering cells that can be repeated to cover whole network without overlap. The weight

factors incorporated into the framework while calculating CGs can actually be used to take into

account other types of heterogeneity such as cell sizes, sector spreads and azimuth angle biases,

other than user profiling and RS types. Though exact gain of SOT will vary depending on actual

system paramteres and topology as pointed out via results in section IV-A1, the key advantage of

SOT is that it is practically implementable even with the state of the art technologies. Since the

proposed framework does not incur heavy signaling overheads and has very low implementation

complexity and cost, even reduced gain due to the irregularity of grid and propagation scattering

is an added advantage compared to state of the art offline fixed empirical tilting. The RS and

user positions information can be easily gathered at the respective BS with existing location

estimation techniques such as GPS or the host of alternative cellular positioning techniques. For

RS, the location update will be required only when location of RS changes. So far need for

user locations is concerned, as discussed earlier, as long as user distribution and activity level

can be assumed to be uniform, the CG lies at the centroid of the sector can be determined by

offline available system design parameters namely as cell radius, antenna pattern and height.
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Thanks to distributed nature of solution, even for the cells with highly dynamic non uniform

user distribution, CG calculation requires SINR perceived by each user along with its position,

to be known at the serving BS only, when a tilt update is needed. Since the SINR indicator is

already available on BS in LTE in form of CQI (for scheduling purposes), this means negligible

additional signalling is required to determine the CGs in each cell in online manner. The existing

X2 interface can be used to promptly exchange the CG locations only, among the three adjacent

cells that make each triplet. Based on this CG’s information, the optimal tilt angle for all the

three cells within each triplet in the system can be determined via SOT. Since, in emerging

cellular systems, BS tilts can be adjusted electronically, thus with the implementation of SOT

BS’s can autonomously and dynamically maintain their antenna tilts to cope with changes in

cellular eco system. Therefore, this algorithm requires no human intervention thereby promising

significant OPEX saving. Another advantage of SOT is that due to its highly localized nature it is

very agile as it does not suffer from excessive delays. Therefore, SOT can be implemented in an

online manner using event based triggering mechanisms. Such triggering mechanisms can detect

‘turning on or off ’of RSs or major variations in user demography, and thus can autonomously

update the BS antenna tilts in the respective triplet(s) to maintain maximum spectral efficiency.

VI. CONCLUSIONS

An analytical framework for distributed Self Organization of BS Tilts, named SOT, has been

presented. SOT can autonomously determine and adapt optimal tilts in order to maximise spectral

efficiency on the BS-RS as well as BS-user links in a live heterogeneous network, by taking

into account users’ and RSs’ locations and activity levels. Both numerical and simulation results

show that a gain of 10-50% in spectral efficiency compared to the typical fixed optimal tilting

can be obtained with SOT depending on system topology and user demography. Comparison

with a centralised tilt optimisation solution- which is difficult to implement in a real network

due to its excessive signalling overhead and computational complexity- shows SOT can yield

performance close to a centralized tilt optimisation solution. The key advantage of SOT is

that it implementable with state of art technology and relies only on local signalling and thus

features high scalability and agility. Therefore, it has potential for pragmatic implementation to

autonomously optimise antenna tilts in a live cellular network in order to cope with either ever

changing user demography or the impromptu deployment of new RSs.
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APPENDIX A

In order to prove theorem 1 we need to show that:

∑

∀u∈Ub

au log2(1 + γ̃b
u(ψ̃

b
tilt)) = max

ψb
tilt

∑

∀u∈Ub

au log2(1 + γb
u

(
ψb

tilt

)
) (45)

if ∫

x

∫

y
a(x,y)

(

(ψb
x,y − ψ̃b

tilt)
γ̃b

x,y

1 + γ̃b
x,y

)

dxdy = 0 (46)

whereUb is set of user locations inbth cell such thatUb ⊂ U . Let γ̃b
u be the SIR inbth sector

at uth point, with optimal antenna tilt given as:
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Let ψ̃b
tilt be the tilt that maximizes/minimizes the weighted sum throughputζ̃b in that cell, then
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Puttingυ back in (50) and then using (50) in (49)
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Using (47) in (55)
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It can be shown easily that∂∂ζ̃b

∂∂ψ̃b
tilt

< 0, implying that stationary point at̃ψb
tilt is a maximum. If

user distribution is perfectly uniform andu is substantially large, we can replace summation in

(56) with the surface integral over whole area making it independent of individual user locations:
∫

x

∫

y
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(

(ψb
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tilt)
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wherea(x,y) is weight associated with each point to reflect its importance. Hence theorem 1.
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